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1. Introduction

We consider an infinite server queue to which customers arrive according to a non-homogeneous Poisson Process (NHPP) with known intensity $\lambda(t)$, $t \geq 0$. A customer arriving at time $s$ immediately enters service and with probability $\Phi(s,w)$ will complete service by time $w$ where, of course, $\Phi(s,w) = 0$ for $w < s$. Service times for customers are assumed to be statistically independent of each other. Such a queue will be referred to as an $M(t)/G(t)/\infty$ queue to indicate that the arrival process is a NHPP, that a customer's service time may depend on the time he entered service and that there are an infinite number of servers. If $\Phi(s,w) = G(w-s)$ is a function only of the difference $w-s$ and $\lambda(t) = \lambda$ for all $t$, we have, as a special case, the familiar $M/G/\infty$ queue.

An important stochastic process of interest in queueing theory is the counting process $\{D(t), t \geq 0\}$ where $D(t)$ is the number of departures from the queue by time $t$. In this note we establish and use a splitting theorem for NHPP to show that for the $M(t)/G(t)/\infty$ queue, $\{D(t), t \geq 0\}$ is a NHPP. Furthermore, we show that the number of departures from the queue during any finite time interval is independent of the number of customers still in service at the end of that interval. As special cases of this result we show that the transient output of an $M/G/\infty$ queue is a NHPP and that in steady state the output process of an $M/G/\infty$ queue is a stationary Poisson Process with rate equal to the rate of the Poisson input process. These results for the $M/G/\infty$ queue were first proved more laboriously by Mirasol [4].

Hillestad and Carillo [1] have shown that the number of busy servers at time $w$ in the $M(t)/G(t)/\infty$ queue is Poisson distributed with mean depending on $w$ and the form of the service time distribution. This result can be simply obtained by judiciously using the splitting theorem established in Section 3.

To the author's knowledge, no study has been made of the output process of the $M(t)/G(t)/\infty$ or $M(t)/G(t)/s$ queues. In a sequel to this report, we shall study the output process of $M(t)/M/s$ queues.

2. Non-Homogeneous Poisson Processes

Definition 2.1. Let $\{N(t), t \geq 0\}$ be a stochastic counting process and let

a. $N(0) = 0$

b. $\{N(t), t \geq 0\}$ have independent increments.
c. \( \Pr(2 \text{ or more events in } (t, t+h)) = o(h) \).

d. \( \Pr(\text{exactly one event in } (t, t+h)) = \frac{\lambda(t)h + o(h)}{h} \).

Then \( (N(t), t \geq 0) \) is said to be a non-homogeneous Poisson Process with intensity function \( \lambda(t) \).

Let \( M(t) = \int \lambda(s) \, ds \). Then it is straightforward to show that Definition 2.1 is equivalent to Definition 2.2.

**Definition 2.2.** \( (N(t), t \geq 0) \) is said to be a NHPP with mean value function (NVF) \( M(t) \) if

a'. \( N(0) = 0 \)

b'. \( \{N(t), t \geq 0\} \) has independent increments.

c'. for all \( s < t \) and \( n \geq 0 \)

\[
\Pr(N(t) - N(s) = n) = e^{-M(t) - M(s)} \frac{(M(t) - M(s))^n}{n!}
\]

In this report, we shall assume the NVF of all NHPP to be completely differentiable. The proofs presented here can be extended to the case where the NVF is not completely differentiable but this would add unnecessary technical complexity to the discussion herein.

3. **A Splitting Theorem**

It is well known (see [5] or [6]) that if \( \{N(t), t \geq 0\} \) is a stationary Poisson Process with rate \( \lambda \) and an event that occurs at time \( t \) is classified as type 1 with probability \( P_1 \), \( i=1, ..., n \), independently of the classification of other events (\( \sum P_i = 1 \)), then the stochastic processes \( \{N_i(t), t \geq 0\}, i=1, ..., n \) are independent stationary Poisson Processes with rates \( \lambda P_i \), \( i=1, ..., n \). In this section we prove an analogous result for NHPP.

**Theorem 1.** Let \( \{N(t), t \geq 0\} \) be a NHPP with intensity \( \lambda(t) \) and NVF \( M(t) \).

An event that occurs at time \( w > 0 \) is classified as a type 1 event with probability \( P_1(w) \) and as a type 2 event with probability \( P_2(w) = 1 - P_1(w) \). Classification of each event is independent of the classification of other events. Let \( N_i(t) \) be the number of type \( i \) events that have occurred by time \( t \). Then \( \{N_i(t), t \geq 0\} \) is a NHPP with intensity \( \lambda(t)P_i(t) \) and NVF \( M_i(t) = \int \lambda(s)P_i(s) \, ds \), \( i=1, 2 \). Furthermore, \( \{N_1(t), t \geq 0\} \) and \( \{N_2(t), t \geq 0\} \) are statistically independent.

Before proceeding with the proof of Theorem 1, we need to establish the following Lemma which is given as an exercise in both Ross [6, p29] and Farsen [5, p143].
Lemma 1: Let \( N(t), t \geq 0 \) be a NHPP with intensity \( \lambda(t) \) and MVF \( M(t) \). Given that \( N(t) = n \), the joint distribution of the \( n \) epochs at which the events occurred, \( \tau_1, \tau_2, \ldots, \tau_n \leq t \) is the same as if they were the order statistics corresponding to \( n \) independent random variables \( y_1, y_2, \ldots, y_n \) with common distribution function

\[
Y(s) = \frac{M(s)}{M(t)} \quad 0 \leq s \leq t \quad (1)
\]

Proof: Let \( y_{[1]} \leq y_{[2]} \leq \ldots \leq y_{[n]} \) be the order statistics corresponding to \( y_1, y_2, \ldots, y_n \). Then clearly, the joint density of these order statistics is given by

\[
g(w_1, w_2, \ldots, w_n) = n! f(w_1)f(w_2)\ldots f(w_n), w_1 \leq w_2 \leq \ldots \leq w_n
\]

where

\[
f(w) = \frac{d}{dw} Y(w) = \frac{\lambda(w)}{M(t)}
\]

Thus,

\[
Pr(y_{[i]} = w_i, i = 1, 2, \ldots, n) = \frac{n!}{M(t)^n} \prod_{i=1}^{n} \lambda(w_i) \quad (2)
\]

Now we show that the joint distribution of the \( \tau_1, \ldots, \tau_n \) given \( N(t) = n \), is identical to (2). Let \( w_1 \leq w_2 \leq \ldots \leq w_n \leq t \) and let \( h_i \) be small enough so that \( w_i + h_i < w_{i+1} \). Then

\[
Pr(w_i \leq \tau_i < w_i + h_i, i=1,2,\ldots,n|N(t) = n)
\]

\[
= \frac{Pr(w_i \leq \tau_i < w_i + h_i, i=1,2,\ldots,n)/Pr(N(t) = n)}
\]

\[
= \frac{Pr(N(w_i + h_i) - N(w_i) = 1, i=1,\ldots,n;}
\]

\[
N(w_i) - N(w_i + h_i) = 0, i=2,\ldots,n;}
\]

\[
N(t) - N(w_n + h_n) = 0)/Pr(N(t) = n) \quad (3)
\]

From c' of Definition 2.2,

\[
Pr(N(w_i) - N(w_{i-1} + h_{i-1}) = 0) = e^{-M(w_i)} - M(w_{i-1} + h_{i-1})
\]

\[
Pr(N(w_i) - N(o) = 0) = e^{-M(w_i)}
\]

\[
Pr(N(w_i + h_i) - N(w_i) = 1) = e^{-M(w_i + h_i)} - M(w_i)
\]

\[
Pr(N(t) - N(w_n + h_n) = 0) = e^{-M(t)} - M(w_n + h_n) \quad (4)
\]
Since the intervals \([w_i, w_i + h_i]\) do not overlap, we have from (b) of Definition 2.2 and (4) that (3) becomes after some reduction

\[
e^{-M(t) \frac{n}{1}} \frac{(M(w_i + h_i) - M(w_i))}{M(c^n) \frac{n!}{n!}}
\]

\[= \frac{n!}{M(t)^n} \frac{n}{h_i} (M(w_i + h_i) - M(w_i))
\]

Therefore,

\[
\Pr(w_i \leq \tau_i < w_i + h_i, i = 1, n | N(t) = n) = \frac{n!}{M(t)^n} \frac{n}{h_i} \frac{M(w_i + h_i) - M(w_i)}{h_i}
\]

Now take the limit of both sides as the \(h_i \to 0, i = 1, \ldots, n\) uniformly. Since

\[
\lim_{h_i \to 0} \frac{M(w_i + h_i) - M(w_i)}{h_i} = \frac{d}{dw_i} M(w_i) = \lambda(w_i)
\]

and since the MFVs are differentiable, the limit of the right hand side of (5) exists which therefore implies the limit on the left side of equation (5) also exists and it is, in fact, an ordinary probability density function. Thus,

\[
f(w_1, \ldots, w_n | N(t) = n) = \lim_{h_i \to 0} \Pr(w_i \leq \tau_i < w_i + h_i, i = 1, \ldots, n | N(t) = n) / \frac{n!}{M(t)^n} \frac{n}{h_i} \lambda(w_i)
\]

which is precisely the probability density function (2).

Lemma 1 states that given \(N(t) = n\), the \(n\) event times, \(\tau_1, \tau_2, \ldots, \tau_n\) when considered as unordered random variables have the same joint distribution as \(n\) independent random variables with common distribution \(F(s)\) given by (1). Therefore, as a consequence of Lemma 1, given that we know an event occurred in \((o, t)\), the actual time that the event occurred has distribution function \(F(s)\) and is independent of the time of the other events occurring in \((o, t)\).
Proof of Theorem 1. We prove Theorem 1 by first showing that \( \{N_i(t), t \geq 0\} \)
i = 1,2 satisfy Definition 2.2 for NHPP. We shall show that \( N_i(t) \) is Poisson distributed with mean \( J \lambda(s) p_{i}(s) ds \) by calculating the generating function of 
\( N_i(t) \), \( i = 1,2 \). The independence of the two processes is established by calculating the joint generating function of \( N_1(t) \) and \( N_2(t) \) and showing that this joint generating function is the product of the individual generating functions.

Clearly, \( N_1(0) = N_2(0) = 0 \) so that \((a')\) of Definition 2.2 holds. For 
i = 1,2, \( t \geq 0 \) and \( |z|<1 \), let
\[
g_i(z,t) = \mathbb{E}[z^{N_i(t)}]
\]
be the generating function for \( N_i(t) \). By conditioning on \( N(t) \) and applying the Law of Total Probability we have that
\[
g_i(z,t) = \mathbb{E}_N(t) \mathbb{E}[z^{N_i(t)} | N(t)] \tag{6}
\]
From Lemma 1, given that an event occurred in \((0,t]\), the probability it occurred at time \( x \), \( 0 \leq x \leq t \) is \( \frac{\lambda(x)}{M(t)} \). Given an event occurred at time \( x \), the probability it was classified as a type \( i \) event is \( p_i(x) \). Therefore, given that an event occurred in \((0,t]\) the probability it was a type \( i \) event is
\[
\gamma_i = \int_0^t p_i(x) \frac{\lambda(x)}{M(t)} \, dx \tag{7}
\]
independently of the other events that occurred in \((0,t]\). Therefore, given \( N(t) \), \( N_i(t) \) is a binomial random variable with parameters \( N(t) \) and \( \gamma_i \) so that the conditional generating function of \( N_i(t) \) is
\[
\mathbb{E}[z^{N_i(t)} | N(t)] = (1-\gamma_i + \gamma_i z)^{N(t)}
\]
and using this in (6) we have
\[
g_i(z,t) = \mathbb{E}_N(t) [(1-\gamma_i + \gamma_i z)^{N(t)}]
\]
Since \( N(t) \) is Poisson distributed with mean \( M(t) \) and \( |1-\gamma_i + \gamma_i z|<1 \),
\[
g_i(z,t) = e^{-M(t)} \gamma_i (1-z) = e^{-M(t)} \gamma_i (1-z) \tag{8}
\]
But (8) is just the generating function of a Poisson random variable with mean

\[ \gamma_1(t) = \int_0^t \lambda(x) p_1(x) \, dx \quad (9) \]

Thus, \( N_i(t) \ i = 1, 2 \) is Poisson distributed with mean given by (9) for all \( t \geq 0 \). By a similar argument one can show that for any interval \((t_1, t_2]\), \( N_i(t_2) - N_i(t_1) \) is Poisson distributed with mean \( \int_{t_1}^{t_2} \lambda(x) p_i(x) \, dx \) since given that an event occurred in \( (t_1, t_2]\), it is type \( i \) with probability

\[ n_i(t_1, t_2) = \int_{t_1}^{t_2} p_i(x) \frac{\lambda(x)}{\lambda(t_2) - \lambda(t_1)} \, dx \quad i = 1, 2 \]

independently of the other events occurring in \( (t_1, t_2]\).

That each process has independent increments follows straightforwardly from the fact that \( (N(t), t \geq 0) \) has independent increments and that each event is typed independently of other events. If we consider any finite number of non-overlapping time intervals, the number of type \( i \) events that occur in each interval depends only on the number of events of the process \( (N(t), t \geq 0) \) that occurred in that interval and the typing mechanism since only events of the process \( (N(t), t \geq 0) \) occurring in a particular interval can be classified and counted as a type \( i \) event in that interval. Since \( (N(t), t \geq 0) \) has independent increments, the fact that the processes \( (N_i(t), t \geq 0) \ i = 1, 2 \) have independent increments follows immediately by conditioning on the number of events of \( (N(t), t \geq 0) \) that occurred in each interval.

All the conditions of Definition 2.2 have been satisfied and therefore \( (N_i(t), t \geq 0) \ i = 1, 2 \) are NHPP.

All that remains now in proving Theorem 1 is to show that \( N_1(t) \) and \( N_2(t) \) are independent for all \( t \). Consider the joint generating function

\[ g(z_1, z_2, t) = E(z_1^{N_1(t)} z_2^{N_2(t)}) \]

\[ = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} z_1^n z_2^m \Pr(N_1(t) = n, N_2(t) = m \mid N(t) = n + m) \]

From our previous discussions we realise that

\[ \Pr(N_1(t) = n, N_2(t) = m \mid N(t) = n + m) = \binom{n+m}{n} \gamma_1^n \gamma_2^m \]
since given $N(t) = m + n$, there are $\binom{m+n}{n}$ ways of choosing $n$ events to be type 1 (and thereby choosing the $m$ to be type 2). Thus,

$$g(z_1, z_2, t) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} z_1^n z_2^m \frac{e^{-M(t)} \gamma_1^n \gamma_2^m}{n! m!} e^{-M(t)} \frac{N(t)^{m+n}}{(m+n)!}$$

$$= \sum_{n=0}^{\infty} e^{-M(t)} \gamma_1 z_1^n \frac{M(t)^n}{n!} \sum_{m=0}^{\infty} e^{-M(t)} \gamma_2 z_2^m \frac{M(t)^m}{m!}$$

where we have used the fact that

$$e^{-M(t)} = e^{-M(t)} \gamma_1 e^{-M(t)} \gamma_2 \quad \text{since} \quad \gamma_1 + \gamma_2 = 1$$

Thus,

$$g(z_1, z_2, t) = g(z_1, t) \cdot g(z_2, t)$$

Since this holds for all $z_1, z_2$ and $t$, $N_1(t)$ and $N_2(t)$ are independent and this completes the proof.

Note that it is trivial to extend Theorem 1 to the case when an event at time $t$ can be classified, independently of other events, into one of $n$ categories with the probability that the event is classified as type $i$ being $p_i(t)$ with $\sum p_i(t) = 1$ for all $t$. This splitting theorem for NHPP is useful in proving many interesting properties of NHPP. In particular, we shall use it to show that the output process of the $M(t)/G(t)/\infty$ queue is indeed a NHPP.

4. The Output of an $M(t)/G(t)/\infty$ Queue

In this section we will determine the distribution of the number of departures in an arbitrary interval $(t, t+T)$ of length $T$ in the $M(t)/G(t)/\infty$ queue. Recall that in this queue, service times are independent of each other and that if a customer arrives at time $s$, the probability he will complete service by time $w$ is $F(s, w)$, with $\int_s^w dF(s, w) = 1$.

Let $\bar{F}(s, w) = 1 - F(s, w)$. We shall classify any arrival into one of three types:

Type 1: if the arrival will depart the system in $(t, t+T]$  
Type 2: if the arrival will depart the system in $(t+T, \infty)$  
Type 3: if the arrival will depart the system in $(0, t]$. 

...
Let \( p_i(x) \) be the probability that a customer arriving at time \( x \) is classified as a Type \( i \) customer, \( i = 1, 2, 3 \). Then, for all \( x \geq 0 \)

\[
\begin{align*}
p_1(x) &= F(x, t+T) - F(x, t) \\
p_2(x) &= F(x, t+T) = 1 - F(x, t+T) \\
p_3(x) &= F(x, t)
\end{align*}
\]

where we have, of course, adopted the convention that \( F(x, y) = 0 \) if \( x > y \). Note that \( \sum p_i(x) = 1 \) for all \( x \) and since, by assumption, each arrival is classified independently of other arrivals, the conditions of Theorem 1 have been satisfied. Therefore, if \( N_i(w) = \) the number of customers who have arrived by time \( w \) and are categorized as Type \( i \), we have from Theorem 1 that \( \{N_i(w), w \geq 0\} \), \( i = 1, 2, 3 \) are NHPP with MVF \( \int a p_i(s)ds \), \( i = 1, 2, 3 \), and are mutually independent. We recognize that \( \{N_i(w), w \geq 0\} \) is simply the counting process describing departures from the queue in \((t, t+T] \). In particular, \( N_1(t+T) \) is the number of arrivals by \( t+T \) who have departed in \((t, t+T] \) and \( N_1(t+T) \) is independent of \( N_2(t+T) \) which is the number of arrivals by \( t+T \) that are still in the system at time \( t+T \). Thus, we have the important and interesting result that for an \( M(t)/G(t)/\infty \) the number of departures in any interval is independent of the number remaining in the system at the end of the interval. This generalizes Mirasol's result for \( M/G/\infty \) queues. Furthermore, \( N_1(t+T) \) is independent of \( N_3(t+T) = N_3(t) \) which is the number of departures in \((0, t] \). In fact, if we take any countable number of non-overlapping intervals, using the same analysis as above, it is straightforward to show that the departures during any of these intervals is Poisson distributed and is independent of departures during any other interval. (If there are \( N \) non-overlapping intervals let \( p_n(x) \) be the probability that an arrival at time \( x \) will complete service in the \( n \)th \( \leq N \) interval. Then argue as above). Clearly then, the conditions of Definition 2.2 are satisfied, and by letting \( t=0 \) we see \( N_1(T) = D(T) \) so that we have established the fact that \( D(w), w \geq 0 \) is a NHPP and for all \( T \geq 0 \), \( D(T) \) is independent of the number still in service at time \( T \). Also, we have as a by-product that \( N_2(t+T) \) is Poisson distributed so that the number of busy servers at time \( t \) in the \( M(t)/G(t)/\infty \) queue is Poisson distributed with mean \( \int \lambda(x) F(x, t)dx \).

For all \( t \geq 0 \) then, \( D(t) \) is Poisson distributed with MVF

\[
N_D(t) = \int_0^t \lambda(x) F(x, t)dx
\]

(10)
and intensity function

\[ \lambda_D(t) = \frac{d}{dt} M_D(t) = \int_0^t \lambda(x) f(x,t)dx + \lambda(t) F(t,t) \]  

(11)

where \( f(x,t) = \frac{\lambda(x)}{\lambda(t)} \) and \( F(t,t) = o \) only if the service distribution at time \( t \) has an atom at \( o \).

Returning to the process \( \{N_1(w), w \geq 0\} \) we note that for all \( t, T \geq o \)

\[ E[N_1(t,T)] = E \left[ \text{number of arrivals by } t+T \text{ who} \right. \]

\[ \left. \text{departed the system in } (t,t+T) \right] \]

\[ = E \left[ \text{number of departures in } (t,t+T) \right] \]

\[ = \int_0^{t+T} \lambda(x) p_1(x)dx = \int_0^t \lambda(x) [F(x,t+T) - F(x,t)]dx \]

\[ - \int_0^t \lambda(x) [F(x,t+T) - F(x,t)]dx \]

\[ + \int_t^{t+T} \lambda(x) F(x,t+T)dx \]  

(12)

The first term in (12) can easily be seen to be the number of arrivals in \( (o,t) \) who depart in \( (t,t+T) \) and the second term is the number of arrivals in \( (t,t+T) \) who depart in \( (t,t+T) \). (12) can also be obtained by noting that

\[ E[N_1(t+T)] = \int_0^t \lambda_D(x)dx. \]

5. Special Cases

a. \( M(t)/G/\infty \) Queue

For \( v > 0 \) let \( F(s,v) = G(v-s) \) be a function only of the difference \( v-s \). This is just the classical definition of service times in queues. From (12) (or equivalently, from (11)) we have that \( N_1(t+T) \) is Poisson distributed with mean

\[ t \]

\[ \int_0^{t+T} \lambda(x) [G(t+T-x) - G(t-x)]dx + \int_t^{t+T} \lambda(x) G(t+T-x)dx \]

\[ = \int_0^t \lambda(x) G(t+T-x)dx - \int_0^t \lambda(x) G(t-x)dx \]  

(13)

b. \( M/G/\infty \) Queue

Let the service time distribution be as in Case a. and let \( \lambda(t) = \lambda \)
for all \( t \geq 0 \). From (13) we see that

\[
E[N_1(t+T)] = \int_t^{t+T} \lambda g(y) dy
\]

From (14) we note that

\[
\lim_{t \to \infty} E[N_1(t+T)] = \lim_{t \to \infty} \int_t^{t+T} \lambda g(y) dy = \lambda T
\]

so that in steady state, the expected number of departures over an interval of length \( T \) is simply \( \lambda T \). Thus, we would expect that for the M/G/= queue, the steady state output rate would equal the input rate \( \lambda \). This is verified directly from (11) since the intensity function of the departure process is

\[
\lambda_D(t) = \int_0^t \lambda g(t-x) dx + \lambda g(0)
\]

\[
= \lambda g(t)
\]

and

\[
\lim_{t \to \infty} \lambda_D(t) = \lambda
\]

This interesting result for M/G/= queues was first obtained by Mirasol [5].

c. M(t)/D/= Queues

Let

\[
F(x,t) = \begin{cases} 
0 & \text{if } t < x + T \\
1 & \text{o.w.}
\end{cases}
\]

for all \( x \) represent the distribution for a deterministic service time of length \( T \).

From (10),

\[
M_D(t) = \int_{t-T}^t \lambda(x) dx = \text{the expected number of arrivals in } (t-T, t)
\]

and from (11)

\[
\lambda_D(t) = \lambda(t-T)
\]

That is, the departure intensity at \( t \) is simply the arrival intensity \( T \) time units previous. This is as it should be since for \( h \) small, \[
\Pr(\text{departure in } (t, t+h)) = \Pr(\text{arrival in } (t-T, t-T+h)) = \lambda(t-T)h + O(h)
\]

by our assumptions on the arrival process.
A MIP with intensity function $\lambda(t)$ is said to be "dying" if

(1) $0 \leq \lambda(t) < \infty$ for all $t \geq 0$

(2) $\lim_{t \to \infty} \lambda(t) = 0$

Thus, a MIP is dying if its intensity function is dying out with time and if during any finite interval the expected number of events of that process that occur is finite. Intuitively, we would expect that if the input process to a queue is dying that the output process should be dying as well. Theorem 2, a Tauberian type theorem, verifies our intuition.

**Theorem 2:** For the $M(t)/G(t)/\infty$ queue, the departure process is dying if and only if the arrival process is dying.

**Proof:** We shall prove Theorem 2 for queues whose arrival intensity function and its derivatives are Laplace Transformable for all $Re(s) > 0$. (See [7]). Let $\lambda_A(t)$, $\lambda_D(t)$ be the intensity functions of the arrival and departure processes, respectively. From (11)

$$\lim_{t \to \infty} \lambda_D(t) = \lim_{t \to \infty} \int_0^t \lambda_A(x) f(x,t)dx + \lim_{t \to \infty} \lambda_A(t) \varphi(t,c)$$

$$= \lim_{t \to \infty} \int_0^t \lambda_A(x) f(x,t)dx$$

$$= \lim_{t \to \infty} \int_0^t \lambda_A(x) f(x,t)dx$$

(15)

since $0 \leq \lambda_A(t) \varphi(t,c) < \lim_{t \to \infty} \lambda_A(t) = 0$. Therefore, to study the limiting behaviour of $\lambda_D(t)$ it suffices to study the limiting behaviour of the function

$$b(t) = \int_0^t \lambda_A(x) f(x,t)dx$$

(16)

Let

$$\hat{\lambda}_A(s) = \int_0^\infty e^{-st} \lambda_A(t)dt$$

$$\hat{\lambda}_D(s) = \int_0^\infty e^{-st} \lambda_D(t)dt$$

$$\hat{f}(x,s) = \int_0^\infty e^{-st} f(x,t)dt$$

$$\hat{b}(s) = \int_0^\infty e^{-st} b(t)dt$$
Taking the Laplace Transform (LT) of both sides of (16) we see

\[ \hat{b}(s) = \int_0^\infty e^{-st} \left[ \int_0^t \lambda_A(x) f(x,t) dx \right] dt \]

\[ = \left[ \int_0^\infty e^{-st} \lambda_A(x) \left[ \int_x^\infty e^{-s(x-z)} f(x,z) dz \right] dx \right] \]

\[ = \int_0^\infty e^{-st} \lambda_A(x) \hat{f}(x,s) dx \quad (17) \]

Let \[ \check{y}(s) = \sup_x \hat{f}(x,s) \]

\[ \check{y}(s) = \inf_x \hat{f}(x,s) \]

Recall that for fixed \( x \), \( \int f(x,y) dy = 1 \) since it represents the (proper) service time distribution of a customer entering service at time \( x \). Therefore, for all \( 0 < s \leq 1 \)

\[ 0 < \check{y}(s) \leq \check{y}(s) \leq 1 \]

From (17) then we have that

\[ \check{y}(s) \lambda_A(s) \leq \hat{b}(s) \leq \hat{\lambda}_A(s) \check{y}(s) \]

and therefore,

\[ \lim_{s \to 0^+} s \check{y}(s) \lambda_A(s) \leq \lim_{s \to 0^+} s \hat{b}(s) \leq \lim_{s \to 0^+} s \check{y}(s) \hat{\lambda}_A(s) \quad (18) \]

From (18) we can easily prove Theorem 2 since by the Final Value Theorem for LT we know

\[ \lim_{t \to \infty} \lambda_A(t) = \lim_{s \to 0^+} s \hat{\lambda}_A(s) \]

and

\[ \lim_{t \to \infty} b(t) = \lim_{s \to 0^+} s \hat{b}(s) \]

Say \( \lim_{t \to \infty} \lambda_A(t) = 0 \). Now, from (18) we have that

\[ \lim_{s \to 0^+} s \check{y}(s) \lim_{s \to 0^+} s \hat{\lambda}_A(s) \leq \lim_{s \to 0^+} s \hat{b}(s) \leq \lim_{s \to 0^+} s \check{y}(s) \lim_{s \to 0^+} \check{y}(s) \quad (19) \]
and since \( \lim_{s \to 0^+} \gamma(s) = \lim_{s \to 0^+} \overline{\gamma}(s) = 1 \) we have, by applying the Final Value Theorem,

\[
0 \leq \lim_{t \to \infty} b(t) \leq 0
\]

and thus

\[
\lim_{t \to \infty} b(t) = \lim_{t \to \infty} \lambda_b(t) = 0
\]

From the left inequality in (19) we also see that if \( \lim_{t \to \infty} \lambda_b(t) = 0 \) it must be that \( \lim_{s \to 0^+} s \hat{A}(s) = 0 \) and the theorem is established.

The techniques developed in the proof of Theorem 2 lead to an interesting result for general Laplace transformable functions that can be represented as the convolution of two functions.

**Theorem 3**: Let \( b(t) \) be Laplace Transformable and let

\[
b(t) = \int_0^t g(x)h(t-x)dx
\]

be the convolution of two non-negative, non-identically zero, proper functions \( g \) and \( h \) such that \( \int_0^\infty g(x)dx = \int_0^\infty h(x)dx \). Then \( \lim_{t \to \infty} b(t) = 0 \) if and only if

\[
\lim_{s \to 0^+} g(s) = \lim_{s \to 0^+} h(s) = 0
\]

**Proof**: Since \( b(t) \) is a convolution,

\[
\hat{b}(s) = \hat{g}(s)\hat{h}(s)
\]

where \( \hat{b}(s) \), \( \hat{g}(s) \), \( \hat{h}(s) \) are the LT of \( b \), \( g \), and \( h \), respectively. Then by the Final Value Theorem we have

\[
\lim_{s \to 0^+} s\hat{b}(s) = \lim_{s \to 0^+} s\hat{g}(s)(\lim_{s \to 0^+} \hat{h}(s)) = \lim_{s \to 0^+} \hat{g}(s)(\lim_{s \to 0^+} s\hat{h}(s))
\]

Since \( \lim_{s \to 0^+} \hat{g}(s) = \int_0^\infty g(x)dx = \int_0^\infty h(x)dx \)

Theorem 3 follows immediately.

Inspection of the convolution integral (20) intuitively shows why Theorem 3 is true. If both functions \( g(x) \) and \( h(x) \) did not go to zero some significantly positive mass would be accumulated when integrating from \( 0 \) to \( t \) and hence \( b(t) \) would have a positive limiting value.
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We note that in Theorem 2, since $F(x,t)$ is assumed to be a proper probability distribution function, it is trivially true that $\lim_{t \to \infty} f(x,t) = 0$.

\[ \lim_{t \to \infty} \frac{\partial}{\partial t} F(x,t) = 0. \]

6. Summary

In this report we have established a splitting theorem for NHPP similar to the splitting theorem for stationary Poisson Processes. Using this powerful result we showed that the output process of an $M(t)/G(t)/\infty$ queue is a NHPP and that the number of departures from the queue during a finite interval are independent of the number of customers remaining in service at the end of the interval. Furthermore, using the splitting theorem we showed that the number of busy servers in the $M(t)/G(t)/\infty$ queue is Poisson distributed with mean $\int \lambda(x) \bar{F}(x,t) \, dx$. These results provide a tool for analyzing queues for which the arrival process and service times are non-stationary.
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