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1.0 INTRODUCTION

The need for the estimation of unknown quantities occurs daily in an extremely diverse field of decision making. Decisions from the mundane to those of national importance rest on assessments of how the weather will be tomorrow, how the economy will grow next year, or how far away is an enemy target. Assessments about future uncertain quantities are usually known as deductions or inferences. In either past, present or future, all are assessments of unknown quantities. Frequently these assessments are just "point" estimates: single values reflecting the most likely outcome. Thus, we may hear: "The forecast for tomorrow is for warmer weather," "The economy is predicted to grow by one percent next year," or "The target is estimated to be five hundred yards away." Use of the words forecast, predict, estimate, show that the quantity given is not precise. More informative assessments also provide a degree of confidence or "accuracy" in the point estimate. This may be a qualitative statement, such as "the temperature will be 65 degrees plus or minus five degrees," or the confidence may be related to the estimate as in: "plus or minus ten percent." Even more useful estimates will have either quantitative credible intervals or standard deviations provided with them, for example: "The temperature will be 65 degrees with a 95 percent chance of being within plus or minus ten degrees." Both Bayesian credible intervals and Classical confidence intervals are examples of such intervals. To avoid possible misinterpretation, the term "accuracy interval" will be used to describe the non-specific case.

Estimates, and associated accuracy intervals may be obtained in a variety of ways, ranging from direct judgment, intuition or guesswork, to highly sophisticated and complicated simulation models, and extremely carefully planned and constructed experimental trials. There is no situation where one and only one estimation procedure can be deemed the correct method. In theory, rough and ready procedures should have wide accuracy intervals, and increasingly accurate procedures should reduce those intervals. If one approach completely contains the information used in another, then the accuracy intervals produced by each ought to overlap considerably. For example, if one estimate of tomorrow's temperature is taken from a barometer reading
alone, whereas another uses both this reading, satellite pictures, and other such data, then although the two approaches may produce very different estimates, the way the extra information affects the estimates should be reflected in the changed accuracy intervals.

In practice, however, it is often the case that several different estimation techniques are, or could be, utilized, where the information used in one is not a subset of that used in another. Economic predictions can be obtained from a variety of models, each with its own set of assumptions about the way the economic world turns. For the submarine commander, a variety of different technologies are available to provide estimates of target range. Usually, where alternative techniques are available, it is known that no individual technique is exact, in that it fits the problem at hand exactly. Economic models are not exact. Experimental data is rarely directly applicable to the real world. However, the information obtained from models and experiments is considered useful enough to make the cost of modeling or experimentation worthwhile. Unfortunately, it often happens that different models will not only produce different point estimates, but also accuracy intervals which don't even overlap.

The problem to be faced is, how should the conflicting information from different sources be combined in an overall estimate? As French (1981) has observed, this problem is equivalent to that of the individual who assesses personal estimates of an unknown quantity in different ways, obtains different estimates, and has to "reconcile" them, i.e. the reconciliation of incoherent judgments (Lindley, Tversky and Brown, 1979). In this paper, we examine ways in which the problem has been approached, and suggest ways in which conflicting information might be used constructively in estimation procedures.
2.0 FORMAL STATISTICAL CONSIDERATIONS

Given that the problem as described is so prevalent in the world, one might think that it would have received widespread treatment by statisticians and people directly concerned with the problem as they are directly affected by it. This is not the case, though, primarily because both schools of statistical thought, Classical and Bayesian, are formulated in such a way that for either school the problem is theoretically trivial (as explained below), and so unworthy of consideration. Such a stance is not particularly useful for people who face the problem in the real world, and who generally use a variety of ad hoc techniques to aid their judgment.

2.1 The Classical Statistical Approach

A good critique of the classical statistical approach can be found in Bunn (1978), in which he suggests that the attempt to follow the "scientific method" is the underlying philosophy behind the approach. This method simply states that the best estimation technique should be chosen, to the exclusion of all others, with certain cost considerations. Different methods are compared by how well they may have performed on past data. As a result, different approaches are explicitly developed to perform well on past data, by using the past data to develop and estimate parameters in the models. At one extreme, there is the area of time series analysis, which is developed using only past data. At the other extreme, sophisticated simulation models are developed using seemingly natural relationships (e.g., linear) between understandable parameters, but still the constants in the equations are developed to fit past data as well as possible. The problem then becomes one of applying Ockam's Razor, for with enough parameters, an arbitrarily good fit can be obtained.

When it comes to experimentation, combinations of experiments can be considered. A classical confidence interval for a variable quantity is a range of acceptable values for that quantity. The process is to assume a hypothetical value for the quantity and to assess the probability of obtaining the observed data, or more "extreme" data. The hypothesis is rejected if this probability
is below some arbitrarily stated value (known as the size). Two problems can arise when combinations of experiments are considered. First, it may not be clear how the experiments should be combined. If the data cannot be lumped together as if it were one large experiment, it may be difficult to assess which data are more "extreme" than others. Second, it may turn out that with the combined data, no acceptable hypotheses are available. More generally, as the experiments provide more inconsistent data, the intersection of the two confidence intervals becomes smaller. This has meant that data from different experiments are usually only combined if it is felt that the data are "identical." If this is not the case, one or both experiments are rejected.

Assumptions have to be made about any model, test, or forecast. The classical statistical philosophy, having accepted an approach, declares that all such assumptions are perfectly held. Alternatively, if an assumption is rejected, then so are all the results. Sensitivity analyses may be performed on particular values, but there is no formal method for incorporating the results of such analyses in the estimate. Assumptions of model structure are inviolate. One either accepts the model completely, or rejects its results. There can be no compromise.

2.2 Ad Hoc Procedures

Aware of the inadequacies of the classical statistical philosophy in particular areas, researchers, and particularly psychologists who feel comfortable without an underlying formal mathematical rock, have resorted to examining ad hoc techniques for resolving the problem. By "ad hoc," we mean simply that the basis for the technique has intuitive rather than formal rationale. Such efforts have been applied particularly where the unknown quantity is a "probability," and the conflicting estimates are expert assessments. A review of this literature, together with a discussion of experimental results, can be found in Seaver (1976). Generally, the intuitive rationale has been that the estimates should be combined using a linear combination of them. Assessment of the weights in such a linear combination has been treated in several ways, from the simple to the sophisticated. In the specific case of
probability assessment, the reader is referred to Stone (1961), Roberts (1965), and De Groot (1974). Bunn (1978) applies two separate techniques in the synthesis of forecasting models. Non-linear procedures are well reviewed by Seaver, for probabilities, and generally have not been considered for other variables. The problem with ad hoc procedures is that they can only be justified empirically, and not formally. It can therefore become difficult to justify their use in areas where empirical testing of different approaches has not been adequately carried out, which adequacy is very much a subjective assessment.

2.3 The Bayesian Approach

According to Bayesian statisticians, the problem is just as trivial as it is to classical statisticians. For "all" a decision maker has to do is specify the relevant priors and likelihood functions, and there is the posterior distribution for the variable under consideration, complete with variances, confidence intervals and so on.

Morris (1974, 1977) pioneered the Bayesian approach to combining estimates, with particular accent on expert judgments. Winkler (1981), provides a Normal model that incorporates dependencies between the assessments. Although the accent is on expert judgments, he recognizes the wider area of applicability.

Lindley (1981) has developed an almost identical model applied to estimates of variables other than probability, specifically estimates of range, based on various different ranging techniques. While Winkler's paper concentrates primarily on the problem of dependence between estimates, Lindley provides more depth to the assumptions underlying the model.

Although the Bayesian approach is formally correct, without making assumptions such as those of Winkler and Lindley, it requires a lot of hard work with difficult judgments. Not only are priors and likelihood functions often difficult to assess, but even with Normal approximations, assessments of correlation are notoriously difficult. Kadane et al. (1980) have proposed tech-
niques for facilitating the assessments of correlation coefficients, but as yet validation of these techniques has not been performed.

Lindley, Tversky and Brown (1979) formulated two Bayesian approaches for combining one individual's probability estimates, arrived at from different perspectives, and French (1980) modifies one of these approaches to address this problem. Both these studies assume that Bayesian updating is the correct way to combine probabilities, and concentrate on the interpretation of the likelihood functions and priors.
3.0 PROBLEMS OF RECONCILIATION

To the Bayesian statistician, the formal problem of combining probability distributions might appear to have been solved. If $\theta$ is the variable under consideration, and $x$ is a vector describing all the distributions, then in theory, one obtains the posterior for $\theta$ using Bayes' formula:

$$f(\theta|x) = f(x|\theta)\pi(\theta)$$

where $f(\theta|x)$ is the posterior distribution for $\theta$, $f(x|\theta)$ is the likelihood function for $x$, and $\pi(\theta)$ is the prior distribution. The only remaining problems are operational - how to apply this in practice, and it would appear that Winkler and Lindley have provided major inroads into this problem.

However, it is at this point that the fundamental question of coherence raises its head: why should the use of Bayes' formula be better than a direct assessment of the posterior? Although Brown and Lindley (1982) have addressed it, many Bayesian statisticians still feel that this question is a non-question. To them, the Bayes formula is by definition the correct way to analyze the problem. However, as we shall show, recent attempts to apply the Bayesian approach in the practice of combining distributions have brought out the full colors of the coherence problem.

Traditionally, Bayesian analysis tends to have been directed at simple cases where, for example, likelihood functions are easily assessed, and independence between component likelihoods is assured. Often the variable under consideration is the parameter of the likelihood function in a classical statistical sense, so that the likelihood function is unequivocally defined. It is clear that one's posterior feelings about a variable will depend, in a causal sense, on one's prior feelings, and so, as prior feelings have to be considered anyway, Bayes' formula will make formally correct use of the data. This argument can be found in Phillips (1973) and we agree with it. However, as we now show, the assumption that the same argument holds when the likelihood function is not well defined is very dubious.
3.1 A Practical Application

In a recent project, the Bayesian techniques developed have been applied to a ranging problem. In this problem, measures of the range of an object are obtained using various different techniques, from sophisticated scientific devices, to human judgment. All the techniques produce both estimates of range and of confidence intervals or variance - some measure of accuracy of those estimates. Note that the likelihood functions in such a case are not perfectly defined. Cohen and Brown (1980) considered the use of independent Normal models of likelihood (and flat priors). A direct consequence of this was that, no matter how wide the range estimates were, for given variance estimates, the combined distribution always had the same variance, which was smaller than the smallest given variance estimate. On the other hand, using independent t-models, Lindley (1981) demonstrates that as range estimates diverge, the variance of the combined distribution also diverges, owing to the nature of the "poly-t" distribution (Dreze, 1971) that results. For two estimates, with equal variances (for simplicity), the differences between the resulting posteriors are depicted in figure 1 (for large differences in estimates):

Normal Model:

\[ f(\hat{\theta}) \]

\[ \hat{\theta} \]

As estimates diverge

\[ f(\hat{\theta}) \]

\[ \hat{\theta} \]

t-Model:
Now it must be remembered that the likelihood distributions assumed in each case have the same means, almost the same variances (which could be justifiably made the same in a manner Lindley proposes), and are uni-modal distributions. It is, in our view, inconceivable that a subject could, in making a subjective assessment between the likelihood distributions, claim to appreciate the difference between two such similar distributions. Yet the posteriors obtained are wildly different.

Formally, the Bayesian statistician now finds himself in a classical position. He must choose the model whose assumptions seem most reasonable (presumably the t-model in this case, being less restrictive), and use it to the exclusion of all others. In reality, it is far more tempting to compare the models on the basis of their effects on the posterior distribution. In this case, for example, we might argue for the t-distribution on the grounds that it seems intuitively better that the posterior variance should increase as the estimates diverge. However, such an argument is formally unacceptable, because it uses direct assessments of the posterior to choose the likelihoods — exactly the opposite of what Bayes' theorem suggests should be done. The reasoning is circular. However, it is not very comforting to know that the posterior distribution obtained using Bayesian updating is highly sensitive to a model assumption that is almost certainly wrong. The coherence question rises strongly. Why should we put blind faith in a model whose assumptions do not hold, when the results contradict what we see with our own eyes? Why should one be the illusion any more than the other?

3.2 A Frequentist Experiment Analogy

It often helps to understand strange statistical happenings by consideration of an experimental analogy. In this experiment we have a bag full of different colored balls, and we wish to determine the proportions of each color by repeated drawing from the bag. Unfortunately someone else does the drawing for us, and we can only collect data on each 100 drawings (with replacement). After two lots of 100 drawings, the first lot produces $p \geq 50$ blue balls and $(100 - p)$ red balls, the second produces $(100 - p)$ blue balls and
p red balls. Now, if all the experimental assumptions of randomness are made, and with a uniform prior on $\hat{\theta}$, the proportion of blue balls, the posterior distribution for $\theta$ will have a mean of .5 and a standard deviation of .035, (taken from its beta distribution), and this is independent of $p$. Furthermore, given the experimental assumptions, the Normal approximation is a good one for the final distribution. So we see that picking Normal likelihoods is equivalent to having complete faith in the experimental assumptions.

Suppose now that $p$ actually turned out to be 80. With a uniform prior, one set of data provides a mean for $\hat{\theta}$ of .79, and standard deviation .04. Using the other set, the mean for $\hat{\theta}$ is .21 and standard deviation again .04. The sets of data clearly conflict, as even the 99% credible intervals do not overlap. In practice, such data would probably shake our faith in the validity of the experiment. How we would interpret the data would depend upon how easily our faith was shaken, and what alternative models of the process might be considered. The example shows, though, that the data will not only change one's assessments of the variable, but also of the validity of the models underlying the relation between variable and data. In this example, the data might suggest that one of the sets of data was reported wrongly. However, to incorporate such data in the likelihood functions would require consideration of all other strange pairs of outcomes, and it would be totally impractical to try and pre-guess every strange outcome and thus assess probabilities for each model. Furthermore, the flash of inspiration that particular sets of data produce is never pre-guessed, so that that process may not only be impractical, but also impossible. Having said that, a limited assessment of different models, rather like Bunn (1978) proposed, but applied to likelihood models as opposed to posteriors, might be fruitful. This will be explored in section 3.3. Finally, we might observe that assessing t-likelihoods seems to fit this anomaly quite nicely, for as the estimates get closer, the t-distribution puts an increasing weight on values between the estimates, thus seeming to suggest that the usual model has more weight than the alternative. Such intuitive notions will be addressed later.
3.3 A Model Conditioned Approach

In many real world cases, modeling techniques, experimental data from artificial trials, or past data are known not to be absolutely appropriate for the problem in question, but they still may be useful, and possibly the best information available. The weighting procedures described in section 2.2 consider the case where each model produces a distribution for the variable in question, and, given model acceptability, it is assumed that the model distribution will be the distribution to be used. Formally the reasoning is:

$$f(\theta | x) = \prod_{i} f(\theta | x, M_{i}) p(M_{i} | x)$$

where $M_{i}$ is the $i^{th}$ model,

But

$$f(\theta | x, M_{i}) = f_{M_{i}}(\theta)$$

by the assumption of model use.

$$f(\theta | x) = \prod_{i} f_{M_{i}}(\theta) p(M_{i} | x).$$

A similar analysis can be attempted for the case where the models are not necessarily exclusive. This type of analysis works well where, for example, the models use expert judgments. In such cases, Bayesian updating is inappropriate, because the likelihood functions are difficult to comprehend. In terms of expert judgments, it would involve assessing the probability that an expert would provide a probability of $p$, given the occurrence of an event. Thus we would argue that the "ad hoc" procedures of section 2.2 do indeed have a subjective (if not Bayesian) justification.

In other cases, however, the models, or some of the models, provide likelihoods rather than direct assessments of the variable distributions. The ball and bag model of the previous section is an example. Trial data for instrument calibration may be another. The validity of the model could be modeled in terms of a number of discrete possibilities, or of a continuum of possibilities. Here we consider just the case where either the model is valid, or it is not.

In this case, we have:
\[ f(\theta | x) = f(\theta & M | x) + f(\bar{\theta} & \neg M | x) \]

where \( M \) is supposition that the model is valid, and \( \neg M \) that it is not.

Then

\[ f(\theta | x) = f(\bar{\theta} | x & M)p(M | x) + f(\bar{\theta} | x & \neg M)p(\neg M | x). \]

\[ f(\theta | x) = \left[ \int_{\bar{\theta}} f(\theta | \theta & M)p(M | x) d\theta \right] + \left[ f(\bar{\theta} | x & \neg M)p(\neg M | x) \right] \] (1)

The first bracketed term on the right hand side of equation (1) is the usual Bayesian updating formula, weighted by \( p(M | x) \), the probability that the model is valid, given the data. The second bracketed term may also be formulated in the same way, if it is appropriate. Alternatively, it may be that \( f(\theta | x & \neg M) \) is independent of \( x \), i.e., \( f(\theta | x & \neg M) = f(\bar{\theta} | x & \neg M) \). The way it is treated will depend very much on the individual problem. It may be felt that this approach appears too complicated to be practical, but we hope to demonstrate that it forms the basis for useful practical techniques.
4.0 TWO APPROACHES TO PRACTICAL SOLUTION

In section 2, two problems were associated with the Bayesian updating approach. The first was that small differences in likelihood functions can produce large changes in posterior distributions. This means that making assumptions about the form of a likelihood function can produce posterior distributions that are counter-intuitive. Second, likelihood functions can sometimes be conceptually difficult to comprehend. In the second case, we suggested that alternative procedures should receive more formal acceptance, but it is the first case that is pursued here.

Given that strict adherence to Bayesian updating may lead to large errors in posterior distributions, it is the philosophy of the advocates of exploiting incoherence (Brown & Lindley, 1982), that consideration of both direct intuitive judgement and of implied Bayesian analysis should be made. The question then becomes, what is the best mix of the alternate approaches? In this section we propose two possible answers to that question, each of which may be appropriate in certain situations.

4.1 Recap of Suggested Likelihood Functions

Consider again the two forms of likelihood function that have been suggested in the literature, namely Normal and t. In this recap, we shall restrict attention to the case where there are two estimates, each with the same variance, $s^2$, and means at $\pm m$. The prior is assumed to be uniform.

**Normal.** The combination of two normal distributions with these means and variance produces another normal distribution, with mean 0, and variance $\frac{1}{2}s^2$. If the variances are different, the combined variance will be smaller than the smaller of the two likelihood variances. The combined distribution is independent of the distance between the means of the two likelihoods.

**Student's t.** The distribution produced by the combination of two t-distributions is dependent on how far apart (relative to the standard deviation) the means are. Lindley (1981) shows that for the likelihoods described,
the distribution produced will be bi-modal if:

\[ m^2 > s^2 \]

where \( v \) is the number of degrees of freedom in each t-distribution. A little algebra also shows that as \( m \to \infty \), for fixed \( s \) and \( v \), the distribution tends toward two disjoint distributions each with a probability of \( \frac{1}{2} \) of occurring, situated at \( +m \) and \( -m \), and with variances of \( \frac{s^2 v}{(v-2)} \) (if \( v > 2 \)). So although the overall variance (about the mean of 0) is large, the distribution is nevertheless confined to two narrow areas.

Now, for given \( v \), the resultant posterior from using the t-distribution may not seem particularly intuitive, but the advantage of the distribution is that by varying the parameter, the posterior will change, whereas with the Normal distribution, there is no flexibility.

4.2 The Use of Parameterized Likelihoods

The choice of parameter \( v \) has been given the usual interpretation by Winkler (1981) and Lindley (1981), but this interpretation is not entirely sound, because in neither case is uncertainty about the variance related to trials, or if it is (in the ranging case), the number of trials is so large that a Normal distribution may as well be used. A better interpretation of \( v \) is that, in recognition of the fact that the experimental data do not fit the real situation exactly, the choice of \( v \) reflects intuition about the relation between experiment and real world. Of course this interpretation is not exact, but it may be the basis for a link between intuition and Bayesian updating.

Two points emerge from this discussion. First, in order for the use of parameters to be effective, the decision maker must have a good notion of what the parameter means, and thus how it might be varied according to his or her intuitions.
The second point is that the t-distribution may not provide desirable posteriors for any value of $v$. In which case, are there other parameterized distributions which might fit a particular problem better than the t-distribution? Ideally, what we would like is a distribution with a small number of parameters which can be varied to fit a wide possible number of problems. However, we must also beware of hoping that the distribution chosen will fit every case perfectly.

This observation provides a basis for suggesting when using the t-distribution will be acceptable. For it may be that in many situations what would ideally be desired was a unimodal distribution whose variance increased in a certain manner as the two estimates diverge. The t-distribution may suit this case so long as the estimates do not diverge too much. How much is too much? This must be subjectively estimated, for a bi-modal shape may be quite acceptable as long as there is sufficient weight in the centre. Pictorially we may have three possible t-distributions, 2 acceptable and one not:

![Figure 2](image)

The acceptability decision rule may be that the height of the posterior at the mean must be at least, say, half that of the biggest node. Using this decision rule, it can be shown that this means that $m^2/s^2$ is less than about $2v(2^v - 1)$, so, for example, if $v = 5$, the ratio of mean to standard deviation of assessments must be less than about 17.
There are, of course, several alternatives to using the t-distribution. Suppose that we desire a posterior distribution which is always unimodal, but whose variance increases as estimates diverge. If the likelihoods are of the form $f(x - \theta)$, then the posterior is proportional to $f(x-\bar{\theta})f(x+\bar{\theta})$.

For the posterior to be unimodal but with an increasing variance, we require first that $f((x-\bar{\theta})f((x+\bar{\theta})$ be a maximum when $\bar{\theta} = 0$, with no local minima, but that $\int \theta^2 f(x-\bar{\theta})f(x+\bar{\theta})d\theta$ should increase in $x$. The first condition requires that $f''(x)f(x) - [f'(x)]^2$ be negative for large positive $x$. Appendix A shows that this is never true for inverse polynomial functions, like the t distribution, but is true for exponential functions of the form $e^{-y|x|$ where $y$ is greater than 1. The function $e^{-x}$ is of special interest, because it provides a zero value for the differential equation for all values of $t$ between $-x$ and $x$. Hence, if two likelihood functions have this form, and the same variance, the posterior will have the appearance of Figure 3:

![Figure 3](image)

What this means is that the posterior will behave in the desired manner if the tails of the likelihood functions look something like $e^{-y}$. As we know that likelihood functions of the form $e^{-y^2}$ result in a posterior that is invariant with respect to the estimate difference, we can safely predict that functions of the form $e^{-|y|}$ where $1 < y < 2$ will give likelihoods that will produce diverging posteriors with values of $y$ near 1 causing more divergence than those near 2. The problem with such distributions is that they are difficult to handle analytically, so that it is difficult to place an interpretation on $y$, and the use of the modulus makes computation of the posterior complicated.
The problem of intractability of posteriors is very acute, because so few likelihoods are both sufficiently general purpose, and at the same time possess this property. It seems inevitable that the use of likelihoods with numerical analyses of posteriors will need to be performed, such as, indeed, the t-distribution. Once this is accepted an almost limitless number of distributions are available, including in particular, beta, inverse-beta, and gamma distributions. The computational complexity of the resultant posteriors is such that the analysis could only feasibly be performed on a computer. However, based on the analysis of the t-distribution, we would hypothesize that while other single parameter distributions might outperform the t-distribution in certain ways, in order to provide more flexibility, it is likely that double parameter distributions will be necessary. Also, based again on observations for the t-distribution, we would predict that such a distribution would provide a sufficiently rich set of posteriors that it is likely to be unnecessary to move to triple parameter distributions.

4.3 The Use of Probabilistically Combined Likelihoods

Consider again formula (1) of section 3.3:

\[
f(\theta | x) = \frac{f(x | \theta \in \mathcal{M}) p(M, x)}{\int_\theta f(x | \theta \in \mathcal{M}) p(\theta | M) d\theta} p(M, x) + f(x | \theta \notin \mathcal{M}) p(\theta | M, x).
\]

For the case where there are several identifiable models, each of which may be updated in Bayesian fashion, we obtain:

\[
f(\theta | x) = \sum_i \left[ \frac{f(x | \theta \in \mathcal{M}_i) p(\theta | \mathcal{M}_i)}{\int_\theta f(x | \theta \in \mathcal{M}_i) p(\theta | \mathcal{M}_i) d\theta} \right] p(M_i | x).
\]

Within the summation sign, this formula contains two parts. The bracketed part is the Bayesian updating formula given acceptance of a particular model. The remaining part is the probability of the model being correct,
given the data that has been observed.

To the Bayesian statistician, the formally correct approach might be to obtain $p(M_i | x)$ from Bayes formula:

$$p(M_i | x) = \frac{p(x | M_i) \pi(M_i)}{\sum_j p(x | M_j) \tau(M_j)}$$

which is appealing because the likelihood functions $p(x | M_j)$ will usually be of "classical" type. However, such an approach denies the essentially recursive nature of model/hypothesis generation and testing—the argument of Section 3.2. In strictly Bayesian terms, that argument implies that prior distributions for models require an effort that is beyond human capability. On the other hand, the posterior distribution, $p(M_i | x)$, the probability of model acceptability given our current state of knowledge, is a very understandable uncertainty, which allows for the generation of previously unthought of models.
5.0 COMPARISON OF THE TWO TECHNIQUES

Two different techniques have been presented which are designed to allow decision makers to combine conflicting information from different sources in forecasting or estimation. A common feature of these techniques is that they employ the decision maker's intuition as well as formal properties of probability theory. The appeal of one or the other of them is therefore liable to be context-dependent.

There is, however, one distinguishable difference between the approaches. The model conditioned approach assumes that only one (if any) model is "correct," but that the correct model's identity is unknown. The parameterized likelihood approach, on the other hand, assumes that each model's output is useful, at least to a certain extent. This difference probably will favor the parameterized likelihood approach for decision makers, but must be weighted against the fact that that approach is less easily understood—the meaning and use of the parameters have to be explained. Finally, it should be remembered that the purpose behind providing more than just point estimates of unknown quantities is to provide people who would use those estimates with suggestions of literally how much confidence they can place in those estimates. The combination of judgment and probabilistic analysis allows decision makers to explore their assumptions about the validity or applicability of the assumptions that must be made in using models, experimental or past data, and so on, in real world decision making.
Appendix A

Let \( f(x) \) be a probability density function of the form \( f(x) \propto (p(x))^m \), where \( p(x) \) is a polynomial in \( x \), and \( m > 0 \). Then \( f''(x)f(x) - [f'(x)]^2 > 0 \) for \( x \) sufficiently large.

**Verification**

\[
f(x) = : (p(x))^{-m}
\]

\[
f'(x) = -km(p(x))^{-m-1} (p'(x))
\]

\[
f''(x) = km(m+1)(p(x))^{-m-2} (p'(x))^2 - km(p(x))^{-m-1} p''(x)
\]

\[
f''(x)f(x) - [f'(x)]^2 = k^2 m \left\{ (m+1) \left\{ p(x)^{-2m-1} (p'(x))^2 - m(p(x))^{-2m} (p'(x))^2 \right\} \right\}
\]

\[
= \frac{k^2 m \left\{ (p(x))^{-2m} (p'(x))^2 - (p(x))^{-2m} p''(x) \right\}}{p(x)^{-2(m+1)}}
\]

Hence

\[
f''(x)f(x) - [f'(x)]^2 > 0 \quad \text{as} \quad x \to x
\]

Let \( p(x) = a x^n + b x^{n-1} - \ldots \)

Then \( (p'(x))^2 = a^2 n^2 x^{2(n-1)} + 2abn(n-1)x^{2n-3} - \ldots \)

and \( p(x)p''(x) = a^2 n(n-1)x^{2(n-1)} + 2abn(n-1)x^{2n-3} - \ldots \)

As \( x \to \infty \), \( (p'(x))^2 - p(x)p''(x) > 0 \) highest term in \( x > 0 \)

Term in \( x^{2(n-1)} = a^2 n^2 - a^2 n(n-1) = a^2 n^2 > 0 \)

Hence \( (p'(x))^2 - p(x)p''(x) > 0 \) and \( f''(x)f(x) - [f'(x)]^2 > 0 \) as \( x \to x \)
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