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PREFACE
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and was assisted by SCI Systems, Inc. as subcontractor. Messrs. C. Ray
Turner, Boeing, and Don H. Ellis, SCI, were program managers. All
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Boeing and SCI.
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1.0 INTRODUCTION

The multiplexing of data and the trangmission of multiplexed data over a
pair of twisted-shielded wires might not appear to be a broad enough subject
to warrant a handbook. Nevertheless, when the ramifications of the uge of
multiplexed data in military aircraft are considered, the subject is indeed
broad and the impact of multiplexing is far reaching.

This handbook deals with multiplexing as described in MIL-STD-1553; the
current revision is MIL-STD-1553B, 21 September 1978, It is expected that
the handbook will provide a greatly needed aid to understanding MIL-STD-1553
applications in both current and future military aircraft. When the
handbook was first planned, the following topics were to be covered:

a. An explanation of the standard, paragraph by paragraph

b. Some historical background on multiplexing and the development of the
standard

¢. System design, dedicated to the system designer or architect to help
decide what to multiplex, what not to multiplex, systems to be

interfaced or not interfaced to the bus, redundancy levels, and bus
hierarchies

d. Hardware design for the subsystem designer who has to build hardware to
meet MIL-STD-1553 interface requirements

e. Software design, presenting methods of programming the bus controller{s)
to mak. efficient use of the bus system time-sharing aspects

f. Examples, if appropriate

The nesd for a handbook was recognized by the various people who
participated in the latest revision of MIL-STD-1553 (e.g., meml-crs of the
SAE-A2K committee on multiplexing and representatives of the Air Force,
Navy, and Army). They felt that the rationale for requirements in the

standard, which reflect current practice, should be organized snd presented
to the industry and DOD as a whole.

The handbook is organized into three major areas to satisfy requirements for
the planned topics and expectations of the industry and DOD. The handbook
organization is presented in figure l-1; the three major areas are--

a. Introduction and background
b. Design
¢. Reference material

Section contents are placed at the front of each major section. The
following sections summarize each section of the handbook.

1.1 DESCRIPTION OF BACKGROUND SECTION

Section 2.0 "Background," attempts to rvelate the history of MIL-STD-1353

(also referred tc subsequently as 1553) to the evolving technology of
multiplexing and advancing digital technology.

1-1
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Section 2.0 includes—-

2.1 The history of multiplexing and of MIL-STD-1553

2.2 Administration of standardization and the importance of 1553
2.3 Overview of the contents of the 1553 data bus standard

2.4 Technical trends in multiplexing

2.5 Issues resolved by developing the standard

2.6 Rationale for choice of data bus characteristics

Sections 2.1 through 2.4 should provide an overview for the person
unfamiliar with 1553.

1.2 DESCRIPTION OF DESIGN SECTIONS

The design sections' organization is presented in figure 1-2 and includes
these sections:

3.0 System Design

4,0 Hardware Design

5.0 Software Design

6.0 Multiplex System Examples

The major challenge in writing these sections was to start from the
fundamentals, making the sections useful to beginners, and still include
enough detail relative to system, hardware, and software design to make the
material useful to experienced engineers, while limiting the subject to
multiplexing. 1In this handbook, most of the general design advice has been
alluded to or referenced but not included. For example, requirements for X
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DESIGN sscrlouiJ

— 3.0 SYSTEM DESIGN J

3.1
.2
33
34
35

System Topology and System Control Introduction
Avionics Integration Design Activities

Muitiplex System Requirements and Design Specification
Multiplex System Test

Rosdmap to Muitipiex System Design

4.0 HARDWARE DESIGN ]

4.1
4.2
43
44
45

Muitiplex Terminal Definition and Functional Partitioning
Bus Network/Terminal Interface Considerations

Bus Coupler Design

Transceiver Design

Terminal Design

—1 5.0 SOFTWARE DESIGN 1

5.1
5.2
5.3
5.4
5.5
5.6

System Control Considerations

Control of Application Software in a Multiplex System
Multiplex impact on Applications Software

Support Software

Bus Control Software Example

Processor to Bus Interface Characteristics Assumed for the
Example

L 8.0 MULTIPLEX SYSTEM EXAMPLES |

8.1
6.2
8.3
a4
8.5

F-16 Multiplex System

LAMPS Multiplex System

YAH-84 Advanced Attack Helicopter Multiplex System
B-52 Offensive Avionics System Multiplex System
DAIS Multiplex System

Figure 1-2. Design Section Organization
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service qualification are not directly referenced but must be considered.
Standard engineering practice must also be exercised during the design
process.

The initial sections in each major section introduces the subject. These
paragraphs are directed to the manager or new engineer.

' contains--

Section 3.0 "System Design,'
3.1 System Topology and System Control Introduction

3.2 Avionic Integration Design Activities

3.3 Multiplex System Requirements and Design Specification
3.4 Multiplex System Test

3.5 Roadmap to Multiplex System Design

Section 3.1 is a tutorial on architecture, which is defined as the composite
of physical connectivity (topology) and system control. Section 3.2 covers
the process of avionics integration as currently practiced by a typical
system engineering or airframe contractor. Section 3.3 is the bridge from
system design to hardware and software design, as these activities depend on
allocated requirements. Test is treated briefly in section 3.4. Testing is
not strictly a design activity, but it is important to understand the
advantages that multiplexing brings to system test. Section 3.5 is mainly
of interest to system program offices as a guide to development of a
multiplex system as it relates to normal DOD system acquisition.

Sectiun 4.0, "Hardware Design" contains--

4.1 Multiplex Terminal Definition and Functional Partitioning
4.2 Bus Network and Terminal Interface Considerations

4.3 Bus Coupler Design

4,4 Transceiver Design

4.5 Terminal Design

As in the System Design section, section 4.1 contains tutorial material.
This tutorial also establishes the definitions that are used throughout the
section, A multiplex terminal is a combination of analog circuits and
digital circuits: therefore, the sections that follow treat various
terminal design aspects. Sections 4.2 through 4.4 define the design task
required to meet 1553 requirements for data transmission and reception.
Section 4.5 treats all the different terminals allowed by 1553 by including
descriptive material on a few basic types.

Section 5.0, "Software Design" contains--

5.1 System Control Considesrations

5.2 Control of Application Software in a Multiplex System
5.3 Multiplex Impact on Application Software

5.4 Support Software

5.5 Bus Control Software Example

5.6 Processor to Bus Interface Characteristics

Section 5.1 tells the software engineers what they need to know to design
software for a multiplex system. Section 5.2 is a broad narrative of system
and software sequences and both normal and abnormal operation of a multiplex
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system. Section 5.3 briefly discusses the allocation of software to avionic
processors, the need for error-tolerant software, and provision f9r
communication growth. Unique support software is described briefly 1in
section 5.4. Sections 5.5 and 5.6 present a detailed example showing how

software is used to communicate with a particular type of bus control
hardware.

Section 6.0, "Multiplex System Examples," describes without comparison or
evaluation, five current multiplex systems:

a. The F-16 Air Force fighter airplane

b. The LAMPS MK-III Navy ASW helicopter

¢. The YAH-64 Army advanced attack helicopter

d. The B-52 Air Force oflensive avionics system
e. The DAIS Air Force Avionics Laboratory system

L3 REFERENCE MATERIAL SECTIONS

This area comprises eight sections:

7.0 Review and Rationale of 1553A and 1553B
8.0 Definitions

9.0 Bibliography

10.0 MIL-STD-15538

Appendix A Tools Needed for Data Base Analysie
Appendix B Data Bus Use Analysis

Appendix C Bus Network Modeling

Appendix D Life Cycle Cost Analysis

The scope of sections 8.0, 9.0 and 10.0 is self-evident, Section 7.0 is a
paragraph-by-paragraph discussion (commentary) of MIL-STD-1553B with an
explanation of changes from 1553A. This commentary on 1553B should be
useful to all who desire additional explanation or perspective on any part
of the standard. Appendices A through D provide expanded discussions of
issues briefly discussed in the System Design Chapter.
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2.0 BACKGROUND

The U.S. Department of Defense (DOD) sets standards to be used and applied
by the military services and their contractors. A military standard is a
document that establishes engineering and technical requirements for
processes, procedures, practices, and methods that have been adopted as
standard. One of these, MIL-STD-1553, "Aircraft Internal Time Division
Command/Response Multiplex Data Bus," has been in use since 1973 and is
widely applied. MIL-STD-1553 will be referred to as "1553" with the
appropriate revision letter (A or B) suffixed to 1553. The purpose of this
section is to describe the development, use, and refinement of 1553 data bus
standardization. Brief comments on each word in the title of 1553 are as
follows:

a. Aircraft. This word denotes that the data buses are installed in DOD
aircraft. Although there are instances of 1553 data buses used in
ground applications, the characteristics of the bus have been determined
by aircraft requirements.

b. 1Internal. This word denotes that the data bus is used for transmission
only within an aircraft.

¢. Time-Division Multiplex. The type of multiplexing for which the
standard establishes requirements. Time-division multiplexing is the
transmission of information from several signal sources through one
communication system with different signal samples staggered in time to
form a composite pulse train. A transmission line known as a
twisted-shielded wire pair is used for transmission; consequently, all
messages must be transmitted and received serially. The 1553 data bus
is sometimes referred to as the 1553 serial data bus.

d. Command/Response. This denotes the communication protocol that
distinguishes 1553 data bus operation from other data buses. Basically,
the command/response protocol described in 1553 is a "speak only when
spoken to" communication that is solely the responsibility of a
designated controller.

To cover the background of 1553, the subsections of this chapter discuss the
following related topics:

1  The history of multiplexing and MIL-STD-1553

2 Administration of standardization and the importance of 1553
3 Overview of the contents of the 1553 data bus standard

4 Technical trends in multiplexing

5 1Issues resolved by developing the standard

6 Rationale for choice of data bus characteristics

Section 2.1 describes the influences that advancing technology and new
airplane programs and their avionic systems had on the use of multiplexing.
It also gives a detailed chromology of 1553 evolution. In section 2.2, the

Air Force's general plan for administration of avionics standardization is
presented, and the transition to 1553B is discussed. Section 2.3 is an

overview of 1553B. The major requirements are summarized, and the
interrelationship of the sections is presented. This section should help
new readers of 1553 understand the overall importance of the requirements.
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Section 2.4 is a loose aggregation of subtopics that presents reasons for
the use of 1553. Section 2.5 briefly points out the ease and broad
application of 1553 and that de facto standard terminal types are
available. The purpose of the section is to demonstrate that 1553
multiplexing has earned its wings and is ready for a wide range of use.
Finally, the rationale for the choice of electrical characteristics is
presented, as it is really the "technical history" of why the unique
electrical and coding techniques of 1553 were selected. This chapter begins
with the top-level view and ends by helping the curious electrical engineer
understand why Manchester biphase, 20 bit times for a 16-bit word, and
transmission over a "lossless" line are good.

2.1 HISTORY

The history of multiplexing in aircraft will be discussed from two
viewpointst (1) the requirement to multiplex because of air vehicle
avionics integration complexity and (2) the standards development that was
the forerunner to MIL-STD-1553B and this handbook.

2.1.1  Air Vehicle Avionics Integration

Avionics integration, which is defined here as the cooperative use of shared
information among avionic subsystems, first became a necessity when
requirements for missions and their associated avionic hardware could no
longer be met practically in air vehicles with independent and
self-sufficient subsystems. Elimination of unnecessary duplication of
information sensing and display, performance gains, reliability gains, cost
reduct:ion, and lack of space are usually given as the major reasons for
integration. Subsystems were forced to depend on each other for basic
information. This level of integration began with the most complex
subsystem because it had the most capability, as well as the most need for
information from other subgystems. As digital technology progressed, this
central subsystem was expanded to incorporate mission processing (processing
not specifically associated with a subsystem or display). However, problems
arose early in the centralization approach because subsystems were designed
with no concern for interconnection with other subsystems. Each subsystem
had been specialized, and the interfaces reflected this specialization. The
central computer input-output (I/0) circuitry was designed to perform the
functions of ordering this incoming and outgoing data, and the computer was
often small compared with the size and complexity of the I/0. Even so, the
central computer <concept and its associated integration upgraded the
capability of the mission and made sensible use of shared information. It
was then reasoned that some of the centralization problems related to the
complexity of the I/0 could be solved if the I/0 circuitry could be
partitioned and distriboted, alleviating the central unit's complexity.
Commercial data transfer trends supported this view. Multiplexing, which
makes information transfer convenient and simplifies I/0, offered this
cagapility, and the extended computer I/0 philosophy was developed.
Multiplexing makes information exchange convenient because sensors and
processors are all "on the bus." Multiplexing simplifies I/0 because the
information transfer medium is reduced to a single wire pair. This extended
1/0 philosophy was adopted extensively by military avionics integrators with
the development and use of military minicomputers and the availability of
lower cost digital components. These avionics integration methods began to
be <ceferred to as multicomputer systems, This made possible the
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distribution of the computation and permitted several computers to replace
the more powerful central processor. In addition, these multiple computers
added desirable redundancy features; MIL-STD~1553(USAF) and the Digital
Avionic Information System (DAIS) were developed using this integration
concept. Application of this concept in various forms exists today on
several aircraft (e.g., B-1, F-16, F-18, and Space Shuttle). From the
subsystem equipment point of view, these approaches to integration use both
integration units for unmodified subsystem interfaces (interface boxes that
1553 calls remote terminals) and embedded interfaces (1553 interface
circuitry housed within a subsystem box). These remote terminals (RT) or
embedded 1553 interfaces connect the subsystems to the data bus(es). The

current trend of embedding the interface in the subsystem is expected to
continue.

The integration approach using multiplexing is implemented by defining
information transfer formats and electrical interface characteristics.
Therefore, the functional performance is accomplished by both hardware and
software. Most of the problems associated with the centralized I/0 have
been eliminated by this approach, while others have surfaced (e.g., software
complexity, synchronous operation, multiple executive control, data
communication, and I/0 circuitry). But with all this, a decided improvement
over previous approaches has been achieved. Technology improvements in
computers and digital hardware (i.e., microprocessors) and maturation of the
software design process allow further extension of the integration approach
by a more distributed system concept consisting of both microcomputers and
minicomputers. The newer integration approaches will use more processors
and buses to functionally partition the avionics along common military and
industry organizational 1lines (such as navigation, stores management,
control and displays, and communication). This functional partitioning
should further ease the integration problem by allowing design of the
functions to be developed more independently of each other prior to
completing the total avionics integrationm.

2.1.2 MIL-STD-1553 Chronology

Development of a standard digital time-division multiplex data bus began in
early 1968 and continued through 1978 with the latest revision
(MIL-STD-1553B). The Society of Automotive Engineers (SAE), Aerospace
Branch, established a subcommittee of industry and military personnel in
1968 to define some of the basic requirements of a serial data bus. By this
means, an exchange of industry and military views was accomplished. The
committee, Multiplexing for Aircraft (SAE-A2K), deveioped the first draft of
a data bus standard that was similar to the present military standard. It
represented a mixture of military standard requirements and procurement
specification requirements. Its format allowed standardization on
requirements that could be agreed upon and a slash sheet in the appendix for
requirements that appeared to be vehicle particular. This document
represented the best that the industry and the military could define at the
time. The benefit of this document was that it produced a sounding board
for ideas. 1In this respect, it was successful and provided the step forward
reguired to develop the USAF military standard, MIL-STD-1553, in August 1973
and the USN/Specification, "Control Group, Electric Power, OK-XXX-(V)/A,
General Specification for," MIL-P-81883, in May 1976. During the years from
inception of the SAE-A2K to the release of the first military documents, the
industry was designing and producing hardware for various wultiplex
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systems. Some of these systems were developed prior to or during the
standardization era (e.g., F-15 and B-1). Because of program timing, each
system went its own way because no standardization effort existed at the
time. However, with the production of the F-16, MIL-STD-1553(USAF) found
its first full aircraft application. From 1973 to 1975 (when MIL-STD-1553A
was released), industry and the military (Air Force, Army, and Navy)
coordinated their efforts to determine the degree of standardization
required. During this time, several preliminary drafts of Air Force and
Navy documents were developed and extensive industry comments were solicited.

By late 1974 and early 1975, the DOD directed the military to develop a
single position and to make the necessary revisions to MIL-STD-1553(USAF).
Based on this effort, 1553A was released in April 1975. Since 1975,
industry and the military have continued to coordinate the standard through
symposia, studies, and military development programs. With the standard
available, the industry and the military began to apply the data bus to more
operational vehicles and systems. As applications became extensive, certain
difficulties were recognized in MIL-STD-1553A.

Discussions concerning these difficulties were conducted between the SAE-A2K
and the DOD Triservices Committee (the group responsible for controlling the
military standard). These discussions resulted in the formation of an SAE
task group (MIL-STD-1553 Update) in October 1976. The task group's
assignment was to develop suggested changes to 1553A. Once again, a task
group was formed from several industry and military segments. The task
group solicited comments from industry and the military to support its
work. These responses were extensive and involved foreign as well as
domestic equipment suppliers and users of the standard. It was from this
base that the task group developed and presented the suggested revigsions to
1553A. In October 1977, after review and discussion of suggested changes,
the SAE-A2K approved a proposed revision; in December 1977 these
recommendations were provided to the DOD Triservices Committee. In additionm
to the SAE input, industry comments on changes to 1553A were solicited in
January 1978 by the DOD Triservices Committee. Based on these comments, the
DOD Triservices Committee met on several occasions and produced a draft of
1553B. This draft was presented to the SAE's task group in April 1978 for
review and comment. Following this review, one final meeting was held with
task group members in June 1978, during which final agreement between the
SAE task group and the Triservices Committee was obtained. From these
verbal agreements, final written approval was sought within the Triservices
Committee and, upon receipt of the written approvals, MIL-STD-1553B was
released as an official document on September 21, 1978.

2.2 ADMINISTRATION OF STANDARDIZATION

The problems that the DOD is facing today in avionics exist in three basic
areas: excessive cost, low reliability, and lack of standardizatiom.

The high cost associated with the development, Procurement, and support of
new weapon systems and the associated flow time required to accomplish an
avionics system evolution are limitations to the approval of new needed
systems. 1In addition, the problems of poor field reliability and the
difficulty of repairing existing avionics that were not designed to s common
standard have decreased the effective level of the operational units. This
lack of standardization has fostered an environment in which each new weapon
system can require all.new hardvare, software, and support equipment.
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Each problem has been recognized by the Air Force, and avionics strategy,
policy, and plans are being implemented to reverse the trends. The basic
USAF strategy is to establish goals for reducing avionics proliferation and
cost while increasing avionics availability. To achieve these goals, the
Air Force has prepared and adopted Air Force Regulation 800-28, "Air Force
Policy on Avionics Acquisition and Support," which establishes a charter and
a mode of operation for the Deputy for Avionics Control. This single USAF
organization will be responsible for focusing and controlling all USAF
avionics efforts. It will be staffed jointly by the Air Force Systems
Command and Air Force Logistics Command to --

a. Develop and maintain a USAF avionics master plan and an associated data
base containing cost and technical data on all avionics inventory items

b. Guide all Air Porce Systems Command and Air Force Logistics Command
avionics activities by reviewing and approving all avionics plans

c. Assist development of a USAF avionics investment strategy to reduce
procurement cost of avionics

d. Review and coordinate all avionics programs to demonstrate compliance
with the regulation

Several specific objectives are being implemented. The first objective
involves promotion of standards to provide avionics architectural interface
commonality across systems. This is being accomplished by the use of
MIL-STD-1553B, "Aircraft Internal Time Division Command/Response Multiplex
Data Bus.” The second objective is to promote commonality of Air Force
Integrated Support Facilities (AFISF). This is being accomplished by the
ugse of higher order language (HOL) software and the imposition of
architectural interface standards in all major weapon systems. Commonality
of test support is expected.

The third and fourth objectives in this process are to develop standardized
group B avionic equipment and subsystems and their associated common support
(test) equipment. This category of group B avionic equipment and subsystems
have been defined to include inertial navigation, computers, pod-mounted
sengors (e.g., FLIR, LLTV, and PLSS), weapons guidance, radar, multiplex
data bus, control and displays, man-machine interfaces, flight control,
radio navigation aids, electronic countermeasures, communications, antenna,
and avionic test equipment. The fifth objective will be to recommend
priorities for research and development programs to ensure that these
objectives are met. The sixth objective is to increase availability of
avionics by investing in reliability and maintainability programs. The
seventh and last objective is to examine this standardization effort from an
overall USAF view to ensure that desired interoperability is achieved across
weapon systems. Based on this strategy, the USAP regulation, and the plans
that are being implemented, the Air Porce intends to achieve the needed
standardization across weapon systems, thus reducing their cost and

proliferation and allowing improved reliability by use of common elements
over a longer period of time.

2.3 OVERVIEW OF THE CONTENTS OF THE 1553 DATA BUS STANDARD

The purpose of this section is to present enough of the organization, scope,
and contents of the 1553 standard to assist readers unfamiliar with what the
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standard covers. The current version of 1553 (namely 1553B) will be
discussed. Key terminology of 1553 will be introduced and explained.

2.3.1 Scope of the Standard

The standard establishes requirements for information transfer formats and
electrical interface characteristics. In section 2.1.1, "Air Vehicle
Avionics Integration," the mechanization of an integration using 1553 was
described as accomplished by both hardware and software. The information
transfer formats are originated and interpreted with software. The
electrical interface characteristics describe the data transmission
technique. These electrical requirements can be isolated from the remainder
of the content of the standard. 1In fact, the SAE~A2K Fiber Optics Task
Group did analyze 1553B to determine what paragraphs could be common to a
standard for both wire transmission (as defined in 1553B) and fiber-optic
transmission. Those portions of 15538 that define electrical
characteristics are often described as the "specification portion" of the
standard. It is proper to view 1553B as part standard, part specification.
To obtain a standard interface that could produce commonality among
manufacturers, the descriptions in those portions of the standard are
similar to a military specification. Therefore, the electrical
characteristics and the information transfer formats will be discussed
separately in this overview.

Before proceeding to discussions of these two essential sets of requirements
in 1553B, some of the ancillary topics and their relationship to information
transfer formats and electrical characteristics need to be covered briefly.

2.3.2 Summary of the Contents 15538 Section
The organization of the standard is --

Foreword

1. Scope

2. Referenced Documents
3. Definitions

4. General Requirements
5. Detail Requirements
10. Appendix

This organization complies with the format established for military
standards. Several points need to be made with respect to the
interrelationship of the sections:

a. The "Foreword" establishes an application note that is very important;
namely, that 1553 is a set of "...techniques which will be utilized in
systems integration of aircraft systems.” In effect, 1553 is synonymous
with a method of integration as well as an interface standard.

b. The "Definitions" section is itself a standalone tutorial, in which the
order of the definitions was carefully considered. The idea was to
introduce concepts in a progression that allows building of new usages
from previous definitioms.




¢. The "Scope" and "Referenced Documents" sections are necessary but no*
substantive.

d. All 1553B requirements are generai; there is no text in section 5,
"Detail Requirements.”

e¢. The need for explanation and insight into the standard was recognized,
and section 10, "Appendix," is a very brief attempt at documenting some
advice and systems considerations on thege six subjects: redundancy,
bus controller, multiplex selection criteria, high reliability
requirements, stubbing, and use of broadcast option. This handbook
provides sn extensive supplement to that section.

2.3.3 Information Transfer Formats

The term or phrase "information transfer formats" is wused in 1553B
interchangeably with "message formats." The exchange of messages in 1553B
is very precisely described, and there are only 10 allowable formats. If an
exchange cannot be completed because of hardware or software failures, then
1553 describes and specifies what is to be done. All methods of followup to
retry the message or to determine the failure must be donme within the
allowable 10 message formats. It is this idea of proper exchange of
megssages that makes it appropriate to refer to them as "protocol" -- because
it is similar to the process that diplomats use to exchange state notes.
Frequently the message format requirements of 1553 are also referred to as
1553 protccol. Message formats are composed of words, response time gaps,
and intermessage time gaps. There are only three types of words: command
word, status word, and data word.

Message formats are divided into two groups: those that are essentially
reserved "...to communicate with the multiplex bus related hardware, and to
assist in the management of information flow..." and those that are
essentially used to "...extract data from and feed data to a functional
subsystem.” The use of some of these features is optional; that is, if
chosen in the application of 1553, there is & minimum prescribed meaning to
each of the bits in some words, that must be used if those bits are
designated by the designer to be used.

Again, the two groups of messsge formats are mode commands and data
transfers.

2.3.3.1 Mode Commands

Mode commands are those formats reserved for communication with the bus
hardvare and informstion flow aanagement.

There is provision for 32 unique mode commands, and 1553B specifies the base
2 numbers thet are to be used for 15 of these. The balance are reserved,
vhich means the designer must secure special approval to use ¢ reserved mode

command number. Howev -, the use of any or all defined mode commands is
optional.

2332 Data Trmden_

Data transfer wmessage formats, on the other hand, do not restrict the
designer to the same degree as wode commands. The restrictions are (1) no
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more than 32 words in any single message are to be used and (2) the most
significant bits of any value or quantity will be transmitted first, with
bits of descending significance following.

2.3.48 Modes of 1553 Terminals

Before concluding the discussion on information transfer formats, it is
necessary to describe the modes of terminals allowed by 1553. A terminal in
1553 parlance is '"the electronic module necessary to interface the data bus
with the subsystem and the subsystem with the data bus... ." There are only
three functional modes of terminals: the bus controller, the bus monitor,
and the remote terminal. The definition of a terminal as an electronic
module should convey the notion of a unit that contains digital logic as a
minimum and may frequently contain microprogrammed LSI or a microprocessor
with instructions in ROM. As a bus monitor or bus controller, the usual
approach is a connection to and a dependence on a minicomputer for
functional performance., Significant digital complexity is required because
1553 specifies response time and data storage requirements that require
dedicated digital hardware.

2.3.2.1 Bus Controller

The "Definitions" section states that the bus controller is '"the terminal
assigned the task of initiating information transfers on the data bus."
Other requirements are: (1) "The bus controller is the key part of the data
bus system,"” and (2) "Sole control of information transmission on the bus
shall reside with the bus controller... ." These quotes cleariy define the
bus controller mode.

2.3.8.2 Bus Monitor

The standard defines the bus monitor as "the terminal assigned the task of
receiving bus traffic and extracting selected information to be used at a
later time." Bus monitors are frequently used for instrumentation.

2.3.6.3 Remote Terminal

Any terminal that is not operating in either bus controller or bus monitor
mode is operating in the remote terminal mode.

2.3.5 Types of 1553 Words

The 1553 standard allows only three types of words, and the term "format" is
also used to describe the allowable meaning of the bits. Ian 1553, "...a
word is a sequeuce of 16 bits plus sync and parity."” Each word contains the
sync, which is 3 bit times (but not 3 bits), and parity, which is 1 bit, so
that transmitted words in a 1553 system are always 20 bit times in length
for each 16-bit word. The role of each of the three allowable word formats
is as follows:

2. Command Word. This word is always used as the first word (or words) of
a message. Therefore, it will only be transmitted by a bus controller.

This word defines the type of information transfer format that will be
used.




b. Status Word. This word is always used as the first word that is
transmitted by a remote teminal. (Bus monitors do not transmit at
all.) This word contains the status of the transmitting remote terminal.

c. Data Word. This word (or words) is always transmitted contiguously with
a command word, status word, and other data words.

2.3.6 Electrical Characteristics
The key characteristics of the 1553 data bus are as follows:

a. Data Rate. "The transmission bit rate on the bus shall be 1.0 megabit
per second... ." Accuracy, short-term stability, and long-term
stability are specified.

b. Data Code. "The data code shall be Manchester II biphase level." This
is the form of the logic 0's and logic 1's.

c. Serial Transmission of Data. ""The signal shall be transferred over the
data bus in serial digital pulse code modulation form." Simultaneous
transmission and reception by a bus controller and a remote terminal are
not possible on the same data bus. If the serial transmission of data
causes an ungcceptable data lag, delayed response, or capacity problem,
additional buses may be used.

d. Sync. "The sync waveform shall be ...three bit times, with the sync
waveform being positive for the first one and one-half bit times, and
then negative for the following one and one-half bit times." This
definition is for the command word and status word syncs. Data syncs
are initially a negative pulse followed by a positive puls~. There is
no separate clock line or source for synchronizing the receiver's
terminal.

e. Intermessage Gap. "The bus controller shall provide a minimum gap time
of 4.0 microseconds between messages... ."

f. Response Time. "The remote terminal shall respond ...to a valid command
word within the time period of 4.0 to 12.0 microseconds.

g. Hardware Characteristics. This section of 1553B defines the following
terms in specification language: cable and cable impedance,
attenuation, termination, cable stubs (direct and transformer coupled),
and terminal input and output characteristics (waveform, noise,
symmetry, common mode rejection, and impedance).

2.4 TECHNICAL TRENDS IN MULTIPLEXING

The use of integration to improve the vehicle's mission performance has
caused the vehicle avionics integrator to look at multiplexing as a method
for achieving integration. 1In other words, the system design has become
indistinguishable from the system design method. Also, there is great
emphasis in the present military environment to extend the airframe 1life,
thus causing the avionics system integrator to examine new approaches to
avionic systems that will provide design flexibility to meet evolving
missions and future threats. Integration using data buses is an important

2-9

!
|
P
I




step in reaching these goals. This section will identify these issues and
the approaches developed.

2.4.1 Vehicle Mission Capability Improvement

Improvements in mission capability provided by integration can be classified
into four categories:

a. Performance gain by the effective use of dissimilar or similar
subsystems to reduce the effect of systematic error sources within a
given subsystem; for example, Kalman digital filtering of Doppler and

inertial navigation subsystem data can be used to obtain smoothing and
prediction.

b. Reduction of total hardware by using a sensor to provide common input
data rather than dedicated input sensors for each subsystem or display.

c. Effective redundancy without massive hardware duplication made possible
by the integration of identical, similar, or dissimilar sensors to make

multiple sources of similar data available; this is called dissimilar
sensor redundancy.

d. Weight reduction and flexibility of integration and test are achieved by
using multiplexing.

The first three categories are common to an integration, whereas the fourth
category is associated with the method or approach taken to achieve
integration. The advantage of using the serial, time-division multiplexed
data bus approach to integration will be briefly discussed.

Weight saving is achieved by the reduction of wire weight provided by the
serial multiplexing of digital data as compared with the point-to-point
unidirectional interconnection required to achieve similar integration
without the data bus. The data bus provides a path upon which many users
can communicate with each other without requiring a dedicated link to each
other. Weight savings vary greatly among the systems being compared with
the data bus. If an analog system with analog point-to-point wiring is
compared with a digital multiplex system (1553), considerable wire weight
savings can be achieved. This weight saving will be reduced somewhat if the
analog sensors and displays are interconnected with integration units that
interface these sensors and displays with the data bus. In other words, the
overall weight saving resulting from the reduction of aircraft wiring is
offset by the weight of integration units. However, if the subsystem is
digital and compatible with the bus interface, the offset is recovered.
Another comparison of weight saving (but not as great as in the previous
case) is a digital system that wuses digital point-to-point data
interconnections versus 1553 data bus use. When the digital system is
compared with a 1553 approach to integration, the advantage is in the
multiple access provided by the data bus in contrast with the point-to-point
interconnects previously required. Therefore, smaller gains are achleved
because both systems use integration and multiplexing in slightly different
ways. Each example represents extremes in weight savings. Most new and
existing systems will exist within these bounds with a mixture of both
types, thus providing varying weight savings dependent on the actual use,
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The integration flexibility that is available in 1553 systems is one of the
key features of this method of integration. Because of the common serial
interface, the high data rate (up to 50,000 words per second), the multiple
access, and the command/response data format, the 1553 integration provides
extensive flexibility in the development period as well as during the
operational time period.

Other digital integration methods have failed to meet the flexibility
requirements necessary in the military enviromment. These failures occurred
because of the following reasons:

a. Too low a data rate was selected (data rate selected based on initial
need with little growth capability)

b. Insufficient definition of interface (difficulty in duplicating the
interface)

¢. No method for expansion to new sources or deletion of sources
(inflexible to hardware additions or deletions)

d. Limited data encoding and decoding capability (e.g., restricted tc BCD
or ASCII)

e. Limited addressing capability

f. Inef§icient data transfer (too many wires, too much overhead per data
word

g. Difficult to simulate, which would provide confidence prior to hardware
development

Each deficiency was carefully considered during the development of 1553.
The detailed electrical interface definition of 1553B provides the necessary
requirements information to allow multiple suppliers to build compatible
interfoces. The multiple access and high data rate allow extensive
integration of complex systems. The capability to simulate any part of an
integration using a system integration laboratory prior to hardware and
system design commitment reduces the risk of naew developments and

modifications. The ability to communicate data in a "transparent" fashion
(i.e., the 1553 system manages the communication transfer without affecting
the data) is an advantage to the user. Thus the data user can encode data
to the user's required format and not to the transfer system's format. The
use of message addressing per 1553 rather than word addressing allows much
more flexibility than can be achieved with the word addressing formats used
in some point-to-point digital communication approaches. A final advantage
of this approach to information transfer is the ability to control data flow
in a scheduled manner from one location; namely, the bus controller.
Changes in the integration can be handled by message changes in the bus
controller rather than by wiring and hardware changes to the subsystems.
Also, the benefit of a synchronous schedule of data transfers can ensure
gatg arrival when it is required and not on an asynchronous, uncontrolled
asis.
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2.4.2 Vehicle Modifications

The concept of multimission roles for a single airframe (or a restricted
family of airframes) has become a major element in our military weapon
planning. Threats, which are changing more rapidly than ever before, make
it necessary to plan for mission-adaptive and threat-adaptive avionics
systems over the life of an airframe. Two multimission concepts are
emerging. One approach is to design a core set of avionics and peripheral
avionics so the avionics suite can be readily changed by removing and
replacing mission-dependent functions (peripheral aviomics). Another
approach is to depend on established interface standards (e.g., standard
hardware and software modules) that permit an avionics system to be updated
(retrofitted) throughout the 1life of the airframe. Obviously, these
approaches are not mutually exclusive, but they can be complementary.

In the past few years, it has been the goal of the DOD to develop and apply
methods and technologies that would permit avionic systems to be developed
with the attributes of being easily constructed, modified, and operationally
verified as mission needs change. It is anticipated t.at such systems would
lower 1life cycle cost and would have the flexibility required to meet
changing mission requirements. A lack of interface commonality between
avionic systems has made the task of system design and integration, as well
as the task of upgrading or modifying systems, very costly. MIL-STD-1353
was established by the Air Force to investigate and develop standard
interfaces between the various elements of the avionic system to simplify
integration and reduce <cost of proliferation. These concepts were
demonstrated by the DAIS and are now mature. They are being applied on
several near-term programs and are planned for all future systems.

2.4.3 Digital Technology as it Applies to Integration

The technology revolution of the 1970's has provided the only method to meet
the avionic system and vehicle integration requirements previously
described. These changes have been accomplished because of the development
process occurring in the semiconductor industry. Development and use of
large-scale integration (LSI), particularly in the area of programmable
devices (microprocessors), have been the keys to obtaining digital
subsystems, integration devices, and displays. In addition to LSI
development, the extensive wuse of hybrid circuitry to bridge the
analog-to-digital interface has brought the avionic system integrator a set
of digitally based hardware. These two factors alone have allowed the
development and implementation of integrated avionic systems.

Examination of the future impacts of this technology indicates that the
general trend is toward fewer, more flexible devices. As the number of
unique devices declines, because of the expanded use of LSI, the requirement
for flexibility can only be met by programmable devices. To maintain this
decline in unique components, the semiconductor industry will look toward
the user industry for widely used, good standards to define these devices.
Based on the stability and producibility of these standards, the industry
will make decisions to produce certain devices. Therefore, it is essential
that these standards are as technology independent as possible to prevent
obsolescence within a few years, since these standards will set the stage
for the semiconductor industry to produce devices that wil® be applied to
new avionic systems by avionic subsystem manufacturers. Because the
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semiconductor industry wmust depend on standards to produce products
acceptable to the military, military involvement is essential during this
process of standards generation and maintenance. This has been recognized
by the military, and several standards have been developed.

2.8.4 Signal Range and Type

Any data and contrel communication required by a subsystem can use the 1553
data bus system for communication. The only requirement 1is that the
subsystem have at least one bus interface unit to interface with an existing
1553 multiplex data bus. Terminals that interface subsystems may have
multiple bus interfaces and therefore possibly communicate on more than one
bus for the purpose of redundancy, isolation of functions, or increasing the
data transfer capabilities of the system.

There are classes of signals that are not generally considered for use in
multiplex data bus communication. These signal classes are as follows:

a. High signal bandwidth data (single signals above 400 Hz), such as
unsampled audio and video.

b. Signals used to control startup of the system prior to initialization of
the multiplex system.

c¢. Backup signals that are required for safety of flight in the event of
complete multiplex system failure. These include emergency jettison of
weapons, backup flight instruments, backup communications control,
backup propulsion, and backup flight control.

2.5 ISSUES RESOLVED BY DEVELOPING THE STANDARD
2.5.1 Application Areas

The intended application of the data bus standard includes data
communication techniques that require (1) a command/response format, (2) a
time-division multlplexed data transmission technique, and (3) applxcatxon
internal to an air vehicle. This has been accompllshed with the appllcatlon
of the standard to system designs that accomplish (1) integration of air
vehicle functional groups 8uch as navigation, weapon delivery, flight
control, propulsion, stores management, defensive systems, communxcatxons,
and control and displays and (2) integration of these functional groups into
a weapons system. The application of these system designs to various
vehicles includes fighters, bombers, helicopters, and transport aircraft
with missions of attack, transport, reconnaissance, and defense. It has
therefore been demonstrated that the 1553 approach to integration has been

proved applicable to a wide range of air vehicles, avionic functions, and
missions.,

2.5.2 Multiplex System Terminals

The system topology (physical arrangement) and system control will vary
depending on the intended application, the system design requirements, nd
the economics of the implementation; but a mix of three basic types of
terminals will usually be found in any 1553 system. Terminals are built in
a variety of designs and with varying capabilities. Functionally, terminals
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may be bus controllers, bus monitors, or RTs. Figure 2-1 presents three
types of terminals with differing levels of capability. The first terminal
type is the standalone processor/bus interface unit (P/BIU). This type has
the highest capability. It has the capability of being a primary or backup
bus controller, bus monitor, or RT. It has full error~handling and recovery
capability. The second terminal type is the smart RT. This type has less
capability than the standalone P/BIU. It has no bus control capacity,
unless there is sufficient processor capability to support the bus control
function. Self-test is its primary error-handling and recovery mechanism.
Some of the subsystems connected to this type of terminal may have
processors. The third type of terminal is a low-capability RT. These RTs
may be embedded in the subsystem or housed in a separate unit from the
subsystem. These RTs have no bus control capability. Self-test is their
only means of error handling and recovery. The subsystems interfaced to
these terminals may have processors. There are several hybrid examples
where a bus controller and an RT are housed in the same unit.

The multiplex system may use a single multiplex bus, redundant buses,
multiple active buses, or multilevel bus structures. Redundancy can be
provided through active or passive physical resources (terminals or buses)
or through reconfiguration of system resources after a resource failure.
The number of terminals in the system is limited by the electrical interface
characteristics of the transmission medium and the bus addressing
capability. Adequate flexibility of system architecture with few types of
interfacing approaches is achieved, MIL-STD-1553 is not a limiting standard
in this respect.

2.6 RATIONALE FOR CHOICE OF DATA BUS CHARACTERISTICS

The purpose of the standard was to develop a degree of compatiblity that
would allow interchangeability of common functions built by various
manufacturers, integration of various functions into a data bus system, and
operational capability of a function applied to various applications. To
accomplish this, the following investigations and decisions regarding the
data bus system were required:

a. Modulation and coding techniques

b. Signaling methods and signal detection techniques
c. Transmission media considerations

After investigation, analysis, test, and development, a set of data bus
characteristics were developed or evolved to satisfy the purpose of the
standard. The characteristics are described in MIL-STD-1553B. This section
provides a brief review of the rationale for selecting techniques now in
MIL-STD-1553. The material in this section was generally derived from "A
Study of Multiplex Data Bus Techniques for the Space Shuttle," final summary
report, No. 2635-M15, prepared for NASA/MSFC by SCI Systems, Inc.,
Huntsville, Alabama, November 1972.

2.6.1 Modulation and Coding Techniques
Two modulation techniques were available for use for a data bus system:

a. Baseband modulation (selected method)
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P?) SUBSYSTEM | SUBSYSTEM

@ No bus control capability

® Self-test is only error handling and recovery
@ Subsystem may have processor

Smart Remote Termina)
BIL
P
SUBSYSTEM SUBSISTEM SUBSYSTEM

@ No bus control capability unless sufficient processor capability
@ Seif-test prime error handling and recovery
@ Subsystem may have processor

Figure 2-1. Types of Terminals
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b. Carrier (amplitude shift keyed (ASK), frequency shift keyed (FSK), and
phase shift keyed (PSK) modulation)

Baseband modulation is the set of modulation techniques that produce power
density spectra that extend to or near 0 Hz., Carrier modulation is the set
of modulation techniques whose positive spectra are symmetrical about a
carrier frequency greater than zero. Baseband was selected because of its
advantages over any of the carrier modulation techniques (ASK, PFSK, or
PSK). The difficulties associated with the carrier technique are the
greater bandwidth associated with the transmission media, the hardware
complexity associated with individual frequency bands for each user, the
complexity of generating the carrier, and the complexity of the modulation
and demodulation process.

The message format arrangement (coding) was studied to determine the most
appropriate means to achieve --

a. Word or message synchronization
b. Bus access control

c. Message formatting (message types, bit patterns, error checking)
d. Channeling methods

Word Synchronization

Four methods of word synchronization are shown in figure 2-2 with their
relative ranking with regard to noise immunity and bit overhead
requirements. The synchronization format may be used to preface words (16
or more bits) or several word messages (32 words or greater). Also, word
synchronization waveforms can be used to distinguish command data from data
words. Notice that the selection of the waveform must consider both its
immunity to noise and also its overhead requirements. Figure 2-2, method D,
was selected as the most appropriate word synchronization method for the
data bus system.

Bus Access Control

Several bus control sichemes are appropriate for data bus systems. Four
basic types were investigated:

a. Central control (timer referenced)
b. Central control (command/response)
c. Distributed control (polling)

d. Distributed control (contention)

The central control, time-referenced system uses a central clock source that
provides frame timing to each user. Therefore, each user transmits during a
unique slot allocated to it and receives data during some or all other
slots. The central control (command/response) system uses a central
controller to activate each user by a specific user identification. Thus,
both transmit and receive data flow can occur on an individual basis under
the control of the central device. Two basic distributed approaches are
also available. The first, polling, uses the same approach for data
transactions as the central command/response system, while using multiple
controllers in a sequential fashion to accomplish control. The second
approach to distributed control is contention, which forces each user to
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Figure 2-2. Description of Work Synchronization Waveforms

2-17

T e



capture usage of the data bus before message transmission is allowed. The
bus access control concept that was selected was a combination of both
central and distributed control. By choosing a command/response
mechanization and then allowing control to be passed to an otential
controller (dynamic bus control), both aspects were provided. This approach
(command/response) allows the flexibility to meet changing data flow
requirements without the restriction of the time-referenced system. The
selection of a central control concept also provided the simplest hardware
method. The centralized or limited digtributed command/response technique

permits modifications to be performed in a limited number of devices. Also,
system synchronization is easily maintained with limited control devices.

Message Formatting

Each individual word is a string of symbols or parameters in binary form
used to convey one or more of the following types of information:

a. Synchronization (bit, word, message, or frame)

b. Supervisory instructions (address of user, data identification, and data
quantity)

¢. Data

d. Error information

All_ four types of information can be contained in a single message
transaction or may be sent as separate messages. The approach to convey
this information is influenced by the message routing techniques and the
channelization approach employed. The following items were involved in this
selection of message formatting:

a. Data Packing. Selection of a fixed word length simplifies hardware and
avoids the necessity of transmitting additional information to specify
the number of bits in each word.

b. Data Message Generation. When large numbers of signals originate from
the same general physical location and have a common sampling rate, it
is often convenient to send these data in messages (block of data
words). This approach requires less supervisory information, thus
increasing data transmission efficiency.

¢. Message Update Rate. Selection of a fixed update rate for each message
simplifies hardware and software. The selected update rate determines
message latency. Therefore, the update rates may be adjusted to achieve
system latency requirements.

d. Supervisory Information. Selection of a format for supervisory
information that conveys word synchronization data, user identificationm,
and message identification is essential to hardware implementation.

e. Message Routing. Selection of necessary mersage types is required to
identify system message-routing capability. There are four basic
types: user to central controller, central controller to user, user to
user, and transmitter (either user or central) to multiple users
(broadcast).
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f. Bit Error Detection Techniques. The selection of single bit parity on a
word basis was found to be sufficient for the basic data bus system
operation. This was in contrast to elaborate coding for error control
provided by other techniques that produced hardware complexity and data
bus overhead; however, the capability to add the more complex error
correcting techniques to a unique message has been preserved.

Channeling Methods

Several methods for intercomnection (topology) and control of messages were
potential candidates for the data bus system. These can be categorized into
the types shown in figure 2-3 and are as follows:

a. Single cable using half-duplex transmission method (selected method)

b. Separate supervisory and data cables

c. Supervisory and centrally originated data sent via cable 1 and other

data)sent via cable 2 (terminal to terminal permitted over data cable
only

d. Separate transmit and receive cables with transmission through central
(no direct terminal to terminal provided)

e. Separate supervisory cables to various multiple destinations, with data
on & single cable that interfaces with all destinations

The chief advantage of the first method is that it requires less cable than
the rest. The chief disadvantage is that it requires greater bandwidth.
The third method was not considered further in the comparison because this
method is similar to method two and requires additional routing to data

registers. Method two also provides better distribution of traffic between
two cables than method three.

The key to the selection of the appropriate channeling method involves ~-

a. Economy of channel bandwidth

b. Flexibility in the programming of the central controller
¢. Economy of hardware

Economy of channel bandwidth can be detemined by the minimum data rate
required to convey the information. It was determined that if this could be
met with the single cable using half-duplex transmission, it would provide
optimum hardware economy. This approach also allows the flexibility
required by the central controller. Based on several application studies,
it was determined that a 1 Mz (IM bpa) data bus system would satisfy all
communication requirements (control and data).

2.6.2 Signaling Methods and Signal-Detection Techniques

Seven signaling methods were analyzed to determine the technique that
provided the best performance in the presence of noise, as well as
suitability to specific applications, Key elements affecting signal
transmission techniques were filters, transmission media, and coupling
transformers. Optimum and suboptimum techniques for detecting the signals
were then described and analyzed. The description of signal detection
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Figure 2-3. Diagrams of Channeling Methods
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included a treatment of transmitting and receiving filters, since the
effects of filtering cannot be divorced from the detection process. In
addition, each signal-detection technique was defined and wmathematical
models of the noise expected on the data bus were developed to estimate
receiver bit error rates. Error detection coding techniques were
investigated in relationship to the signal techniques studied. The seven
signaling methods investigated were --

a. Unipolar NRZ -~ Level

b. Polar NRZ -- Level

¢. Polar RZ

d. Biphase-level (selected method)
e. Bipolar NRZ

f. Delay modulation

g. Duobinary

Figure 2-4 illustrates the fundamental approach used to generate each
signal. In this figure, minimum transmission bandwidth (B) is expressed in
terms of the signallng rate (fg) in bps. The signaling rate is the
highest frequency that must be transmitted to ensure that the message can
theoretically be received. The results of the analysis (table 2-1) yielded
the following conclusions about signaling techniques.

Unipolar NRZ

Unipolar NRZ is the iuherent form in which data are customarily expressed in
logic circuits. Because it is not compatible with transformer coupling, it
is not suitable for use on the primary transmission medium of the data bus;
because it requires twice as much signal power for a given peak-to-peak
signal excursion as polar NRZ, it is less attractive for use on short
direct-coupled local buses than polar NRZ, which otherwise has identical
properties,

Polar NRZ

Polar NRZ is easily generated from unipolar NRZ by subtracting out its dc
level. For this reason, it is less suited for internal logic operations
than unipolar NRZ. It is better suited for applicaticns on short
direct-coupled local buses than unipolar NRZ because it requires only half
as much signal power for the same peak-to-peak signal excursion. It is not
well suited for use on the primary transmission medium because it is not
compatible with transformer coupling. Since polar NRZ does not contain
adequate bit synchronization information, it is useful on direct-coupled
short local buses only in those applications where bit synchronization is
conveyed by some other means, such as via a separate chamnel. In this case,
it is superior to polar RZ because it is less complex and requires only half
the transmission bandwidth. It is also superior to duobinary because it is
far simpler and because bandwidth conservation is not a serious problem when
the cable length is short.

Polar RZ

Polar RZ 1is superior to duobinary and unipolar or polar NRZ in
direct-coupled local bus applications, which require that  bit
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Table 2-1. Summary Comparison of Moduiation Techniques

Unipolar| Polar | Polar |Biphase-level Bipolar | Delay Duobinary
NRZ NRZ R2 {selected method)| NRZ modulstion
Inherent error detection No No Yes Yes Yes Yes Yes
capability
Hardware complexity (0to 5)| O 1 2 3 4 5 5
Required transmission 0.5 0.5 1.0 1.0 0.5 0.5 0.25
bandwidth/bps
Compatible with transformer No No No Yes Yes Yes No
coupling?
Self-clocking data No No Yes Yes No Yes No
Complexity of bit sync N/A N/A 1 3 N/A 5 N/A
circuitry (0 to 5)
Required SNR (dB for BER 16.6 10.86 13.6 10.6 16.6 16.6 18.7
of 107°6), peak signal :
power and noise power

synchronization information be contained in the basic signaling waveform.
While biphase-level and delay modulation could also be used in this
application, they are more complex and therefore less appropriate. Polar RZ
is not appropriate for use on the primary transmission medium because it is
not compatible with transformer coupling.

Biphase-Level (Selected Method)

Like polar RZ, biphase-level consists of a self-clocking waveform and is
well suited to applications in which bit synchronization cannot be conveyed
by other means. Unlike polar RZ, biphase-level is compatible with
transformer coupling and may therefore be used to convey data via the
primary transmission medium. In this capacity it is superior to bipolar NRZ
for cases where synchronization information cannot be conveyed by a separate
channel. Because of its greater complexity, biphase-level 1is less
appropriate than polar RZ for short direct-coupled local buses that require
a self-clocking waveform; however, for local buses that require transformer
coupling and a self-clocking waveform, biphase-level is markedly superior to
delay modulation, which is more complex and requires more signal power.
Biphase-level is most appropriate for use on short transformer-coupled local
buses or on the transformer-coupled primary transmission medium (which may
be long, around 500 f£t), provided bit synchronization information must be

conveyed by the signaling waveform and cannot be provided via a separate
channel.

Bipolar NRZ

Bipolar NRZ, because of its greater complexity, is less appropriate than
polar NRZ on short direct-coupled local buses. It is inappropriate on short
direct-coupled buses, which require that synchronization information be
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conveyed as an integral part of the signaling waveform. Bipolar NRZ may be
more appropriate than biphase-level on the primary transmission medium in
cases where a separate clock channel is available and bandwidth is a
significant factor and/or the error detection capability of bipolar NRZ can
be effectively used.

Delay Modulation

Delay modulation, because of its greater complexity, is less appropriate
than polar NRZ on short direct-coupled local buses that do not require that
clock information be extracted from the signaling waveform. Short
direct-coupled local buses that require a self-clocking waveform are better
served by polar RZ than by delay modulation, as polar RZ is also less
complex. Short transformer-coupled local buses are better accommodated by
biphase-level because of its greater simplicity and because there is no
significant bandwidth restriction if the transmission medium is short.
Because of its greater complexity, delay modulation is less suitable for use
on the primary transmission medium than bipolar NRZ (only for applications
that do not require a self-clocking waveform). For applications requiring
extraction of clock information from the signaling waveform, delay
modulation is superior to biphase-Level only if the transmission medium has
a bandwidth restriction that prevents effective reception of biphase-level.

Duobinary

Duobinary is not appropriate for applications that require transformer
coupling and hence is not appropriate for use on the primary transmission
medium. It is more appropriate for applications that employ direct
coupling, in which there is bandwidth restriction that prevents use of polar
NRZ. This situation does not occur on short local buses.

2.6.3 Transmission Media Considerations

0f the widely varying types of transmission media investigated, it was
concluded that a wire cable would provide adequate transfer data rates and
provide sufficient reliability, size, and weight characteristics in the
aircraft environment. Optical data transmission media could easily replace
wire cable in the future. Wire cable transmission media are available in a
wide range of forms. The basic types of cable that were candidates for the
data bus transmission media included --

a. Twisted-shielded pair (transmission media selected)
b. Twin-axial

¢. Coaxial

d. Planar-parallel

e. Triaxial

f. Shielded-balanced pair (four-conductor)

Based on cable tests, twisted-shielded pair was selected as the appropriate

cable for the data bus system transmission media. . .
Several different methods of operating and 1interfacing with a data bus

transmission network were identified as follows:

a. Matched. The impedance into any terminal is matched to the
characteristic impedance of the line.
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b. Matched and Loaded. The impedance into any terminal is usually greater
than the characteristic impedance of the line.

c. Lossy. A network 1is introduced into each terminal interface to
deliberately produce 1loss into the transmission line to provide
isolation of line faults. Usually the transmission line is looped when
operating in this configuration, or two transmission lines are coupled
together through lossy networks to provide multiple signal paths when
faults occur in the transmission line.

After considerable testing of matched and loaded and lossy lines, the
matched and loaded line, often called a lossless line, was selected for use.

Four approaches for coupling black boxes to the transmission media weve
investigated. The techniques examined included:

a. Photocoupled devices to couple the received data to the receiver
(multiple transmitters cannot be coupled using this technique)

b, Transformer coupling -~ coupling of transmitters and receivers to the
transmission line via an isolation transformer

c¢. Direct coupling -- coupling of transmitters and receivers directly to
the transmission line directly

d. Capacitive coupling -- coupling of transmitters and receivers to the
transmissica line via a capacitor

The transformer-coupling approach was selected because of the advantages it
provided: isolation, relatively inexpensive, suitable for relatively long
lines, high common mode rejection, impedance transformation, and dc
component rejection. 1553B allows both direct- and transformer-coupled
approaches for connection to the transmission line, but even in the
direct-coupled approach, the black box contains transformer coupling.
Therefore, the transmission line is isolated from the wuser via a
transformer-coupling technique.
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3.0 SYSTEM DESIGN

The emphasis in this section is on the system thinking and dystem
perspective that must be taken to achieve a complete multiplex system
design. The section is not a tutorial on system engineering. For that
perspective, readers are referred to MIL-STD-499, "Engineering Management,"
and other textbooks. All topics in the section are directly related to 1553
multiplexing. Many topics of avionic system engineering are not in this
section; for example, avionic subsystem hardware selection and mission
performance analyses relating to accuracy and capability. Therefore, some
general prerequisite knowledge is needed to get each of the topics in an
avionic system engineering perspective. Generally this prerequisite
knowledge falls into the folllowing areas:

a. General knowledge of military avionic subsystems (sensors, displays,
computers)

b. General knowledge of system engineering and system integration
activities as practiced by the Air Force, Navy, and airframe contractors

Particular detailed knowledge of avionic subsystem characteristics, such as
range, accuracy, use, etc., is not a prerequisite for this section.

This section has five major topics, of which topic 2, "Avionics Integration
Design Activities," is by far the longest and most detailed. Topic 1,
architecture introduction, is a tutorial, that presents the concept of
multiplex system topology and system control as '"architecture." 1In other
words, the physical arrangement and connection of a multiplex system is not
a complete description of its architecture.

Topic 2, "Avionics Integration Design Activities,”" contains a mixture of
tutorial material, 1553 application advice, examples, and discussion of
"issues" when it was inappropriate to give either advice or examples. Eight
separate subjects are presented in topic 2

a. Functional partitioning

b. System control design

c. Establishing an avionic data base
d. Data bus use analysis

e. Bus network modeling

f. Life cycle cost analysis

It is unlikely that a system engineer having assignments in avionics
integration would need to be proficient in all of the subject areas, but he
or she would need a basic understanding of these areas. The initial
paragraphs in each of these subject areas should provide the necessary
overview with details being provided in the appendices. The 1last two
subjects describe activities of engineering specialists and are summarized
in this section with specifics written with those specialists in mind beinf
provided in the appendices . System control design is a subject that al
avionics integration engineers and managers should understand. It is an
important subject, and the control system design influences both multiplex
terminal design and software.

Two brief, but necessary topics at the same level of integration design
activities, follow that topic:

.
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a. Multiplex system requirements and design specification
b. Multiplex system test

Some problems and practices of 1553 multiplexing and solutions are presented
in these topics.

The final topic is intended to give some concluding insight into the
relationship of engineering management 1n relation to events in a typical

system acquisition and to what 1553 multiplex engineering milestones should
be reached.

31 SYSTEM TOPOLOGY AND SYSTEM CONTROL INTRODUCTION
3.1.1 Data Bus Topology

Data bus topology is the map of physical connections of the data bus
terminals to the data bus. It includes all terminals and data buses
involved in the data bus integration of the vehicle. The types of data bus
topologies can be categorized into the following two gemeral categories:

a. Single level
b. Multiple level

A single level bus topology is the simplest bus topology and is exemplified
by the F-16 avionic bus architecture (see fig. 3.1-1). 1In a single~level
bus topology, all terminals are interconnected via the same data bus. The
redundancy requirements of a particular application may require a single-
level topology to be implemented using multiple interconnecting cables
operating in various modes (active or passive). However, the requirement to
use multiple buses for redundancy purposes does not change the single-level
bus topology definition if the following criteria are maintained:

a. All terminals are connected to each data bus cable
b. Communication on each data bus is identical

The methods of bus control and the redundancy communication techniques used
are peculiar to the application and will be discussed under these areas.

The multiple-level bus topology is an expansion of the single-level topology
and can be expressed in two basic forms:

a. Multiple levels of buses with equivalent levels of control
b. Multiple levels of buses with hierarchical levels of control

The multiple-level bus topology with equivalent levels of control is
exemplified by the weapon system, that uses multiple, single-level bus
topologies for different functions. An example of this relationship is the
B-1 EMUX, AMUX, and CITS (see fig. 3.1-2), that represents three, single-
level bus topologies with interconnections for data exchange purposes only,
thus producing a multiple-level bus topology for the vehicle. Each of these
single-level bus topologies operate independently of each other with
equivalent levels of control. Another method of ackieving a multiple-level
bus topology within a subsystem integration is exemplified by the B-52 0AS
(see fig. 3.1-3) multiple-level bus topology, that is partitioned into two
single-level topologies (i.e., control and display versus navigation and

3-2




QIMTaYY2LYy WISAS IUOINY 94-4 "4-4 € 8N4

JYUNLIILIHOHY WILSAS SOINOIAVY 91-4

i
N1SIL) HISV 13§ (03y) 125avo) (4o4) {SWS) 135
NOILVIIILNIGI AVdSIa HILNIWOD VLVQ uvavy ANIWIOVNYI
139uv1 0/3 yvavy HIV TVHINID TOHINOD 3413 S340LS
-

(aNH) (NNI) LINN 31349810 (004) (dND4) 1INV

1INN AVdSIQ NOLLVOIAVN [ ¥31NdWOD NOILVDIAVN

dn-avaH IVILEINI TOHLINOD 3814 J0HANOD 3ul4

33




A i an i LT
! ]
——({ oMU 1 1
c a— PARALLEL : ]
|
| | 4 9 : |
CENTRAL i x
o emve NAV WP DEL | | wersa rasy [} ‘,:‘;"_ ~CTL
COMPUTER commsTen comeuTEn | | | SYSTEM ] (Y1) L]
T ] ! i
| |
: 1 -
1 Cirscas 1 : T crimn a
! I
! I
oas - OATA smamsy 4 I em
v Gen 1 "y 4. 1 wumo.s | 1] rav » : e | weox s Weox [l
}
| | '
! I
e rean )
OHIPLAY "'_' UMD Jmmed  1EUNO 2 STATION ::f : Mant i
wren [ = a0 ranELs | neconoen 4 |
]
1 '
|
1
OFF WTEG |4 ™ playy !
xtveoaso L L4 e o L 20 ranecs : +—
[
! )
il
([oars ‘
LA RADAR =4 oscaere = owcnere ™4
Saasncs F~ S ] SR RADAR r_P‘ ; a%a s : G OXES pod s soxes |14
wLTIPLE 1 4 |
AV §TEMS { Am vences :
nrsaCH
memoc. [ Foccomn TeR mavan [ | ot pradioed tL
LOWWG | | omscrere e
tason 14 souLon CATA TERM fmnped : | { s soxss 556 aones
L
A L !
- ! '
1 i
|
ALT MO 1 : ]
17 ADAPTRR 1
URIT NO. 1 —— 1—'
t
comLEn ] !
RADAR }
== v» acarran —e, -+
L UNIT 0.2 e ]
4 L - | | ’ P
RADAR {
ALTNO. 2 | 1
! I
! ]
! ]
ToaroR ——e : !
sussen
conmoL [~ Gowv wrr I
neevs ! I
1
AL Ad : Ay
1

Figure 3.1-2. B-1 Multiplex System Architecture

3-4




21m12931y21yy WaIsAS X3|dn N SYO “E-L’E 3nbly

) Lol i) Nn 1 (im) Linn (i)
{svs3) 30ovau3iNi|| 3ovauain || 3oviuzin ZLNN HOSN3S v uNn | i) Lnn LINN
SAS ANV IUSSIN 371SSIW 3vissiw |[SoINOB19313}lsoINOBLO313l] AL110073A || 30viuain |} 30vIUILNI [|30VINIIN
y1S 9313 |[NOTAd IHOIH| NGTAd 1337 || H3HINAVY 3IDVIHILNI 431ddoa || LNIwvmuY SA3 Hvavy
T ootto J f toico | | ostoo | | 11100 L sso ) L ooo00 | 11010 10010 ] | oooi0
o 2
. (
* ot —
SNA (AMYN) AHIAITIAG NOdVIM ONV NOILLVOIAVN “ |
!
| t1000 | 01000 0010t
.7 RN ni { mos | u 3 e v iad] LINn oD
) wozumw»wwm“ 8 v insar 1nn || 020 avn || insar aina | naar amn | FNere | 030 unn NOILVL
WOLLYDIAYNI [FOSSI20HAHOSSIO0U 43 4sNVHL uISNVHL I u3dSNvHL || y3dsSNvuL anv [EomouLo37a)] -NawnuLsn
r===—=3["nioa | m viva viva viva viva I0HLINOD AVdsia i3y
- L1000 § 10000 1100t | 1 oOtoot L tooor ) 00001 "L ot010 ] 00400 0010t } SS3uoav

Pprmrmcmm-

P cfmmme - —-

SNg (V) AV1dSIa ANV TOHLNOD

3-5




weapon delivery). This trend to multiple, single-level topologies within a

vehicle or in a large subsystem integration is a natural evolution of the
single-level bus topology.

A second form of multiple-level bus topologies occurs when one or more
single-level bus topologies are integrated with another single-level bus
topology where the levels have a control relationship (see fig. 3.1-4), The
bus level inequality may be expressed as follows:

a. Local buses, subordinate (under submission to global)
b. Global bus, superior (control over ;ocal buses)

The primary reason for the difference in control is based on functional
usage and not on the interconnection of the terminals. Therefore, data bus
topologies can be identified or defined on the basis of interconnection
requirements of the user terminals. These requirements also establish the
interconnection of a sensor to a local or a global bus.

3.1.2 Data Bus Control

The control philosophy used to maintain the communication on a data bus is
described in MIL-STD-1553. The control approaches are of two types:

a. Stationary master
b. Nonstationary master

The stationary master bus control concept is used when a single bus
controller orchestrates the bus communication for all devices on that data
path. Only in the event of a failure of the bus controller hardware or
software will another bus controller (backup bus controller) operate the
data bus. Obviously, as discussed in the topology section, multiple
stationary master bus controllers can exist within a system, each
controlling its own data bus.

The nonstationary master bus control concept is used when multiple (more
than one) bus controllers orchestrate the bus communication for devices on
that data path. MIL-STD-1553B provides a method of transferring control
from an active bus controller to a potential bus controller (dynamic bus
control mode code). This mode code provides a protocol format for issuing
the bus controller offer with the responding status word providing an
acceptance or rejection of the offer. Since the military standard prevents
the operation of multiple bus controllers simultaneously, a method must be
established to determine when the above mode code is to be issued and ''to
whom" it should be offered. The development of the timing (when) and the
ordering (how the selection is achieved) is not specified by the standard

and must be established by the system design. Two methods have been
discussed in the literature:

a. Round robin
b. Polling

The round robin mechanism uses a fixed listing of bus controller operational
order and usually a fixed maximum operating time for each bus controller.
I1f this maximum operating time is maintained by each bus controller, a
degree of system synchronism is maintained. Using this approach, each
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potential bus controller will control the bus during a minor cycle (maximum
update rate). Equal time for each potential bus controller is not a
requirement. Depending on the application and the minor cycle message
traffic, potential bus controllers may require varying bus capacity each
time it is in control within a major cycle (minimum update rate). The
system engineer should exercise care in this area if user subsystems require
synchronous operation. Subsystem synchronization can be maintained under
this approach by broadcasting a master clock signal to all users from a
single source at a periodic rate. Obviously, with fixed minimum times
established for each potential bus controller and with some potential bus 1
controllers having no traffic during some minor cycles, bus bandwidth will
be allocated but unused. This will lower the efficiency of the data bus.

Analysis of round robin bus control has shown that subsystem data latency is
impacted significantly as the number of potential bus controllers increase
(see fig. 3.1-5). Therefore, the advantages of the round robin bus control
for global bus level (see fig. 3.1-6) and multiple functions om a single bus '
level (see fig. 3.1-7) must be contrasted with system performance penalties ‘
(i.e., efficiency, data latency, etc.). |

The second approach to nonstationary master bus control is the method of
polling potential controllers to establish which controller has the greatest
need (priority message to transmit) to control the data bus. There are

several different approaches using this general technique to pass bus

control to the next controller. Since this process is more involved than

the round robin bus control transfer, the performance impacts (e.g.,
efficiency) can be more significant (see fig. 3.1-8). However, since

selection of priority is achieved, data latency can be improved (see fig.

3.1-5), and if several terminals collect data in this manner (i.e., I
asynchronously only when necessary), data transfer requirements could
potentially diminish. Therefore, a comprehensive system analysis of each
application is essential. In each case, as in the round robin scheme, once

the new controller establishes control, performance is 1identical to the
stationary master bus control approach.

3.2 AVIONIC INTEGRATION DESIGN ACTIVITIES

System design begins with the statement of the requirements for avionic
functions., The overall statements of hardware and software requirements for
a multiplex system will be derived from examination of functions and data
requirements in the following areas:

a. Subsystems connected to the multiplex bus (or buses). What is connected
to a2 bus? What are the data paths in the avionic system using the
buses? What redundancy of data paths has been provided? What
redundancy and/or isolation of function and equipment is required?
Answers to these questions provide the overall context of avionics
system operation.

b. Missions and modes of each mission. It is necessary to know the
complete repertoire of missions, how these missions are supported by
functions of the avionic systems, and what particular functions are to
be performed during each phase of the mission. These groupings of

functions by flight phase are called modes. (Note that these system or 9
sensor modes are not related to MIL-STD-1553 '"mode codes.") For '
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example, the weapon delivery mode is usually distinguished from the
waypoint navigation mode, even though navigation sensors may be used in
each. Apart from the data transfers that are both unique or common to
each mode, the unique setup (initialization) conditions must also be
known. In short, a functional description of each mission mode, which
includes all of the functions of the avionic system, must be known.
Requirements that identify time-critical actions or responses must be
considered in the development of modes.

c. Functions of each sensor. Descriptions are needed for the inputs that
each sensor requires (including sensor control information), what
processing (computation) of sensor data is required for all avionic
functions, and what data the sensor provides to other avionic systems.
The sensor redundancy concepts and how data from redundant sensors will
be used or reconciled need to be described, as well as sensor modes
versus vehicle (avionic, weapom, flight control) modes. Description of
the interrelationship of sensors is required (e.g., inertial navigation
update using another position-fixing sensor).

d. Functions of control and display. Descriptions are required for the
overall interface of the controls and displays to the avionic systems,

as well as which control and display functions depend on multiplexed
data.

e. Other avionic functions. The advantages of multiplexing often are
applied not only to the integration of sensors, processors, and controls
and displays but also to more simple devices like switch positions,
actuator positions, and power control. It is because of this
application flexibility that the overall use of data in the system must
be described.

The descriptions of functions, computations, and modes provided by the
answers to b through e above will establish the overall use of the 15353 data
bus, It is quite likely that additional dedicated discretes will be used in
an integrated system for critical functions (e.g., stores management enable
or jettison). These interfaces need to be established and described at the
same time the multiplex description is developed.

3.2.1 Functional Partitioning

The redundancy provided by the multiplex system is one of the key concerns
and design requirements facing the system designer. It is the system
designer's responsibility to obtain the following about each subsystem
involved in the integration:

a. The basic level of redundancy within the subsystem

b. The highest mission success probability associated with a function of
the subsystem

c. The isolation of the subsystem from other subsystems

d. The independence of the redundant elements within the subsystem




Based on this information about each subsystem being served and any added
vehicle particular requirements (e.g., battle damage, no single failure can
cause .., etc.), th. system designer is able to establish a set of miltiplex
system r-auirements. These requirements will impact topology, multiplex
control, ard avionic control. The topology is usually the most visible
point in the multiplex system where redund.acy can be observed. However,
the system designer must consider much more than just having a topology that
meets the observable redundancy requirements. The redundancy of the bus
controller and its associated circuitry involved in the detection and
correction of a failure as well as the same functions in a remote terminal
are all part of meeting the redundancy requirements of the integration.

Before itemizing each of these multiplex system elements with respect to
redundancy, certain basic redundancy and isolation issues need to be
discussed in general terms. Redundancy is defined as the mechanism used to
accomplish a function when the primary mechanism for accomplishing that
particular function is not operational. The level or number of potential
devices capable of accomplishing the function is identified as the level of
redundancy. Another key word used in this field is isolation. Isolatiom is
separation of two or more things so there are minimum or zero reactions of
one bagsed on the actions of the other. It should be recognized that the
addition of any interconnect scheme required for integration introduces new
devices that were mnot previously involved in the nonintegrated system.
Therefore, the action of adding devices to accomplish integration will
affect the reliability and isolation of the subsystem to some extent,
regardless of their reliability, mission success probability, or the
isolation they maintained.

Current multiplex systems exhibit wide variations in redundancy and the
method used in the design to achieve redundancy. Basically, three generic
elements of the multiplex system are discussed:

a. Data path
b. Bus control
c. Remote terminal

Functional partitioning is achieved in a data bus integration by the proper
selection and distribution of all the data bus elements (buses, terminals,
and controllers) and the subsystems (sensors) being integrated. The
topology associated with a particular application, the bus control method,
the normal and abnormal operation of the sensors, the hardware and software
partitioning, and the redundancy requirements are all involved in the
development of a successful integration.

As discussed earlier, data bus partitioning is basically a topology
selection process based on integration requirements, sensor types, and level
of redundancy. The single-level topology most closely aligns itself with
single- and dual-redundant sensors where complete isolation of dual sensors
is not mandatory. It also is applicable to functional integration (i.e.,
navigation, weapon delivery, communication, etc.) where dissimilar sensors
(i.e., INS, GPS, TACAN, etc.) are integrated to achieve a function or a
single purpose (e.g., navigation)., Multiple, single-level topologies are
used to achieve integration of multiple functions (e.g., B-1 EMUX, AMUX, and
CITS as shown in fig. 3.1-2) where isolation requirements prevent their
integration in a single-level topology. Often these multiple-level
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architectures have equivalent single-level control relationships (e.g.,
B-52, fig. 3.1-3) or control relationships applicable to hierarchical
architectures (see fig. 3.1-4). 1In addition to these obvious partitionings,
some other partitionings may develop based on isolation and redundancy
criteria (e.g., flight phase essential and flight critical)., Criticality
does play an important part in the design of a data bus topology. As an
example, the isolation of identical channels of a flight control system
provides reliability and independence that could change a single-level
topology into a multiple-level, equivalent topology (see fig. 3.2-1).
Separation of control and display functions, navigation, weapon delivery,
communication, electrical power control, propulsion control, or other

subsystems could require a single-level topology to become a multiple-level
system.

Within each level of topology, the data bus terminal hardware and the sensor
interface to the data bus must consider partitioning. Two concerns are
apparent to the system designer immediately.

a. Which data bus should a sensor or terminal be interfaced to?
b. What is the proper level of redundancy for the interfacing hardware?

In single-level topologies, the first concern is not relevant. However, in
multiple~level topologies, the sensor placement is extremely important,
since the primary reason for using the multiple-level topology is to provide
separation and isolation not inherent in the single-level structure.
Therefore, careful placement of sensors, considering both similar and
dissimilar redundancy, 1is essential. Without this care the system's
performance, isolation, separation, or criticality can be compromised.

v
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The second concern is the bus interface partitioning. This is applicable to
all levels of bus topology. A bus interface can be functionally partitioned
in several ways. Figure 3.2-2 shows three methods commonly used today. In
the first approach only the analog section is dual. The second approach
provides for a dual analog section and a dual digital circuitry through the
address decode logic with a common I/0O to host interface. The third
approach provides independent channels to the host subsystem. Each of tnese
approaches represents a level of partitioning available to the system design
when interfacing sensors to the data bus. Remote terminal (RT) hardware,
used to interface multiple subsystems to a data bus must face the same
functional partitioning considerations. However, in the case of the RT, the
bus interface hardware, the internal timing and control section (e.g., a
microprocessor in today's world), general-purpose interfaces (e.g., analog-
to-digital converters), and subsystem unique interface modules must all
consider the functional partitioning.

One of the most important data bus elements is the bus controller.
Functional partitioning for this bus control element takes on two forms:

a. 1Its position in the topology as the communication controller
b. 1Its internal characteristics as both a hardware interface and a
software-firmware system.

It is because of the primary function of the bus controller (i.e.,
communication control of the data bus traffic) that considerable care should
be taken in its application. Understanding of its modes of operation (both
the normal and abnormal modes) is essential. 1Its performance and its
robustness with respect to failures are essential to the operational
capability of the entire data bus integration. Since bus controller
hardware (analog, encode/decode and host interface) can be categorized in
the same way as RT hardware, the hardware functional partitioning is
similar, However, the remainder of the bus controller partitioning will be
discussed in the following section because it involves both the hardware and
software aspects of system control design.

3.2.2 System Control Design

There are two separate types of control that must be mechanized for any
information transfer system. Control must be defined for the multiplex
system, which is responsible for communication of data, and for the aviomic
system equipment, which creates the input data, processes the data, and
displays the results of the computations. Both these control features must
be defined by the system engineer, and the resulting design should reflect a
separation of these control mechanisms as much as possible.

The following sections will consider that the system functions are known and
the control mechanism must be developed from four interrelated points of
view: data transfer control, avionic system control, multiplex system
control, and bus controller interface hardware.

3.2.2.1 Data Transfer Control

Most multiplexed avionic systems operate on fixed schedules of data
transfers. The requirements for the scheduling come from the examination of
the largest and smallest minimum iterations and allowable latencies. The

3-14




Asuepunpay asejianuy sng reurwssy Z-ZE ainbr4

TVYNINU3L 3LON3IH HO
H3TTOHLNOD SN8

JOV4HILNI NILSASENS

/40sS3004d

i1Nd1N0 ind1No

/1NdNt /1NdNE
¥300030 ¥30093a
/4300O0N3 /Y¥3Q0ON3
3JAI13034 JAIFOIY
J/LINSNVH.L /LINSNVYHL
SOTVNY 90TVNY

IVNINYIL 310W3Y HO

3OVIHILNI NILSASENS

/H0SS3004d
1Nd1NO/LNdNI
4300030 4300030
/4300ON3 /43000N3
JAI303Y4 3AI303Y
/LINSNVYHL /LIWSNVYHL
90TVNY 90TVNYV

H3ITTOHLINOD SN8

TVYNINY3IL 310W3Y HO
H3T70HANOD SN

IOVIHILNI WIALSASENS

/40SS3004d

1NdiNO/1NdNI

¥300230/43Q0IN3

3AI13034
/LINSNVHL
90TVNY

3A1303Y
{1INSNVHL
90TVYNY

4

-

A
pe

4

-~

3-15




slowest iteration rate, which is the least common multiple of the faster
iteration rates, is normally defined as the major cycle (see fig. 3.2-3).
Over the course of a major cycle, all periodic transmissions occur at least
once and all periodic computations occur at least once. Some exceptions do
exist if the iteration frequency is very low (such as Ralman filtering once
per 6 sec, or periodic built-in-test functions once every 10 sec). The
minor cycle is normally the frequency of the most rapidly transmitted
periodic data. Typical major frames are 1 sec in length, while minor frame
lengths can be binary (2N/gec) or decimal (10N/sec) with common values
being 1/128, 1/64, 1/50 sec, etc.

MAJOR FRAME
r - ™
MINOR MINOR MINOR MINOR
CYCLE CYCLE ———— CYCLE - CYCLE
NO. 1 NO.2 NO. X NO. N

Figure 3.2-3. Major and Minor Cycles

For example, if the major frame is 1 sec long and there are 64 (fs) minor
cycles, then each minor cycle is 1/64 sec or 15.625 ms long. Each periodic
message would occur at least once each major frame, up to a maximum of 64
times. If a transaction needed to occur eight times per second, it must
occur during one of the first eight minor cycles (64/8 = 8) and every eight
minor cycles thereafter. The minor cycle in which the first message occurs
is known as the "phase,” while the repetition rate is its "period."

In the example of a tramsaction occurring eight times per second, shown in
table 3.2-1, if the first transaction occurred in minor cycle 3 (the phase),
later transaction would occur in minor cycles 11 (i.e., 8 + 3}, 19, 27, 35,
43, 55, and 63.

Aperiodic messages in avionic systems are rare. They are based on
conditional events and are used to initiate other conditional events. The
conditional events relating to aperiodic messages might be a requirement to
present a display to a crewmember within X-milliseconds of keyed in commands
or keyed in requests for data. Another example of a conditional event
relative to an aperiodic message might be a requirement to acquire data in a
data buffer before it is lost because of new data being inputted in the
buffer, This case is typical for keystrokes from keyboards. In addition to
nonmachine interfaces, certain data acquisition requirements may be imposed
by avionic sensors (weapon delivery, threat warning, etc.). The system
designer must know these system data transfer requirements in order to
transfer these to the control software, application software, and subsystems
that support the required transfers, Close association and cooperation of
engineering groups responsible for defining the system functions, system
architecture, and data transfer requirements will reduce rework and errors.
Once the data communications have been defined and once the functions have

been allocated to line-replaceable units, the data can be grouped into
messages., There are several practical rules in establishing message
contents and scheduling. The analysis tools discussed in section 3.2.4. and
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Table 3.2-1. Message Frequency Table

Times per major frame Period Possible phases
transaction occury that could occur

1 64 1,2,3,...64

2 32 2,4,6,...32...64

4 16 4,8,12,16,...32...60,64

8 8 8,16,24,32,...56,64

18 4 16,32,48,64

32 2 32,64

64 1 1

appendix B will aid in this process. Several general points can be made
about the grouping of data into messages:

a. Do unot attempt to group fumi tionally dissimilar information together to
minimize the overhead unless necessary.

b. Provide spare capacity in the message sizing and allocations to
terminals (maximum message is 32 words and 30 subaddress). Just as
functions grow during design and development, so do the communications
between functions.

c. Bit packing of data greater than 1 bit should not be done unless
necessary. Packing and wunpacking takes both time and hardware
complexity (e.g., 8-bit analog data should not be packed 2 to a word or
discretes packed in with analog data).

d. Attempt to isolate data (functions) that are likely to change over the
life of the avionic system from other basic avionic messages to allow
for the minimization of disruption of messages because of future
modifications.

3.2.2.2 Avionic System Control and Multiplex System Control

MIL-STD-1553 requires that the multiplexed data transfers be initiated and
controlled by a bus controller. Each transmission is either a combination
of the 1553 protocol and avionic data formatted into 16-bit words or it is a
transmission of 1553 protocol without avionic data. The requirements for
response time, data rate, and format have imposed requirements on the 1553
terminals that require the bus interface unit to be a distinct piece of
hardware possessing certain functions, The system designer must know the
specific characteristics of this bus interface hardware design (may differ
from sensor to sensor or manufacturer to manufacturer) so that the
performance capability of the system can be achieved.

In addition to the normal operation of the system, the system designer must
be concerned with bus operation, transmission failures that may occur, the
effect on subsystems that are connected to the data bus by a bus controller
or remote terminal failure, or the effect of multiplex hardware failure.
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Each type of failure will interfere with normal data transfers of the
avionic system. The following section discusses requirements that must be
defined for certain hardware failures or software errors.

3.2.2.2.1 Avionic Data Transfers and Avionics Control

The types of avionic data transfers that are defined and allowed by 1553B
are briefly described below. Each data transfer will also include some
multiplex system control information, but that part of the discussion will
be deferred to section 3.2.2.2.2. The data found in avionic data transfers
will be a combination of avionics control-related actions, such as flags
that indicate that & 3ubsystem is initialized, or engineering measurements,
such as pitch angle in radians, The multiplex bus is entirely appropriate
to effect avionic system control as well as avionic data transfer.
Therefore, the normal functioning of the avionic system and the monitoring
of its status can and should be accomplished via data bus transfers.

The types of data transfers available to the system designer are as follows:

a. Remote terminal to bus controller. This type of data transfer is used
to get data to the bus controller. The bus controller is usually a
mission computer, fire control computer, navigation computer, etc. As
such it requires data from several sensors such as air data, inertial
navigation system or inertial measurement unit, radio navigation, etc.,
to perform its assigned sensor computational functions. Therefore, its
assignment as bus controller is natural. It will initiate the requests
to the remote terminals for the data that the processing software
needs. The data needs of the mission computer's assigned processing
tasks establishes the requirements for data transfers to it from other
sources (terrinals) on the bus.

b. Bus controller to remote terminal. Typically these types of data
transfers are again related to the role of the processor, which has the
bus control function. A mission computer may have the requirement to be
the data source to sensors, providing such data as position update to an
INS, or the requirement to transmit display parameters to a graphics
generator. The mission computer often serves as the processor to effect
weapon system control, such as fire control, in which case it is
controlling both the multiplex system and computing parameters for
target designation, weapon initialization, etc. In this case,
controller-to~remote terminal transfers are data transfers from the fire
control computer to the remote terminals, which contain the interfaces
to target designators, stores, etc.

The two types of data transfer described in a and b may also be used as a
method of central distribution in which data are taken from a remote
terminal to the bus controller and then reformated and retransmitted to
other locations.

c. Remote terminal to remote terminal. The bus controller does not need to
receive and retransmit all data even though it is in coantrol of the
bus. An important class of data transfers is the direct transfer of
data from one remote terminal to another, which can be used if the
processor that contains the bus controller is not involved in the
processing of the data and if reformatting is not required. 1In avionic
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systems that employ more distributed processing (e.g., CADC, INS on the
bus), the additional processing capability at those terminals can be
used to select and format data for remote terminal-to-remote terminal
data transfers.

d. Broadcast. The broadcast data transfer is an option ¢f 1553B, which is
not currently in use in military airplane avionics. Broadcast allows
the simultaneous transmission of the same data to more than one remote
terminal. The broadcast information transfer format may be used for
avionic data transfers in the following cases: (1) when significant
gains in processing reduction or bus message traffic are needed and (2)
when the command/response validation feature of each message is not
required. For example, broadcast of roll and pitch data for airplane
flightpath control to a dual-, triple-, or quad-redundant flight control
system may serve to simplify both avionics and flight coatrol
interfaces. The use of broadcast can also be effective when identical
data must be transmitted to multiple devices and the latency of serial
transmissions will not meet the computational requirements and the
command/response message validation _feature (per message) is not
required. Note that broadcast does not obviate the determination of
status (e.g., broadcast message received bit in status word), but that
status is not transmitted in response to a broadcasted message. Status
can be determined by separate requests of the controller to individual
remote terminals to determine their recognition of a previously
broadcasted message.

Each unique data transfer must ultimately be identified to the multiplex
system hardware and software by its unique combination of terminal address
and subaddress. It is this feature that establishes the requirement that
the data transfers be organized into messages. Because the decoding of a
subaddress (as well as the terminal address) is usually done completely in
hardware, the assignment of subaddress for each unique data transfer or data
block is normally a system engineer's task. This statement should not be
interpreted that the assignment of subaddresses cannot or should not be
under bus controller software control. For example, the bus controller
software could be used to load a register with a set of subaddresses at the
beginning of a particular wminor cycle. However, the response time
requirements of 1553B (4 to 12 us) will not allow real-time software
decoding of each subaddress. Therefore, it is common during the system
design process to prepare tables that define the complete data transfer
specification by messages for each subsystem on the bus. Entries in the
table are usually as follows:

a. Subsystem name, for example, INU, CADC, radar

b. Subsystem terminal address, viz, a 5-bit binary number, per 15538,
paragraph 4.3.3.5.1.2

c. Data block 1D, viz, a reference to a detailed word-by-word description
of the data

d. Subaddress, viz, a 5-bit binary number per 1553B, paragraph 4.3.3.5.1.4

e. Word count, viz, a 5-bit binary number per 1553B, paragraph 4.3.3.5.1.5
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f. Refresh rate, for example, the rate at which the subsystem updates a
variable

g. Transmit rate, viz, the intended rate, usually stated as a minimum
value, at which the subsystem will be requested to transmit the data

Separate tables are required for transmit and for receive for each terminal,
whether it is a remote terminal or a bus controller, 1If a terminal is a
potential bus controller (such as a backup or an alternate) additional
tables are required to describe its performance during the bus control
mode. The job of the system designer is to define all data blocks that will
be transmitted or received under both normal and abnormal system
conditions. Obviously, these data will be translated into bus control
software; therefore, an exact correspondence between the input and output of
data plocks and the use of the data must exist.

3.2.2.2.2 Multiplex System Control

Every data transfer via the 1553B bus contains multiplex system control
information in accordance with the 1553 protocol. For the system designer
to increase the control capability, two options exist that will affect the
hardware and software designs: (1) whether additional data transfers shall
be used that are dedicated to the multiplex system management, and (2) how
much of the optional multiplex management capability will be used. In
addition to the status word, which is routinely received, 1553B provides for
"mode control,"” which according to paragraph 4.3,3.5.1.7 "... shall only be
used to communicate with the multiplex bus-related hardware, to assist in
the management of information flow, and not to extract data from or feed
data to a functional subsystem."

The "types of data transfers" discussed previously are "information transfer
formats" according to figures 6 and 7 of 1553B and are described in
paragraph 4.3.3.6 of the standard. The definition of the words in the data
transfers is in paragraph 4.3.3.5 of the standard. The most common use of
these information transfer formats (really message formats) is the
command/ response formats of figure 6. Note that as a result of using any of
these formats, the controller will receive status. Evaluation of the
mandatory status word, if received, will establish whether operation of the
multiplex system is normal and will indicate that no subsystem failures have
been detected.

The evaluation of the status word, if received within the response time of
1553B is divided between the multiplex hardware and software. Nine status
bits are available for use, of which two are required and the other seven
are optional. Multiplex hardware will evaluate the status word and if none
of the flags in the status word are set to logic one, normal operation is
ensured. All unused optional status bits are set to logic zero. Although
it is the responsibility of the remote terminal to evaluate its own abnormal
status and take appropriate action, 1553B does not allow the status word to
be reset by the remote terminal independently. Bus controller action is
required to reset the previous status. This is accomplished by the

reception of a valid command to the RT, which does not request certain mode
code data.
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Once the status word is decoded, it will normally be examined by hardware to
determine if any of the bits are logic one. The results of finding a logic
one usually causes an interrupt so that error detection software can be used
to evaluate which status flags have been set. If the status word is not
received, hardware will normally indicate nonreception of status word to the
software via an interrupt. The system engineer should be a.are that certain
decisions (like those of interrupt) regarding bus controller operation are
open to hardware and software partitioning and may differ depending on the
manufacturer. Therefore, system performance can be affected by the approach
chosen to mechanize the bus controller.

The majority of the optional mode codes assist in multiplex and avionic
system management if flags in the status word are set or if the status word
was not received. The use of the mode codes is quite dependent on the
system architecture and the system control that is implemented. The 15 mode
code definitions in 1553B, paragraphs 4.3.3.5.1.7.1 through 4.3.3.5.1.7.17,
should be reviewed to de'2rmine if any are appropriate for a particular
multiplex system applicaticn. The uses of these mode codes are discussed in
the following paragraphs.

3.2.2.2.2.1 Bus Communication Control Mechanization

The basic philosophy of the information transfer system is that it operates
as a transparent communication link. Obviously, the information transfer
system requires management that introduces overhead into the transmission of
data. The command words, status words, status word gaps, and message gaps
provide this capability. Within the command word, the mode codes provide
this management capability. The mode codes have been divided into two
groups: mode codes without a data word (00000 to O11ll) and mode codes with
a data word (10000 to 11111). The use of bit 15 in the command word to
idencify the two types was provided to aid in the decoding process. Also,
the use of a single data word instead of multiple data words was adopted to
simplify the mode circuitry. Generally, with these two types of wmode

commands, all management requirements of an information transfer system can
be met.

Each of these mode codes will be discussed with respecc to the bus
communication control. The first four mode codes are used during normal
system operation and the remainder are primarily used for error management
of the information transfer system. The system designer must decide which
of these mode codes should be implemented for the control of the information
transfer system. Good engineering design practice is defined in table 3.2-2
for each element of the data bus system with respect to information formats
and mode codes. This capability will provide the designer the flexibility
to provide additional control mechanisms that may be required during the
growth of the multiplex system or during modifications that occur over the
life of the vehicle.

The following is a brief description of each mode code and its use:

a. Dynamic bus control. The dynamic bus control mode command (00000) is
provided to allow the active bus controller a mechanism (using the
information transfer system message formats) to offer a potential bus
controller (operating as a remote terminal) control of the data bus.
This mode command would be the primary way of transferring control from
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Table 3.2-2. Bus Element Capabilities

Capability é . ct? ,5’
£/$/8s
355§
8/§3
WA
SEES

1. Information transfer formats

a. Controlier to remote terminal X| X 1 X[ x| X X| X[ X X

b. Remote terminal to controiler X X | X|[x] X {x|X}|] X X

c. Remote terminal to remote terminal X X | X[x| X | xi{X]| X X '

d. Mode command without data word X X | X X|{X]|] X X

e. Mode command with data word (transmit) | X XX XX X X

f. Mode command with data word (receive) X X X! X X
2. Broadcast information transfer formats

a. Controller to RT(s) transfer X X[{X] X X

b. RT to RT(s) transfer X X[ x| X X

c. Mode command without data word X XX X|{X| X X

d. Mode command with data word X X | X X X
3. Mode codes

a. Dynamic bus control X

b. Synchronize X X {X

c. Transmit status word X[ X | x|x| X | x}|X| X X

d. Initiate self-test X XX

e. Transmitter shutdown X X X X

f. Override transmitter shutdown X X X X

g. Inhibit terminal flag bit X X { X X X

h. Override inhibit terminal flag bit X X | Xx X X

i. Reset remote terminal X XX

j. Transmit vector word X X | X X X

k. Synchronize X X X

I. Transmit Jast command X X | X X X

m. Transmit bit word X X1 X

n. Selected transmitter shutdown X X X

o. Override selected transmitter shutdown X X X
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one nonstationary master to another. Only the single receiver command
request {unique address) is allowed to be issued by the active bus
controller. The response to this offering of bus controller is provided
by the receiving remote terminal using the dynamic bus control
acceptance bit in the status word. Rejection of this request by the
remote terminal requires the presently active bus controller to continue
offering control to other potential controllers or remain in control.
When a remote terminal accepts control of the data bus system by setting
the dynamic bus control acceptance bit in the status word, control is

relinquished by the presently active bus controller and the potential
bus controller begins bus control.

Synchronize. This mode code informs the terminal(s) of an event time to
allow coordination between the active bus controller and receiving
terminals. Synchronization information may be implicit in the command
word (mode code 00001) or a data word (mode code 10001) may follow the
command word to provide the synchronization information. This
synchronization information is frequently a minor cycle number or a
systemwide time base. This mode code may be broadcast, which allows
simultaneous transmission of the command to all applicable remote
terminals.

Transmit vector word. The transmit vector word mode code (10000) is
associated with the service request bit in the status word and is used
to determine specific service being required by the terminal. The
service request bit and the transmit vector word are the only means
available for the terminal to request the scheduling of an asynchronous
message if the terminal has more than one service request. The message
format for this single-receiver operation contains a data word
associated with the terminal's response.

The next two mode codes to be discussed are used in handling message error
conditions.

a.

Transmit last command. The transmit last command mode code (10010) is
used in the error handling and recovery process to determine the last
valid command received by the terminal, except for this mode code. Also
this mode code will not change the state of the status word. The
message format associated with the single receiver last cowmand word
contains a data word from the responding terminal. The data word
contains the previous 16 bits of the last valid command word received.
Notice that this mode command will not alter the state of the receiving
terminal's status word, thus allowing this mode command to be used in
error handling and recovery operation without affecting the status word,
which can have added error data.

Transmit status word. The status word associated with mode code (00010)
contains the following information:

a. Transmitting terminal address
b. Message error bit

c. Instrumentation bit

d. Service request bit

e. Broadcast command receive bit
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a.

b.

f. Busy bit
g. Subsystem flag bit
h. Terminal flag bit

The status word is the normal means by which the bus controller acquires
updates as to the functioning of the data transfers and the equipment
that affect the data transfers. The use of each of these status bits is
discugsed below.

Message error bit. The message error bit is set to logic ome to
indicate that one or more of the data words associated with the
preceding received message has failed to pass the message validity
test. The message validity requirements are:

1. Word validation. Word begins with valid sync, Manchester II code
correctly received, 16 data bits plus parity and word parity, odd

2. Contiguous words within a message

3. Address validation. Matches unique terminal address or broadcast
address

4. Illegal command. A terminal with the illegal command detection
circuitry detects an illegal command

L The status word will be transmitted according to the 1553 message formats,
if the message validity requirements are met. When a message error occurs
in & message format, the message error bit will be set in the status word
and the status response wi-hheld.

Instrumentation bit. The instrumentation bit in the status field is set
to distinguish the status word from the command word. Since the sync
field (3 bits) is used to distinguish the command and status words from
a data word, a mechanism to distinguish command and status is provided
by the instrumentation bit. By setting this bit to logic zero for all
conditions and setting the same bit position in the -ommand word to a
logic one, the command and status words are identifiable. If used, this
approach reduces the possible subaddress in the command word to 15 and
requires subaddress 31 (11111) to be used to identify mode commands
(both 31 and 32 are allowed). If not used for this purpose, the bit
will remain set to logic zero in the status word for all conditions.

Service request bit. The service request bit is provided to indicate to
the active bus controller that a remote terminal requests service. When
this bit in the status word is set to logic one, the active bus
controller uses a mode command (transmit vector word) to identify the
specific request, if the terminal has more than one service request.

Broadcast command receive bit. The broadcast command receive bit is set
to logic one when the preceding valid command word was a broadcast
command (address 31). Since broadcast message formats require the
receiving remote terminals to suppress their status words, the broadcast
comnand receive bit is set to identify that the command was received
properly. The broadcast command receive bit will be reset when the next
valid command is received by the remote terminal, unless the next valid
command is transmit status word or transmit last command.
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Busy bit. The busy bit in the status word is set to logic one to
indicate to the active bus controller that the remote terminal is unable
to move data to or from the subsystem in compliance with the bus
controller's command. A busy condition can exist within a remote
terminal at any time, causing it to be nonresponsive to a command to
send data or unable to receive data. This condition can exist for all
message formats (control and data). In each case, except the broadcast
message formats, the active bus controller will determine the busy
condition upon status response. In the case of the broadcast message
formats, this information will not be known unless the receiving
terminals are polled after the broadcast message requesting their
status. If the status word has the broadcast receive bit set, and the
busy bit is not set then the message was received.

Subsystem flag bit. The subsystem flag bit is provided to indicate to
the active bus controller that an embedded subsystem fault condition
exists and that data being requested from the subsystem may be invalid.
The subsystem flag may be set in any transmitted status word as part of
the message format (control and data). In standalone remote terminals,
which may interface with multiple subsystems, the subsystem flag bit is
logically OR'ed to form a single status bit input. The investigation of
the invalid subsystem will be accomplished by the active bus controller
using normal message communication to establish the necessary course of
action, It is important to mnote that this analysis by the bus

controller cannot be accomplished using mode command (e.g., transmit BIT
word) .

Dynamic bus control acceptance bit. This bit is provided to indicate
the acceptance of the bus controller's offer by the active bus
controller to become the next bus controller. The offer of bus control
occurs when thke presently active bus controller has completed its
established message list or if allocated time has been exhausted and it
issues a dynamic bus control mode command to the remote terminal that is
to be the next potential controller. To accept the offer the potential
bus controller sets its dynamic bus control acceptance bit in the status
word and transmits the status word,

Terminal flag bit. The terminal flag bit is set to a logic omne to
indicate a fault within the remote terminal. Obviously, the terminal
flag bi: will encompass many more functions in a standalone remote
terminal than in an embedded terminal. GCenerally, embedded terminals
will have limited terminal electronics compared to standalone terminals;
however, the reporting of terminal failure to the active bus controller
is necessary in both cases. This bit is used in connection with three
mode code commands:

1. Inhibit T/F flag
2. Override inhibit T/F flag
3. Transmit BIT word

The first two mode code commands deactivate (inhibit terminal flag) and
activate (override inhibit terminal flag) the functional operation of the

bit.

The transmit BIT word mode code command is used to acquire more

detailed information about the terminal's failure.
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Five mode codes are used to manage terminals because of abnormal operation
or as a means of checking each terminal built-in-test circuitry.

a.

Initiate self-test. The initiate self-test mode command (000I1) is
provided to initiate built-in-test (BIT) circuitry within user
terminals. The mode code is usually followed, after sufficient time for
test completion, by a transmit BIT word mode command yielding the
results of the test, The message formats provided to initiate this mode
command allows for both individual requests and multiple requests.
Notice that the initiate self-test mode command is associated with the
multiplex system terminal hardware only. This mode code can be used
during system initialization as well as during the recovery procedure
after a multiplex system failure.

Transmit bit word. The transmit bit word mode command (10011) provides
the BIT results available from a terminal as well as the status word.
Only the single receiver request is allowed by the active bus
controller. The internal contents of the BIT data word are provided to
supplement the appropriate bits already available via the status word
for complex terminals. Notice that the transmit bit word within the
remote terminal shall not be altered by the reception of a transmit last
command or transmit status word mode code received by the terminal.

This allows error handling and recovery procedures without changing the
error data recorded in this word.

Reset remote terminal. The reset remote terminal mode code (01000)
causes the addressed terminal to reset itself to a power-up initialized
state. This mode code may be transmitted to an individual or to
multiple terminals. This command may be requested to be issued during
system initialization as well as during error recovery.

Inhibit terminal flag. The inhibit terminal flag mode code (00110) is
used to set the terminal flag bit in the status word to an unfailed
condition regardless of the actual state of the terminal™ being
addressed. This mode code is primarily used to prevent continued
interrupts to the error handling and recovery system when the failure
has been noted and the system reconfigured as required. Commanding this
mode code prevents future failure notifications that normally would be
reported using the terminal flag in each subsequent status word
response. The message format associated with the mode code allows for
both single receivers and multiple receivers to respond. No data word
is required with this mode code.

Override inhibit terminal flag. The override inhibit T/F flag mode
command (00111) negates the inhibit function thus allowing the T/F flag
bit in the status response to report present condition of the terminal.
This mode code can be transmitted by the active bus controller to both

single and multiple receivers. There is no data word associated with
this rode code.

Four mode code commands are provided to control transmitters associated with

terminals in 1 system. These commands can be sent to a single receiver or
broadcasted to multiple users,
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a. Transmitter shutdown. This mode code (00100) is wused in a
dual-redundant bus structure where the command causes the transmitter
associated with the redundant bus to terminate transmissions. No data
word is provided for this mode.

b. Override transmitter shutdown. This mode code (00101) is used in a
dual-redundant bus structure where the command allows the transmitter
associated with the redundant bus to transmit when commanded by a normal
bus command initiated by the active bus controller. No data word is
provided for this mode code.

c. Selected transmitter shutdown. This mode code (10100) is used in a
multiple (greater than two) bus structure where the command causes the
selected transmitter to terminate transmissions on its bus. A data word
is used to identify the selected transmitter.

d. Override selected tramsmitter shutdown. This mode code (10101) is used
in a multiple (greater than two) bus structure where the command allows
the selected transmitter to transmit on its bus when commanded by a
normal bus command initiated by the active bus comtroller. A data word
is used to identify the selected transmitter.

3.2.2,2.2.2 Bus Controller Mechanization

The stationary master implementation has been the primary focal point in the
discussions. The reason for this focus is that the nonstationary master
control mechanism is identical to the stationary master with the exception
of two areas: (1) transfer of control from one terminal to another and (2)
error handling and reconfiguration. These two distinct areas will be
discussed in this section.

3.2.2.2.2.2.1 Transfer of Control Example

The stationary master does not relinquish control unless it is unable to
perform the normal bus controller functions. In contrast to this the
polling nonstationary must relinquish control. The time during which an
active controller has control is defined by a maximum length of time that a
controller is allowed to be in control or by a maximum number of messages
that a coatroller is allowed to transmit. These control functions could be
implemented in either the BIU or the controlling processor. The transfer of
control in this example is accomplished using the dynamic bus control mode
code and status return. Therefore, the capability to accept bus control
must be a part of the BIU because of its setting of the status word bit.
The transfer scenario begins when the active bus controller has completed
its established priority message 1list within the allocated system time
constraints. Then, the active bus controller transmits a polling request
message to all potential bus controllers in a sequential fashion. This
message uses a different system-selected subaddress for each potential bus
controller that contains the address of the device and the priority of the
highest queued message. After the polling request messages are collected
from the N potential bus controllers, the active bus controller selects the
highest priority requirements, considering its own requirements, and
transmits an asynchronous message to the monitor containing the selected bus
controller and the results of the responses received from the potential
controllers. The active bus coutroller then transmits the dynamic bus
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control mode command to the next controller. The receiving terminal
responds with its status word setting the dynamic bus control acceptance
bit. Upon receipt of the status word the transmitting unit ceases being the
active bus controller and the responding unit takes over active bus
control. The new active bus controller transmits an asynchronous message to
the monitor identifying itself as the active bus controller. It is the
responsibility of the error handling and recovery software in the monitor to
examine the data to determine that the selection was accomplished in the
proper manner. The previously described transfer of control acenario
requires a minimum 100N + 240 us to accomplish, where N is the number of
potential bus controllers. The description of the active bus controller
allocation procedure is the only additional feature provided by the
nonstationary master control scheme. This feature, with its accompanying
message prioritizing, adds a completely new capability to the system
engineer. No longer does message control initiate from one location, but
control is dynamically transferred to multiple locations depending on
message priority. The added control overhead associsted with multiple
active bus controllers must be offset by the advantages of message priority
and decentralization of the control site.

The approach to the nonstationary master mechanization can be implemented in
two distinct ways:

a. The same BIU as is used in the stationary master can be used in the
nonstationary master. This commonality requires that the polling and
exchange of control be performed in software.

b. The polling and exchange of control could be performed by the BIU and
additional hardware.

The software to control the nonstationary master is equivalent to the
stationary master software with the following additions:

a. The capability to perform polling as the master
b. Transfer ond acceptance of control as a normal operatiomn

c¢. The capability to create a polling response that corresponds to the
highest priority message ready to be transmitted

d. A message structure or message type that reflects the priority of data
so that the polling response can reflect the proper priority

e. Only a single nonstationary master must be responsible for minor cycle
updates.,

The modules that are affected by the polling of potential bus controllers
for transmission priority are as follows:

a. The active bus controller must interrupt the flow of normal message
transmissions by completing a message sequence to perform a polling of

other controllers, selecting a new controller, and turning control over
to it.
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b. Each controller will be an active bus controller as in the stationary
master, but only one controller will perform timekeeping services and
broadcast of minor cycle updates. It therefore is the duty of the level
controller (master) to determine that all of the controllers have
completed their message transmissions and thus all have the lowest
priorities when polled.

c. The priority of a controller needs to be recomputed after each message
sequence and upon the generation of a trigger message.

The structure of the message lists would have to be different from the
stationary master, and minor cycle update would have additional duties since

each minor c¢ycle could imply a new set of priorities and messages to
transmit.

The operation of the bus controller polling software would require each
controller be assigned a priority subaddress containing the priority of its
highest message to be transmitted so that when the current controller
performs the polling sequence, each priority is sent to the proper message
location in the poller. Once the last device has been polled, the
controller is interrupted to perform the priority computation. The first
step in the priority computation is to determine the priority of the next
message sequence from the controller itself. The priority of the sequence
is determined by examining the message sequence list and the sequence
counter. This priority is entered into the controller priority (output)
message, as well as in the appropriate input priority location for inclusion
in the system priority computation for all the controllers. Next, the set
of priorities is examined and control is passed to the highest priority
controller. If a tie occurs, the control is passed to the highest priority
device with an address higher than the present controller. This algorithm
should ensure that, by passing control to the next numerical address, each
controller will have an equal opportunity to transmit its messages at a
given priority level. This approach does require that the message
structures be altered from the stationary master and some additional tables
added. The message sequence table is a set of static tables that contains
the priority of each message sequence to be transmitted, the beginning
address of that sequence, and an indication of whether that entry is a
pointer to the next message sequence table. Some tables are altered for
asynchronous message sequence table, which is dynamically built as
asynchronous messages are created that are not trigger messages. Trigger
messages receive priority treatment and will go to the head of the
transmission queue (via alteration of the BIU next-message register) and
alteration of the controller's priority to the trigger priority. At the end
of each message sequence is a link to the polling sequence of messages.
These messages collect the controller priorities and interrupt the current
bus controller when the polling sequence is complete.

The processing of the polling sequence, wusing a BIU designed for a
stationary master sequence of operations, is much more complicated and
inefficient than if the polling were done by additional BIU hardware. An
alternative design of a BIU or additional hardware would permit the BIU to
control the polling and transfer of control and would require no subaddress
to be allocated for the polling process. The interface between the BIU and
the executive would be essentially the same as the stationary master with
the exception that each message would have a priority attached to it. To
accomplish this the BIU must perform the following functions:
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a. Poll each BIU and determine the highest priority controller. This
function could be performed with the aid of a sequence of control
messages that the BIU could interpret to determine which devices should
be polled and the order of polling (which could potentially simplify the
selection algorithm). The priority request would be a mode code and the
status response could contain a data word which included a three bit
priority code. One desirable feature of this mechanism is that the ITS
control and data remain separated in contrast to the first
implementation described.

b. Offer the bus control to the highest priority controller, including
itself. This process is also done via a mode code and notifies the
monitor of the bus selection.

¢. A BIU must accept a bus offer and begin processing its message list.

d. The BIU must count the number of words transmitted so that the
transmission sequence does not exceed a count that is loaded at BIU
initialization. Once the count or the messages are exhausted then BIU
must commence a polling sequence. The priority of the BIU that was just
in control will be equal to the priority of the next message ready to be

transmitted or be the lowest priority, which indicates that it has no
messages ready to transmit.

The executive functions need not be concerned with whether or not they are
currently in control. The BIU can interrupt when it needs servicing as
either an active controller or as a remote controller, and the combination
of the interrupt and BIU registers available to the processor can indicate
whether the BIU is in the control or remote mode. Asynchronous messages
will be attached to the bottom of the transmission list with the exception
of trigger messages. Those messages will go to the top of the message
list. When the message list is being altered, the BIU should not be allowed
to access it., This restriction implies that the BIU should be stopped for a
generally synchronously operating system and a semaphore should be used in a
generally asynchronous operating system (i.e., whether to use a semaphore to
lock the access to the message list or to stop one of the processes
accessing the list depends on the frequency of change of the list).

Another form of nonstationary master mechanization is round robin. The
round robin transfer scenario may be the same as for the polled scenario,
with the exception that the polling process is omitted. The last sequence
of message to be transmitted will be the transfer-of-control handshake. The
same conditions that apply to stationary and polled nonstationary will apply
to the round robin transfer mechanism, However, the discussion of whether
to perform the handoff in hardware or software assumes less significance.
The control transfer could (and should) be easly handled by hardware. The
internal status register of the BIU, should provide bits indicating whether
the BIU (1) is able to become the controller, (2) is currently operating as
a bus controller, or (3) is commanded to begin operating as the bus
controller (for initialization and error recovery).

3.2.2.2.2.2.2  Error Handling and Reconfiguration

The transfer of control creates a new set of error conditions for the
nonstationary master that does not exist in the stationary master mechaniza-
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tion. All three information transfer systems use several hardware, software,
and system error checking procedures to detect errors. The following
additional system momitoring checks are required for the nonstationary
mechanism to transfer control.

a. Bus controller handover failure. This failure leaves the system with no
active or multiple active controllers and occurs when the bus controller
allocation procedure is not accomplished as required. This causes the
system to stop.

b. Failure of an active bus controller to hand over control. This failure
causes the system that is designed for a nonstationary master control
scheme to revevt to a stationary master. The problem with this failure
is that the active bus controller has limited bus control information
(for its own communication needs only) so the system operates in a
limited (possibly useless) conditiom.

c. Failure to control (by a terminal with bus control potemtial). This
failure would indicate that a potential bus controller was not accepting
or requesting control during a minor cycle when it should have message
traffic. The problem with this failure is that the devices under the
control of this controller cannot acquire or distribute data so they
appear failed.

d. Failure to choose the proper next potential bus controller. The
allocation procedure for the selection of the next active bus controller
is being violated in this failure mode. The problem with this failure
mode is that time-critical messages may not be serviced consistent with
their needs,

Each of these detected errors must be identified by the terminal, active bus
controller or bus monitor. A discussion of several of these failure
mechanisms with example recovery schemes is provided below.

Handover failure occurs when the active bus controller completes its
assigned priority message requirements and fails to transfer control to a
potential bus controller having a higher priority message list. This
failure can be detected by a lack of bus traffic. A distinctive feature of
the polling nonstationary master is the almost constant bus usage. Even
when no data messages are being transmitted over the bus, the active bus
controller is polling the other BIU's to determine if a bus request has been
posted. If an extended period of quiet exists on the bus, there may have
been a handover failure and the bus lacks a controller. The monitor could
for example pursue recovery by tramsmitting an asynchronous message to the
active bus controller, causing it to relinquish control. 1If it succeeds,
control would be offered to the same BIU for a second time. If control is
accepted, recovery 1is complete. Otherwise, the system would be
reconfigured. If, during a prespecified length of time, the same BIU again
gains control of the bus and fails to transmit, the monitor would
reconfigure that BIU out of the system.

3.2.2.2.2.3 Hardware Failures and Software Errors

Provision must be made during system design to handle errors in data
transmission, power transients, hardware failures, and data errors. The
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1553 data bus, with its prescribed protocol and hardware characteristics,
provides superior transmission error detection capability, but the standard
allows the system designer to select the remedial course of action to be
taken if an error is detected. The 1553 requirements that are applicable to
this discussion are:

1553B requirements Comments

4.4.1,1 Terminal word validation

4.4.1.2 Terminal transmission continuity

4.4.3.1, 4.4.3.3, and 4.4.3.4 Remote terminal operation--
acceptance and rejection of
commands

4.4.3.5 Remote terminal operation--

response of the status word
after valid data reception

4.4.3.6 Remote terminal operation--

suppression of the status word
after invalid data reception

4.5.2.1.2.4 and 4.5.2.2.2.4 Noise rejection--maximum
allowable word error rate

Determining the requirement for a response to a detected error is difficule,
and no-well accepted guidelines for doing an analysis which shows that one
set of responses is superior to another is available. MIL-STD-1553 gives no
guidance in this area. Therefore, this is an issue that requires study as
well as laboratory investigation (as in a hot bench) to determine both the
effect of a response to a cost effective system.

Errors and hardware failures can be classified into reasonably exclusive
indications. These classifications, general requirements, and responses are
discussed in the following paragraphs, and provide guidance on the
implications of responses to detected failures.

3.2.2.2.2.3.1 Detected Message Completion Failures

MIL-STD-1553 defines word and message validation criteria, which were
referenced above. If the multiplex terminal hardware detects either an
invalid word (1553B, par. 4.4.1.1) or a transmission discontinuity, (15538,
par. 4.4.1.2), the word and message is to be considered invalid. The
standard does not specify what hardware characteristic or software process
will define that the already received word, words or message is invalid and
that it will not be used. Nor is there a mandatory requirement in 1553 that
any investigation at all be instituted on detection of an invalid word or
message. The common terminal requirements apply to terminal hardware
operation as bus controllers, bus monitors, and remote terminals. With
respect to a remote terminal, 1553B says: '"Any data words(s) associated
with a valid receiver command that does not meet the criteria specified in
4.4.1.1 and 4.4,1,2 or an error in the data word count shall cause the
remote terminal to set the message error bit in the status word to a logic
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one and suppress the transmission of the status word. If a message error
has occurred, then the entire message shall be considered invalid.'" Notice
that the requirement is that the entire received message be considered
invalid. This message invalidation requirement may cause some systems
(i.e., EMUX) a problem. Since the EMUX systems usually have bit-oriented
data rather than word or multiple words (message) oriented data, errors in a
word following the reception of good data will invalidate good data. It has
been proposed that such a system invalidate all data words from the failure
to the end of the message and use previously good data words. This approach
however, has not been allowed. Regardless of the approach, some system
mechanisms will store the data and then tag the message as being invalid,
others will not allow the user to receive the data. In the first case, it
is the responsibility of the user to examine the message valid indication
prior to wusing the data, however, in the second case, the user must
recognize that the data has not been updated. What the above quote says, in
effect, is that a remote terminal cannot use any part of a message that has
an error. Message completion failures are always detected in a 1553
multiplex system and are known to the bus controller by either the
suppression of the status word or the setting of the message error flag in
the status word. This message error flag removes ambiguity as to whether
the error occurred before the message was validated by the remote terminal
or in the response to the message.

Several points need to be made with respect to defining (or finding) the
requirements imposed on the system with respect to message completion
failures.

a. What indication will the bus controller terminal hardware provide to the
software that indicates a transmission failure has occurred? Usually
this is initiated by an interrupt, which causes software to examine
hardware registers in the bus controller terminal.

b. What automatic retry of the last message does the bus control terminal
hardware implement and to what extent is this under software control?

c. What are the consequences of (1) ignoring the 1lack of message
completion; (2) postponing actionj (3) retransmitting the same message?
This latter question may be important for the case when the message
received at the RT was valid (and therefore used) and the message
completion failure occurred during the RT tramsmission of the status
word or reception of the status word by the bus controller.

d. What mode code usage has been planned for the avionic system? The 1553
mode codes provide a capability for investigating the details of a
message completion failure, Mode code usage is optional, so the system
designer needs to know what mode codes are desired for each RT. It is
degirable that each of the RT have the same capability of response to
mode codes, but because of the availability of different types of
hardware and GFE requirements, it is not always possible to do so.

3.2.2.2.2.3.2 Detected Subsystem or 1553 Terminal Failures

Subsystem or 1553 terminal failures may be detected using built-in test
circuitry. The 1553 standard makes provision for the reporting of either of
these failures by the setting of the subsystem flag bit or the terminal flag
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bit in the status word to logic one. (The use of either of these bits is
optional.) Generally the data output of a subsystem and the BIT or validity
should be provided as a normal output and examined by the software using the
data from that subsystem. Another method of determining multiplex system
performance is by loop testing. Loop testing can be accomplished within a
multiplex system at several levels. One method is for each BIU to examine
its own transmission with its receiver and compare results to determine if
transmission errors have occurred. Another method is to transmit a command
to a remote terminal output circuit and monitor the output with an input
circuit of the remote terminal and report the results to the software in the
bus controller for comparison.

The requirements for action for this class of failures are more apparent
than for message completion failures, because there is no ambiguity as to
the type of failure or its location; that is, given a detection of failure,
what failure was detected and what action should be taken? Again, several
points need to be made with respect to defining the requirements imposed on
the system as a result of such a failure.

a. If dual-redundant buses are used, a terminal failure may be isolated to
one bus. Depending on the capability of the remote terminal hardware
and mode codes implemented, the transmit BIT word mode code can be a
powerful diagnostic aid. Note that this mode code may not be used to
request subsystem built-in-test results. For each fault, the action to
be taken must also be determined, designed for, and implementel by the
system,

b. Determining which subsystem failure caused the subsystem flag is more
complex because there is no mode code similar to transmit BIT word for
subsystems associated with a remote terminal. Polling of the subsystems
connected to the terminal and evaluation of the responses may be
required.

Subsystem or terminal failures can be detected without the use of the
optional terminal or subsystem flags. For example, repeated message
completion failures to a remote terminal via all possible data paths could
be considered as a loss of the terminal functions. Bad data or nonvarying
data from a subsystem may be interpreted as a subsystem failure. System
software (as opposed to bus control software) should be used to detect these
and other failures.

3.2.2.2.2.3.3 Bus Controller Switchover Failures

Bus controller operation in the event of failure is important to an
integrated data bus system. Several methods for switchover to backup bus
controller are being applied in military systems today. The key to
successful backup bus controller design and implementation is the ability to
meet these criteria:

a. Primary bus controller recognizes internal failures and ceases
operation.

b. Backup bus controller recognizes the failure of primary controller
and initiates action to take over control.
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The simplest approach is the bus controller GO/NO GO discrete (see fig.
3.2-5), which is shared between the primary bus controller and the backup
bus controller. Periodically (example, 15.625 to 50 ms), the primary bus
controller must signal the backup bus controller indicating that it is still
in control of the bus and is in good health (i.e., both hardware and
software). An extension to the above approach, that can be added to the
above is a monitor which monitors the data bus for activity. This approach
uses the assumption that extended periods (for example, 120 ms) of no
communication by any user means a primary bus controller failure has
occurred and the backup bus controller needs to be activated.

Another possible bus control failure results in an active bus controller
retaining control of the bus indefinitely. The monitor is capable of
detecting this condition because it is monitoring the system. A scenario is
presented here in which the monitor corrects this condition. In a polling
nonstationary master system, each minor cycle contains at least ome polling
sequence, During this polling sequence, each potential hus controller is
requested its bus ccntrol priority ana sends the active bus coatroller a
message containing a status word and a data word defining its bus request
priority and terminal address. The monitor receives these data in an
asynchronous message from the active bus controller and can thus determine
when a bus controller is requesting the bus. Once a bus request is posted,
bus failure to transfer control during this period indicates either a
dominant or an ineffective active bus controller. When the monitor detects
this condition, it can wait for the next polling sequence and then set its
bus control priority to gain control, causing the active bus controller to
either relinquish control or act to gain direct control. If the monitor
requests control and this fails, the monitor must obtain control directly
(i.e., using an alternate bus and reconfiguring). If the monitor succeeds,
control is offered to the highest priority bus controller. If an
ineffective active bus controller regains control of the bus and fails to
relinquish it, the monitor reconfigures the BIU/PE out of the system.

The monitor must be capable of determining if a bus controller is capable of
gaining control of the bus. To achieve this goal, each bus controller
should gain bus control at least once each major frame for synchronous

MISSION DISPLAY
COMPUTER CONTROLLER
GO/NO GO
DISCRETE
PRIMARY / BACKUP
BUS BUS
CONTROLLER CONTROLLER

Figure 3.2-5. Bus Controller GO/NO GO Discrete
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transmissions. Some potential applications may generate systems containing
a bus controller with no synchronous bus (major frame) requirements. 1If
this situation arises, the monitor must examine the health of the system
using mode control commands to determine if operation is satisfactory. The
monitor is informed as to the cycle each bus controller requires bus control
for synchronous transmission. When this transmission is scheduled, the
monitor will verify that bus control is transferred to that bus controller
and bus tramsactions occur. If control is not transferred, a quiescent
controller is indicated. When the monitor detects this condition, it
follows a reconfiguration process.

The stationary master information transfer system normally contains an
active bus controller to control the normal activity and a backup bus
controller that may either be functioning as a remote terminal performing
avionic functions or simply waiting to assume control. All other system
failures are handled by the active bus controller. In a nonstationary
information transfer system the question arises as to how errors should be
handled for communication and subsystems. It is clear that the current
active controller should perform error retries to specific devices. If
retries fail to accomplish the information transfer, how should the error be
handled? Should it be handled immediately? If the error must be handled
immediately, should each controller be able to handle all errors? It is
doubtful that this should be the case. A controller should be most
concerned about data that affects others, while leaving system control to a
monitor or reconfiguration device.

One advantage of polling/round robin approaches is that the control of
functions and equipment 1is partitioned 1into definable entities. A
controller causes information to be read from one device and written into
another device. The controller must be responaible for the devices it moves
data into, but may or may not have any management control over the devices
it transfers data from. Therefore, when defining a set of controllers,
avionic subsystems, and remote terminals, the data flow should be a primary
consideration when defining the partitioning of control. A controller that
does not control a particular device cculd in this case turn the control
over to the appropriate device controller to deal with that device's
problems. The result of error handling can be broadcast or transmitted as
part of any system device status update. The reasoning for this concept is
that several bus controllers are multiplexing the control of the data bus
rather than using gseparate buses to perform the same communication
function. This case is equivalent to a degenerate hierarchy as shown in
figure 3.2~6.

In addition, each of the terminal's fail-safe capabilities required by 1553B
(par. 4.4.1.3) prevents incoherent constant transmission by any terminal's
hardware. The implication in the system design is that the backup bus
controller must recognize this failure. Since the timeout can be reset,
(see 1553B par. 4.4.1.3) the analysis of what sequence of actions is
appropriate must be done carefully to avoid repetitive resetting of the bus
on which the timeout occurred. This case reduces to total loss of function
and silence at the end of the timeout period or immediate silence.

3.2.2.2.2.3.4 Detected Data Errors by Software

The 1553 data bus does provide superior error detection capability of
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FUNCTION FUNCTION
NO. 1 NO. 2

FUNCTION FUNCTION
NO. 3 NO. 4

Figure 3.2-6. Hierarchical Network (Single Level)

messages intended to be trar'mitted and received. This does not mean that
inherent errors in data are also detected. Therefore, a systems engineer
may need to consider other means of data integrity (data reasonableness
checks, check sums, cyclic redundancy check, echo, etc.). Threse additionmal
data checks beyond reasonableness may be required to provide mission
critical success deta. Certain methods appropriate for defining detected
transmission ervors to the softwave are:

a. Use of "tag¥ words. MIL-STD-1553 establishes requirements on the
terminal hardware design to detect errors in words, message continuity,
or message word count. If errors are detected in word count, the
message is not to be used. Since validation cannot be completed until
the message is completed, hardware designers must make provision either
for buffering and discarding an invalid message or establishing a method
of tagging invalid data. Tag words are generated by some hardware
designs to define the error state of the message. This is an attachment
to the received message in memory. Several approaches to accomplish
this idea have included the mino» cycle number and the number of data
words in the tag wor” along with a validity bit. This allows the
applications software to examine the tag word on all data that it has
received to determine whether the data are valii. The tag word
repre: ents the only indicator of whether the data were received properly
and v--"her they were received during the anticipated minor cycle.

b. Use of error detecting and correcting codes

¢. FEcho crecks of data

d. Mult.ple copies of critical data items. Techniques b, ¢, and d are
related to data that users consider so important that the very small
undetected bit error rate of 1553 (10—12) is not tolerable. These
techniques are not unique to 1553 and have been used in many data system
implementations.

3-39




3.2.2.2.2.3.5 Bus Controller Interface Hardware Mechanization

MIL-STD-1553 allows bus controllers to be implemented as standalone units.
An example of this would be a programmed hardware (PROM or ROM) controller,
with no significant mission management capability. However, all current
designs of bus controllers are of the processor-coupled type. In this type
of hardware configuration, the bus controller is linked to a bus control
function. This bus control processor normally has additional "mission"
processing requirements. The software complexity to implement this bus
controller design is tctally dependent on the sophistication of the bus
controller hardware. That is, the more simple the design, the greater the

software interaction required to process a command or message. Examples of
bus controller capability are:

a. Single word. This most primitive of processor-coupled bus controllers
requirz: software interaction for each and every word of the message.
Though a software routine can be written that specializes in
transmitting words to the bus controller, the message processing burden
remains in the software.

b. Single message. This type of bus controller has the capability of
processing one complete message at a time. The processor software sends
the starting memory address of the message to the bus controller, which,
in turn, performs a DMA into the processor memory for the required
message. The message, including the command word, 1is completely
formatted by the software. The bus transaction is then processed under
direct control of the hardware, which signals the procegsor at the end
of message. The software is then left to examine the returned status
information (status word, etc.) in order to ensure message completion.
In this type of bus controller, the software interaction is lessened by
the added capability within the hardware.

c. Multiple message. This type of bus controller features hardware to
allow processing of more than one message with a single software
action. This means the bus interface hardware can recognize both a
normal message completion and all message completion failures. A set of
messages are structured and their starting addresses are placed into a
table in memory. To initiate processing of these messages, the starting
address of the table of addresses is passed to the bus controller. The
bus controller commences DMAs into the processor memory, stepping
through the table of addresses until either all messages are processed
or an interrupt is generated because of an error. This approach allows
the software to examine status words as they are returned, and an
interrupt is used to identify the completion of the 1list. Though the
software 1is simplified by the added complexity in the hardware,
considerable software activity may still be required for those
applications where message structure or table organization must vary
during the performance of the bus control function. This type of
controller is clearly the most desirable I/0 controller for most
applications.

3.2.3 Establishing an Avionic Data Base

The data source is an important aspect in the development of a data base,
because the data base is made up of existing hardware and software

3-40




descriptions that will be used to predict hardware and software of the
future. If the system designer waited until all hardware and software
designs were completed, there would not be sufficient time remaining for
system integtation. Therefore, certain assumptions are required before
proceeding with the integration process. Obviously, the idea behind the
development of a data base is to limit the assumptions to allow a highly
"usable" data base. This data base would be established on a quantitative
rather than a qualitative basis. The idea of using well-defined equipment
to predict future equipment needs is not a new concept. It has been and
will continue to be used by aircraft wiring and installation designers to
plan airplane layouts. However, these designers are concerned primarily
with wire count and not electrical interface characteristics, but if the
same principle that applies to installations could be applied to the
electrical interface of equipment, with the proper amount of work a data
base could be achieved. .

To show that this concept is an acceptable one, a quick review of some basic
aircraft subsystems is required. The primary subsystems include--

a. Flight

b. Propulsion

c¢. Navigation

d. Payload

e. Aircraft systems
f. Defense

A review of modern~technology vehicles will indicate minor changes in the
aircraft systems aboard these vehicles. These basic generation and
distribution subsystems have seen hardware technology improvements but
generally little changes in the interface characteristics from aircraft to
aircraft. Basic avionics have remained wunchanged functionally and
electronically as have other aircraft systems. Few external interface
changes have occurred although internal-to-box technology improvements have
been significant. One other event that has an impact on the data base is
incorporating existing avionics within a single box. Tuils does little to
the data base other than eliminate the interbox traffic.

Most flight instruments also come wunder tight control by military
specifications and generally have seen only facial changes, not electrical
interface changes over several aircraft models. There have been increases
in the number and type of instruments; therefore, the data base should
reflect this by listing sufficient hardware items for the modern aircraft.
Ti ~re also has been the evolution to a newer type of displays for basic
flight and mission instrumentation (CRT). These instruments integrate many
of the functions previously accomplished by individual instruments iato a
general-purpose {(multifunction) display. Generally, these are digital in
nature and with proper coordination of standards the digital interfaces will
be compatible with the data bus interface. Thus, direct interconnections to
the data bus(es) are reasonable and practical. Flight and propulsion
controls, which have in the past been exclusively analog, have shown little
change over various aircraft models. With the advent of digital flight
controls and with a future trend toward fly-by-wire systems accompanied by
electronic fuel management and engine inlet controls, the trend toward
increased use of digital subsystems in the flight control area is
predictable. These subsysiems will still contain some analog sensors and
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displays, but the type and number will decrease rapidly. System integration
of these new digital subsystems will again be complex unless limited numbers
of well-defined digital interfaces are established.

Based on this brief discussion about the evolutionary aspect of aircraft

subsystems, what ~an be cuncluded? Present production hardware and software :
can be used t¢ simulate future production hardware in the electrical ’
interface area for most aircraft subsystems. Where evolutionary (analog to

digital) steps are being considered within a subsystem, new data should be |
added to the data base to supplement it. This can be accomplished by ‘
updating the data base with developmental hardware and software interface
characteristics. Therefore, the data base will become a mix of the latest
production hardware and software (very-well defined interfaces) and
developmental or preproduction hardware and software (reasonably
well-defined interfaces). Usually, making this substitution is a fairly
simple process because of the functional commonality of the previous sensor
with the new sensors.

Generally, a data base can be described using certain key parameters. Tab'e
| 3.2-3 describes the general data base requirements and how well the
Multiplex Systems Simulator (MUXSIM) and Standard Interface Applicability
Analysis Program (SIAAP) data bases have conformed to the general
requirements,

3.2.3.1 Tools Needed for Data Base Analysis

Two computer programs to assist the designer have been developed under Air
Force Avionics Laboratory contracts. Conceptually, these programs only do
part of the job the designer has always been required to accomplish,
However, through tne use of software simulation, the system designer can be
relieved from the laborious tasks associated with this work, thereby
establishing the design as the decisionmaker rather than data handler.
These programs are the Multiplex Systems Simulator (MUXSIM) and the Standard
Interface Applicability Analysis Program (STAAP). The results of the
operational evaluation of these software systems yielded positive results,
In essence, the operational evaluation proved that these design tools are
necessary to adequately investigate architectural alternatives. Descriptions
of MUXSIM and SIAAP are presented in appendix A.

3.2.3.2 Benefits of Computer-Aided Design Tools

There are several areas where these two simulations can be useful. In the
aircraft industry, three basic groups could be expected to benefit from the
data base and methodology established in simulation programs like these.
Two of these groups are the technology and design organizations involved in
preliminary airplane studies and actual airplane designs using total or
partial sensor integration. Detailed aircraft integration information is
necessary regardless of the 1implementation method (digital box-to-box
communications or data bus system integration). The third group requiring
outputs of these simulation programs is the wire integration designers who
need wire cou-: and signal-type information by subsystem. Presently, this
group uses existing airplane drawings to retrieve data by subsystem. These
data are already available (in more than sufficient detail) from the
automated data base developed for these simulation programs. The data base
can be sorted by subsystem, hardware unit, or connector. Thus, production x
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Tab/e 3.2-3. Data Base Requirements Versus Analytical Tools

Data base parameter

Availghie in SIAAP

Availsble in MUXSIM

Comments

1. Signal number

2. Signal name
3. Origin

4. Destination

5. Reference number
8. Connector pin

7. Type of signal

8. Signal characteristics

Seguencs number

Yes
Source

Sink

Drawing number
Source and sink ID

Class

Signal ID

Yes
Origin LRU code

Destination LRU code

Configuration

Origin LRU number and
pin number and destination
LRU number and pin number

Type

Origin:

® Voltage range, parameter range,

® Scale factor, resolution,
® Quantization,

® Parameter rate of change,
® Update rate, bit rate,

® Signal implication,

® Frequency response

Type

Discrete passive
load requiring

ac (LH), paveive
load requiring

dc (LD), and active
load ac or dc (CD)

Synchronous (LS)
Analog (LA)

impedance (L2)

Current (LC)

Frequency (F)

Source

Logic 1 volitage
Logic 1 impedance
Logic 0 voltage
Logic Q0 impedance

Voltage and source impedance

Voltage range, source impedance,
voltage minimum ac or dc¢

{mpedance range, maximum voitage,
impedance minimum,and R, L, C,or z

Current range, source impedance,
current minimum ac or dc

Frequency range, frequency minimum,
nominal source voitage,
nominal source impedance

Same definition
different title

Same definition
different title

Same definition
different title

Source of data
Same type

Classifies signal by
characteristics (i.e.,

ac analog, dc analog,
discrete, synchronous,

digital)

3-43




pr————————

wire count, wire separation informationm, connector needs, and signal
classification are available in a concise printout.

Since SIAAP and MUXSIM perform similar functions 1in aiding system
integration definitions, it is recognized that the basic SIAAP recorckeeping
and electrical analysis can be combined with the MUXSIM recordkeeping and
data analysis. Then, the system designer would have the capability to run
the full hardware and system integration analysis on a common data base
using one recordkeeping procedure. To accoaplish this, certain input and
output formats would have to be standardized. Such standardization would
produce a library of hardware interfaces that would be useful and reusable.
Since the military is leaning toward more integrated subsystems, such
readily available and accurate definition of GFE hardware interfaces will be
essential to accomplish such tasks. Also, an area that has not been fully

covered is the software task and interrelationships to the data bus
integration.

It is noted that the trend in avionics integration is to standardize on a
single electrical interface (MIL-STD-1553), thus reducing this area of
interface analysis while increasing attention to the data bus analysis
area. However, this is not the case in the integration of other subsystems
(electrical, environmental, hydraulic, etc.) where many electrical
interfaces via remote terminals will continue to exist. Thus, it is
essential that automated tools be available in both of these areas to
provide the most detailed analysis possible early in the integration
program, thereby eliminating the potential of cost escalation and program
schedule delays.

In summary, the following conclusions can be drawn concerning software-aided
design tools:

a. They are complementary to manual analysis and can be an aid in system
definition.

b. The two programs discussed accomplish the task that they were designed
to accomplish.

¢. MUXSIM definitely allows the data network design to be formulated and
verified and its data traffic control constructed via a fully automatic
software tool. The SIAAP program allows the definition of standard

interface hardware requirements for remote terminals in an equally
automated manner.

d. One drawback is that tools like these must be planned for and made
operational prior to the hardware program start.

e. These tools are designed to support integration programs from inception
through operational deployment.

f. Any system integration task could be accomplished more economically
through use of these tools. A typically large aircraft integration
program produces thousands of pages of manually generated documentation
that could have been produced using these software design aids.
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Therefore, the system designer should pay more attention to and plan for the
use of tools like this to aid in the designing of integrated systems.

3.2.4 Data Bus Use Analysis

The use of the data bus resources requires the careful management of this
resource. Since both multiplex system overhead (mode control and BIT), data
bus message format overhead {command/status words) and avionic system data
are involved, an analysis of the bus resources must be started early in the
definition stage of a system and maintained throughout the development and
acquisition period and well in the post delivery time period. There are
some basic analyses which must be accomplished to obtain sufficient
vigibility of resource use. These include:

a. Bus loading. Actual transmissions as a percentage of the maximum
possible (allowable) transmission (both data and overhead are involved
in this calculation)

o Efficiency. The ratio of data bits transmitted to the total number of
bits transmitted

o Latency. The delay time which occurs from the initialization of an
event to the detection and transmission of the event data to its final
destination

The data base analysis tools (SIAAP and MUXSIM) are described in appendix
A. Appendix B first presents example analyses of three multiplex control
mechanisms. The analyses presented illustrate the type of analysis
initially required in a multiplex system design effort. The multiplex
control mechanisms analyzed are:

a. Stationary master
b. Nonstationary master (polling)
c. Nonstationary master (round robin)

Secondly, appendix B presents results of using data base analysis tools for
multiplex system analysis.

3.2.5 Bus Network Modeling

Another important design activity that must be completed early in avionic
system integration is the verification of waveform integrity at the receiver
of each terminal on the 1553 data bus. This is usually done initially by
computer models. Appendix C contains a discussion of the need for models
and two example models.

The first simulation model is the AMUX Subsystem Simulation program package,
which was developed for the B-1 program (contract F33657-72-C-0600). This
model was designed to derive a time-dependent response of a particular AMUX
configuration.

The second simulation model is the AFAL Data Bus Network Simulation. This
simulation program and related verification hardware was sponsored by the
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Air Force Aviouics Laboratory and reported in AFAL-TR-75-209 "Data Bus
Network Simulation." This general-purpose digital computer program provides
the capability to aid in the design and evaluation of complex cable networks.

3.2.6 Life Cycle Cost (LCC) Analysis

The life cycle costs (LCC) of a multiplex system embrace both acquisition
costs and operating and support (0&S) costs. LCC analyses are performed
early in the acquisition phase to help the designer nake decisions on
configuration selection and system performance and to help identify those
system elements whose high costs merit special management and design
attention. LCC analyses are a continuing activity for monitoring and
refining original estimates, for evaluating proposed and imposed design

changes, and for augmenting technical trade studies at finer levels of
detail.

Cost models are generally used to make LCC estimates. The three model types
are forecast sensitivity or parametric, cost estimating relationships (CER),
and accounting. A forecast sensitivity model uses equations developed from
analysis of past experience (e.g., RCA "PRICE" is such a model). It can
predict cost sensitivity to changes in schedule, parts quality, etc. A CER
is an equation that predicts cost in terms of performance or design
parameters (e.g., MTBF, weight, data rate). An accounting model is a set of
equations that express the cost in terms of the estimated actual labor or
materials expended (e.g., design cost as a function of the various man-hours
budgeted for circuit design, breadboard fabrication, laboratory test,
etc.). LCC estimates are usually performed by LCC personnel, who are most
cognizant of applicable models, Thece specialists, who respond to program
office and contract requirements, must be thoroughly briefed on the
multiplex system characteristics in order to make intelligent choices of
models. LCC analysis is therefore a team effort of LCC model specialists
and project engineers. The system engineer must inform the analyist of the
design trade-offs which must be considered, so that the LCC personnel can
evaluate potential models' capability to support these trades. Inputs to
the LCC models are supplied by engineering, finance, and logistic support
organizations depending on the cost model requirements. Complex cost models
may be computerized, so programming support may also be required.

Appendix D describes cost elements in the life cycle, discusses cost models
in terms of both sources and several specific models that may be helpful,
presents a reliability prediction model for airborne multiplex systems, and
discusses reliability cost-optimization.

3.3 MULTIPLEX SYSTEM REQUIREMENTS AND DESIGN SPECIFICATION

Once the multiplex design decisions have been made, they must be documented
as part of the system specifications. A hardware specification, a software
specification, and an interface specification must be documented. The
requirements for hardware and software specification documentation are well
defined in MIL-STD-483 and MIL-STD-490. The interface specification,
however, is a document with content that is oriented specifically to the bus
communication. Each bus communication must be documented at the message
level, the word level, and the bit level. Examples of this documentation
are shown in figures 3.3-1, 3.3-2, and 3.3-3, Figure 3.3-1 describes the
comuand word formats and assigns the entire set of subaddresses used for the
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1553 DATA WORD

TSV . .
1S / Designation: MACR antenna sine roll 40100202

2 ; / Command word designation: NAWD-DEU data
_; c / Word 2 of 7 words

4| O|SIGN

5[ 1|MSB

6| 2

7| 3

8| 4 Format: 2's complement, fractional

9| 5 Units: sine of angle (unit)

10| 6 Maximum value: +0.99996949 }

Minimum value: -1.0
k) P Accuracy: 2° 19 ( ! i
Y value of LSB! L

12| 8 MSB (positive) = 0.5

131 9

14| 10 Orientation:

0.0 corresponds with ““wings level’’

5] 1 +0.5 corresponds with 90-deg right bank

16| 12 -0.5 corresponds with 90-deg left bank

17113

18| 14

19{16]Ls8  J
2| P A !

Figure 33-2. 1553 Data Word Description Example (8-1)
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Radar Set Control Word
MS8

LSB
)1 15 14 13 12 n 10 9 8 7 6 5 4 2 1 0
01 - RCVRGAIN - RDRMODE St -
BITS FIELD DESCRIPTION
UNITS SCALING
15-14 Word ldentifier = 1
13 Spare
12-1Q RCVRGAIN Receiver Gain
1= Level 1
2= Level 2
3= Level 3
4 = Level 4
5= Level 5
6 = Level 6
7 = Level 7
9-8 Spare
7-5 RORMODE Radar Mode
001 = STBY
101 = Mode |
100 = Mode Il
111 = Mode IlI
4.2 Spare
1 Si Signal Integration
0=0n
1=0f
0 Spare
REMARKS
AN/AYK-14 to SDC
Figure 3.3-3 Data Word Description Example
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subsystems. Figure 3.3-2 describes word 2 (as an example) of a 7-word
message. Note that a concise definition of that data word is given in the
format, units, maximum value, minimum value, accuracy, and orientation. An
alternative format for the definition of a data word is specified in figure
3.3-3. In this example, several fields are defined within a particular word
of a particular message.

Another specification oriented specifically toward the data bus is the Data
Bus Interface Requirements. This document, sometimes called the protocol
document, is based oan the MIL-STD-1553 standard and makes more concrete the
bus controller and remote terminal definitions. Addresses for each device,
mode codes that will be used, and requirements for time tagging of data
(e.g., minor cycle numbers) are defined. 1In 1553A, the status field was
undefined; in 1553B the optional status bits require no further definitionm,
but are application dependent.

3.4 MULTIPLEX SYSTEM TEST

Although testing a multiplex system 1is not normally included 1in the
activities associated with system design, except for the preparation of test
requirements, the subject 1is important enough to present some necessary
concepts and current practices. There are some avionics integration design
activities that are supported by laboratory tests (e.g., bus network
modeling). Tests of 1553 aircraft data bus system will take place (1) at
the facilities of suppliers of LRU's with 1553 interfaces, (2) at a '"hot
bench" generally located at the airplane company, and (3) during flight
test. Flight tests will usually be conducted near the airplane company and
possibly at military bases and other locations by the eventual military
using commard. The purpose of this section is to briefly describe hardware,
test procedures, and test philosophy of the various levels of testing that
have been found useful for tests of 1553 data bus systems.

3.5.1 Scope of Tes s

Data bus 1interfaces are not wusually designed, developed, and tested
independently of all other LRU interfaces. Although the discussion centers
on tests of subsystems with 1553 interfaces and system test, it should be
understood that many other design and test activities are required to
successfully complete avionics integration for an airplane. The 1553
terminal design and test form a part of these activities. This is so
because 1553 defines a terminal as: '"'The electronic module necessary to
interface the data bus with the subsystem and the subsystem with the data
bus.” Tests of subsystems connected to the 1553 data bus usually include
verification of interface functions on the subsystem side as well as the bus
side of the terminal.

Design verification tests of 1553 terminals are an important part of system
and subsystem design. Table 3.4~1 is a summary of design procedures. Table
3.4-2 is a summary of test procedure development. Each table is divided
into two parts, procedures for the subsystem side 2s well as the bus side of
the terminal. The procedures presented in the tables should be used to
scope the test activities,
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Table 3.4-1. Design Procedures Guidelines

1. Design procedures for avionic subsystem interface to remote terminal (RT):

a. The Government or the integration contractor will provide the standard interface modules’ (IM) definition
to the avionic contractor, when standard IM’s are used.

b. Contractor will develop the electrical interface definition between the avionic subsystem and the RT IM.
¢. Perform an engineering design of the electrical interface.

d. Manufacture the breadboard to accommodate a standard IM.

e. Develop support test equipment to generate the |M interface input and output signals,

t.  Define acceptance test.

g. Perform acceptance test.

n.  Evaluate test results.

i.  Report out-of-limits conditions for failed test.

;. Apply test results to reevaluate and improve interface performance.

2. Design procedures for avionic subsystem interface to MIL.-STD-1553 bus:
a.  Evaluate interface definition of chosen avionic subsystem,
b. Design and develop the electrical interface definition between the avionic subsystem and the 1583 bus.
c. Design a bus interface unit and subsystem interface.
d. Develop support test equipment to generate the subsystem and bus input and output signals.
e. Define acceptance test.
f.  Perform acceptance test.
g. Evaluate test resuits,
h.  Report out-of-limits conditions for failed test.

i. Apply test results to reevaluate and redesign interface performance.
3.4.2 Typical 1553 Bus Che :wut Systems

The purpose of ~his section is to introduce the types of bus checkout
systems that are frequently used. Generally, there are three classes:

The bench or suitcase 1553 multiplex bus tester
The entire avionics hot bench
The programmed bus monitor for flight test

T e

e}

The bench or suitcase testers may also be used to support troubleshooting
during hot bench and flight tests.

3.4.2.1 Muitiplex Bus Tester and Simulator

A simulator is a versatile data bus test instrument compatible with

MIL-STD-1553 for applications in the engineering labor-tory, in system
integration laboratories, and as a portable instrument f»or fault isolation.

Simulators have full capability to act as a bus controller, both sending and
receiving data bus messages. The simulator will transmit a command word and
a selected number of 16-bit data words. The coumand word is front panel
selectable, and the 16-bit field of each data word is loaded into memory
from the front panel switches. The proper polarity sync patterns and parity
bits are added to each word to provide tha correct word formats.
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Table 3.4-2. Test Procedures Guidelines

1. Methods for devetoping test procedure for remote terminal (RT) to avionic subsystem interface:
Coordinate with interface equipment designers.

Identify subsystem interface requirements.

Determine nominal interface operation.

{dentity error modes and off-nominal operations.

Détermine desired form of test results.

Determine test equipment requirements.

Establish system time lines within protocol constraints.

@ =~ 0 a0 o

Flow chart test requirements.

i. Recommend test procedures.

2. Method for developing test procedure for a MIL-STD-1553 to avionic subsystem interface:
Coordinate with interface equipment designers.

fdentify subsystem interface requirements.

Determine nominal interface requirements.

Identify error modes and off-nominal operation,

Determine desired form of test resuits.

Determine test equipment requirements.

Establish system time lines within MIL-STD-1553 protocol constraints.

Determine MIL-STD-1553 parameters that need testing.

FLO ~® 0 p o0

Recommend test procedures.

Simulators also have the features necessary to receive the message from a
remote terminal, corresponding to the command word address that was
transmitted. The unit will display the status and all data words as
selected from the front panel control switches,

Simulators have diagnostic and off-nominal capabilitv.  Typically, the
following invalid messages ard words can be transmitted to another terminal
to determine its response:

a. Invalid command word

b. Invalid data word

¢. 1Invalid word count

d. Invalid number of bits (usually 15 or 17)
e, Invalid parity

f. Nonvalid manchester encoding

Simulators have the capability to receive and verify valid and 1nvi’
words and messages.

3.4.2.2 Avionics "Hot Bench"

Hot bench is a commonly used term to descri“« a A
laboratory (SDL) or system integration laboratorvy 'S
SDL's provide simulation capability and iata recorii-:
used in the development of avionic hardware and AR
incremental testing of avionics interface., «<.m .
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subsystems such as the radar or stores are used. The simulators provide
realistic inputs and responses so that dynamic conditions may be evaluated
in the laboratory. This is in contrast: to the capability of bench or
suitcase testers, which usually can evaluate only a command and a response.
The simulators in hot benches are a substitute for unavailable hardware, and
an intermixing of prototype or production airplane hardware with simulators
is usually possible. By this means, airplane hardware can be incrementally
added to an avionic system., Whenever the interface is the 1553 data bus,
rapid resubstitution of the simulator for the airplane hardware permits the
isolation of problems or anomalies.

Several benefits of integration with 1553 data buses become apparent during
system test. The data bus approach requires integrating only one electrical
interface per subsystem versus multiple interfaces in the point-to-point
method. The single interface also allows more of the integration activity
to be done at the subsystem level using one special test fixture, which
might be too costly with many unique point-to-point interfaces. Simulating
the data bus interface of subsystems can easily be done using a computer
with a data bus interface as the simulator. The equivalent simulation in a
point-to-point architecture may require several special-purpose interfaces
to be developed. The data bus will also accommodate unexpected integration

problems such as added data words, changes in update rates, and rerouting of
data parameters.

3.4.2.3 Bus Monitor and Airborne Instrumentation

System designers should make provision for the connection of a bus monitor
and avionics instrumentation capability. Provision will usually be a stub
or connection properly terminated when not in use on prototype and test
airplanes. With this connection available, a bus monitor may be used during
flight test to acquire selected bus messages. Recall that 1553B, paragraph
4.4.4, describes bus monitor operation.

4.4.4 Bus Monitor Operation

A terminal operating as a bus monitor shall receive bus traffic and
extract selected information. While operating as a bus monitor, the
terminal shall not respond to any message except one containing its own
unique address if one is assigned. All information obtained while
acting as a bus monitor shall be strictly used for off-line applications
(e.g., flight test recording, maintenance recording or mission analysis)

or to provide the back-up bus controller sufficient information to take
over as the bus controller.

Bus monitors are usually implemented using a digital computer, appropriate
memory for buffering, and magnetic tape for recording. Several suppliers of
bus monitors and airborne instrumentation are qualified for flight test.

3.5 ROADMAP TO MULTIPLEX SYSTEM DESIGN

The purpose of the roadmap is to relate the multiplex system design
activities to a normal defense system acquisition. Multiplex system design
as related to conceptual, validation, and full-scale development phases of a
normal system acquisition is discussed.
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The aircraft avionics of wmodern military airplanes must be viewed as .an
integrated system rather than a conglomerate of functional sensors,
controls, and displays. The data bus integration method forces the system
engineer to perform system—level analysis, because information flow
def1n1t1on is the key element in the orderly integration process. When
using the data bus concept, it is important to realize that a large amount
of the integration is accomplished through software., Therefore, the final
and most critical integration step is performed through the effective
application of flight software (e.g., the software controls the real-time
information flow). Therefore, to avoid schedule delays and cost overruns
that may be associated with insufficient planning for software and computer
systems, it is 1mportant that the critical technical decisions relating to
data bus system integration be made in the phase that supports this
intelligent planning. 1If the military data bus standard (MIL-STD-1553) is
to be effective, its definition in the Program Management Directive and the
Program Management Plan is essential. The system acquisition life cycle
provides a basis for categorizing program management activities., It
consists of five major phases with major decision points as defined in AFR
800-2. Using this as a basic management approach, the following
descriptions briefly explain a normal system acquisition with emphasis on
multiplexing and computer resources. This discussion is adapted from AFR
800-14, Management of Computer Resources in Systems.

The conceptual phase is the initial planning period when the technical,
military, and economic bases are established through comprehens1ve studxes,
experimental development, and concept evaluation. The objective of this
initial planning may be directed toward refining proposed solutions or
developing alternative concepts to satisfy a required operational capability.

During this phase, proposed solutions are refined or alternative concepts
are developed using feasibility assessments, estimates (cost and schedule,
intelligence, logistics, etc.), trade-offs, studies, and analyses.

The major definitive document resulting from this phase is the initial
system specification, which documents total system performance
requirements. It will document the requirements for integration (e.g.,
avionic sensors, crew displays, weapon delivery systems, etc.). The initial
system specification will be used to establish the general nature of the
system that is to be further defined during a contract definition activity.
This specification will be the basis for the performance required of prime
items and configuration items, since overall system performance will _be
allocated to these items. It is to be expected that the following
definition of applicable requirements related to a data bus system would be
included in the initial system specification:

a. A requirement stating that MIL-STD-1553 data buses will be used in the
systems integration of aircraft subsystems

b. Requirements for subsystems to be counected to the data buses, such as
inertial navigation systems, fire control systems, crew displays,
computers, radio control heads

c. System—level redundancy requirements

d. A description of the multiplex topology, including line drawings )
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e. A description of the overall sensor and data bus system control approach

The system specifiction may also document the requirements to be met by
computer resources as Wwell as relevant design constraints. An adequate
definition of essential system interfaces between computer equipment
functions, communication functions, and personnel functions should be
provided to enable the further definition and management of the computer
programs and computer equipment into configuration items. WNormally, this
information is derived from system engineering studies of the system
functions.

The validation phase is the period when major system characteristics are
refined through studies, system engineering, preliminary equipment, computer
program development, test, and evaluation. The objective is to validate the
choice of alternatives and to provide the basis for determining whether or
not to proceed into the next phase.

During this period, system performance requirements including computer
resources are further defined, and preferred development methodologies for
computer programs, such as organic or contractor (per AFR 26-12), . are
selected. Validation phase activities define the efforts required by
characteristics (performance, cost, and schedule) and provide confidence
that risks have been resolved or minimized. Technical reviews that should
be accomplished are the system requirements review(s) and system design
review. ‘

For computer resources, the major definitive documents resulting from this
phase are the authenticated system specification, the preliminary
development specifications containing system functional requirements
allocated to configuration items of computer programs and equipment, and the
initial computer resources integrated support plan (CRISP).

For the data bus system, the major definitive documents resulting from this
phase are the same as for computer resources. The system specification
should contain additional detail on--

a. Whether the data bus interface unit is standalone or part of thke sensor
unit

b. Requirements for growth of bus control program sizing and throughput

c. Overall definition of all normal and error recovery data communications,
identifying at least the source, destination, update rate, and nominal
length of each message

d. Requirements for growth of the data bus system

e. Requirements for addition of remote terminals

f. Definition of the applicable portions of MIL-STD-1553B that are optional

g. Rationale for deviations from MIL-STD-1553B

h. Requirements for the use of existing subsystems (whether GFE or not)
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The full-scale development phase is the period when the system, equipment,
computer programs, facilities, personnel subsystems, training, and the
principal items necessary for support are designed, fabricated, tested, and
evaluated. The intended outputs are a system that closely approximates the
production item, the documentation necessary to enter the production phase,
and the test results that demonstrate that the system to be produced meets
the stated performance requirements.

The development specifications are completed and authenticated.
Authentication of any development specification establishes the allocated
baseline. A preliminary design effort is accomplished leading to an
acceptable design approach. A preliminary design review (PDR) is held for
each equipment configuration item and computer program counfiguration item
(CPCI) to review the preliminary design against the respective authenticated
development specification. Formal engineering change control procedures are
implemented to prepare, propose, review, approve, implement, and record
engineering changes to the allocated baseline. For computer programs, the
preliminary design includes the definition of the entire computer program in
terms of functions, external and internal interfaces, storage allocation,
computer program operating sequences, and the design of the data base. This
information should be contained in the development specifications and become
the basis for the PDR of the computer program, For data bus systems,
preliminary design includes a complete date transfer description usually in
the form of an interface control document, a definition of the design
approach of each remote terminal, and a definition of the bus control
software and its functions in relation to the system executive software. A
significant item to evaluate at PDR is the proposed methods and
mechanizations of backup and alternative bus control switchover.

Following an acceptable PDR for a configuration item, detailed design of
that item begins. This activity produces engineering documentation such as
drawings, product specifications, and test plans. For computer programs,
design is accompanied by documentation of logical flows, functional
sequences and relations, formats, constraints, and the data base. This
documentation should be reviewed by engineering personnel prior to the
critical design review (CDR). The CDR should ensure that the recommended
design satisfies the requirements for the development specification. The
primary product of the CDR for CPCI's is the identification of specific
portions of the product specitication, which will be released for coding and
testing. For data bus systems, the CDR should ensure that each assigned
data transfer can be accomplished in the proposed design and that all
requirements for message growth and system growth have been consistently
applied in the design.

Development, test, and evaluation (DT&E) and initial operational test and
evaluation (IOT&E) are conducted. Testing of configuration items is
performed according to formal test plans initially submitted in preliminary
draft form for review at CDR and finalized prior to the start of testing.
These activities normally proceed in such a way that testing of selected
functions begins early during development and proceeds through successively
detsiled levels of assembly to the point where the complete system is
subjected to formal qualification testing. A data bus system allows
considerable flexibility in system testing, even to the point that the same
facility may be used alternately for subsystem qualification, system
integration, and software qualification., Configuration management of the
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test facility and the software is vital to integration test. Each
additional terwminal (remote terminal or sensor) that is added requires
verification of the simulation, usually to be done simultaneously with
initial subsystem test. Additional computer programs and equipment may be
required to properly simulate the operational environment or test the
computer programs or sensors. The scope and realism of computer program
testing may be progressively expanded as additional items of the operational
computer equipment and subsystems are made available for this purpose.
Adequacy of the performance of these systems is checked to the maximum
extent possible through prudent use of simulation prior to the installation
of the gensor into the integration. The use of artificial data or recorded
data from similar equipment should be considered. Nuclear safety
cross-check analysis (NSCCA) is also performed on specified computer
resource items (AFR 122-1)., Satisfactory performance of the system,
especially a large operational system, may not be completely demonstrated
and assessed until completion of operational test and evaluation (OT&E).

Planning for transfer of the system to the supporting command and turnover

to the using command begins early in this period. Necessary agreements
should be prepared, coordinated, and approved prior to the end of this phase.
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8.0 HARDWARE DESIGN
4.1 Multiplex Terminal Definition and Functional Partitioning

As an introduction to the hardware design section, the various multiplex
data bus terminal units are defined and a generalized terminal is described
showing the partitioning of the major functional elements. The description
of remote terminals, bus controllers, and bus monitors related to typical
system, operation will provide the basis for the detailed hardware
implementation discussed in the paragraphs to follow.

8.1.1 Definitions

Since the multiplex data bus was conceived, a great deal of confusion has
existed relative to the rerminology for components of the system. This is
especially true of the definitions for unite that interface the bus to user
subsystems. MIL-STD-1553A defines two types of interface units, remote
terminals (RT) and controllers, with the implication that the RT is any
subsystem bus interface not performing the function of the bus controller.
An attempt has been made in MIL-STD-1553B to provide clearer and more
complete definitions for the various types of interface units in a typical
data bus system.

Paragraph 3.10 of MIL-STD-1553B defines a terminal as a unit that provides
an interface between the data bus and a subsystem. The types of
terminals -- (1) RT, (2) bus controller, and (3) bus monitor -- are
described on the basis of their function in the overall system operation,
not in relation to physical characteristics or location. The remote
terminal is defined as any terminal not operating as the bus controller or
as a bus monitor. The RT functions in response to a command word received
from the bus controller if the terminal address corresponds to the
predetermined unique RT address. The RT may receive or transmit data words
and responds with a status word for all commands except for broadcast. The
bus controller is defined as the terminal operating as the initiator of
information transfers (messages) on the data bus., A bus monitor is defined
to be a terminal that receives bus traffic and extracts selected information
to be used at a later time. It is possible that a physically identifiable
flexible terminal unit may be programmed to function as an RT, bus
controller, or monitor during the course of system operation, or the
terminal unit may be designed to perform only one or two of the three
functions. Therefore, the designation of a terminal type may change for
interface units that perform difficult functions for different system
operating modes. As an example, a "smart" subsystem may serve as an RT or
bus monitor during normal system operation and may take over system
operation, acting as the bus controller, when the primary bus controller
fails. 1In other applications, such as distributed processing systems,
various subsystems may provide control of the bus., This mode of operation
is also defined as "dynamic bus control" in MIL-STD-1553B.

8.1.2 Functional Elements and Interfaces

From the previous discussion, it is apparent that a terminal may be
specifically designed as an RT, bus controller, or monitor unit. A more
flexible terminal design is also possible, which will allow it to perform
any of the three roles (i.e., RT, bus controller, or monitor). The
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following paragraphs describe the functional elements and interfaces of a
generalized terminal design.

Figure 4.1-1 identifies the major functions of the generalized terminal.
Functions are represented rather than the architecture, which is independent
of implementation,

Four major functional elements are defined for the generalized terminal:
(1) analog transmit and receive (A), (2) bit and word processor (B), (3)
word and message processor (C), and (4) subsystem interface circuits (D).
The transfer of information between the functional elements may be in serial
or parallel form. It is certainly possible that some of the word and
message processing and subsystem interface functions can be integrated into
certain types of subsystems such as computers or smart processors. The
requirements for the subsystem interfaces are different for a digital
subsystem than for a subsystem with distributed and widely varying types of

signal sources and loads such as an electrical multiplex (EMUX) or test
system.

8.1.2.1 Analog Transmit-Receive

The analog transmit-receive functional element (A) is primarily the analog
front end required to interface digital logic with the data bus. Even
though the transmitted signal on the bus is generated in digital form, the
twisted-shielded pair transmission line characteristics, along with multiple
terminations, result in a signal received by the terminal that is attenuated
and typically approaches a distorted sine wave. This element contains the
coupler components required for connection to the bus, fault isolation
resistors, and coupling transformer as required by MIL-STD-1553. The input
signal from the bus is filtered to remove any high-frequency noise that may
have been induced on the signal in the bus network. The threshold detector
allows for low-level noise rejection and provides a digital output
compatible with the detection logic that follows. The transmitter driver is
furnished with a control signal and biphase-modulated signals in the data
and status word format defined by MIL-STD-1553. A timer is provided to shut
down the transmitter driver after a predetermined period to prevent a
condition of uncontrolled “chattering" on the data bus. The
transmit-receive element of a data bus terminal is implemented with discrete
or hybrid circuits because of the type of components required (i.e.,
transformers, resistors, capacitors, and power tramsistors).

§.1.2.2 Bit and Word Processor

The bit and word processor element (B) functions indicated are required to
process the bits and words of the information flow from and to the da.a
bus. The squared up signal from the receiver threshold detector is input to
the element (B), which is sometimes referred to as the encoder-decoder. The
decoder portion senses bit timing to decode the word synchronization
pattern, including polarity, to identify command words and data words. Bits
other than sync are checked to verify that the signal is in compliance with
the Manchester (biphase) coding. The number of bits per word and parity are
checked. Error conditions are flagged if these data validation checks
indicate an out-of-tolerance condition. The encoder or transmit portion of
the bit and word processor element contains the logic for status and data
word formatting, including sync and parity generation. Control signals are
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also provided for the transmitter in the transmit-receive lement (B). A
crystal-controlled clock generator is usually included as a source for
terminal timing.

The bit and word processor (encoder-decoder) has been implemented in a
variety of ways. Early designs of the decoder employed analog techniques
for the bit timing integration, which resulted in temperature and aging
drift problems and unwieldy component packaging. More recent designs employ
digital techniques that have 1led to large-scale integration (LSI)
implementation of the encoder-~decoder functions. A number of commercially
available LSI devices have been introduced.

§.1.2.3 Word Processor Unit

The combination of the analog transmit-receive element and the bit and word
processor element provides a bus interface function that is adequate for
incorporation in some smart subsystems and is sometimes referred to as the
"front-end" word processing terminal., This portion of a terminal is
transparent to content of the word and provides the reconstructed words with
error indications for further processing by the word and message processor.
For purposes of this discussion, the division of functions has been chosen
so that word processing functions are independent of bit assignments, field
assignments, sync polarity, sequence of words, and message or word gaps.
They are dependent on word length, location of word sync, and sync and bit
encoding. A number of examples of this type of terminal module developed
for programs or as standard products can be cited. The space shuttle
employs a common design for interfacing a wide variety of subsystems and is
termed the multiplex interface adapter (MIA). Standard product units that
perform the word processing function have been developed and produced. One
of these modules is referred to as a multiplex terminal interface (MTI).
Another large company has designed an LSI front-end module for a variety of
in-house applications with the added capability of command word address
recognition. The avioniecs multiplex interface for the B-1 bomber program
uses a similar design.

8.1.2.4 Word and Message Processor Subsystem Interface

Command, data, and status words may be transferred between the bit and word
processor and the word and message processor functions in serial or parallel
form. If the word processor front-end module is to be used with a variety
of digital subsystems, the parallel format is usually preferred. Certain
units, especially the standard products, have been furnished with both
serial and parallel interface, selectable by the user.

Some of the functions assigned to the word and message processor element (C)
(such as command word decoding and address recognition) can be performed by
the bit and word processing element as indicated above. The functions
assigned to the word and message processor and subsystem interface circuits
elements are oriented to message processing. The information content of the
words associated with the overall message is decoded and used for control of
information flow between the terminal and subsystem. The command word is
decoded to determine if the terminal has been addressed. If the terminal is
operating as an RT and the received address does not match the preprogrammed
terminal address code, no further message processing is required. The
terminal that is serving a subsystem operating as a bus controller is
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programmed to process status words and associated messages. A monitor
terminal will process the message for those command word terminal addresses
that correspond to one of a preprogrammed set of address codes. Further
decoding of the command word yields (1) RT transmit or receive instructions,
(2) RT subaddress or optional mode control designation, and (3) message data
word count or mode coni:ol code.

If the message data word count is contained in the command word, the number
of words received from the bus controller is checked for input to the
message error indication. The status register and control logic is included
in this element. The message error bit (bit 9) of the status register is
set to "one" for conditions of word errors, transmission discontinuity,
illegal command (optional for RT), and invalid data reception as required by
MIL-STD-1553B. The status word is formatted and transmitted to the word
processor and subsequently to the bus controller upon reception of a valid
command word and contiguous data words meeting the validity criteria. In
some cases it may be required to verify a complete message prior to data
transfer between the terminal and subsystem. A message buffer memory of 32
words is provided in the word and message processor for message validationm.
Word count generation is required for a terminal issuing the command word
when serving as the bus controller interface.

The built~in~test capability of terminals will vary, depending on their
application to subsystems and the approach to hardware implementation. The
status response word contains, in addition to message error indication, a
subsystem flag bit and a terminal flag bit that indicate a subsystem and
terminal fault condition, respectively. In addition, certain test
conditions can be implemented to perform end-to-end performance checks. An
effective test that is often implemented involves generation of a test
message in the subsystem or message processor, transmission of the message
to the bus interface, reception of the test message, and comparison of the
received message at the point of origin. A wmicroprocessor-controlled
message processor offers a significant capability for efficient and
effective built-in-test implementation. A major task of the word and
message processor function is the subsystem interface comtrol. The
subgystem interface complexity can vary from a simple parallel "handshake'
for communication using a digital computer I/0 to a wide variety of signal
conditioners to interface with analog, discrete, frequency and asynchronous
serial digital sources and loads. These latter signal requirements are
typical of existing avionic subsystem interfaces and aircraft test
parameters. For example, the terminal or subsystem RT required to service
an airborne radar system (avionic subsystem) could be a simple serial or
parallel digital interface; such an RT would be a plug-in module contained
in the radar subsystem electronics housing. An RT required to service an
airframe or electrical subsystem with various types of sensors and loads
spread over a geographical area is required to be a standalone unit with
internal power supply. A variety of multiplexers, demultiplexers, A/D
converters or D/A converters might be required to interface such an RT with
the subsystem signal sources and loads.

More detailed description of terminal types, including examples of RT, bus
controllers, and bus monitors that have been implemented for advanced
aircraft systems, is included in section 4.5.
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8.2 BUS NETWORK AND TERMINAL INTERFACE CONSIDERATIONS

One of the most significant considerations facing the data bus system

designer and integrator is the definition of the bus network and

specification of the terminal interfaces. The bus network must be designed

for signal integrity to achieve a bit error and word error rate performance
| within that specified and to provide fault isolation and redundancy for the
' required system reliability. The characteristics of the terminal interface
must be specified for assurance of acceptable system performance when
terminals are connected to the network in all possible operational
configurations. The following discussion provides a summary and comparison
of MIL-STD-1553A/B requirements that have significant effect on the terminal
hardware design, especially at the bus interface. The effect of stubbing
from the main bus to the terminal is reviewed to show why external coupler
hardware may be required to maintain signal integrity and fault isolation
characteristics of the bus network.

A discussion of shielding and grounding techniques for electromagnetic
interference (EMI) control 1is presented to furnish guidance for
specification.

8.2.1 MIL-STD-1553A/B Bus Network and Terminal Interface Requirements

Some confusion relative to data bus network and terminal interface
requirements has resulted from requirements contained in MIL~STD-1553(USAF)
and MIL-STD-1553A. The rationale will be presented for additions and
changes to the data bus network and terminal interface characteristics
incorporated in 1553B. The B-version 1is significantly influenced by
"lessons learned" experience gained in the implementation of systems using
the original and A-revision of the standard.

§.2.1.1 Data Bus Network

Table 4.2-1 is a summary listing of the data bus and coupling requirements
contained in 15534 and 1553B revisions. The characteristics of the
twisted-shielded pair cable have been relaxed to allow selection of cable
types from a variety of manufacturers. It has been shown that minor
variations from the specified cable characteristics do not significantly
affect the system performance.

A great deal of concern is attributed to the cable network requiremeats,
including bus length, coupling, and stubbing. The original version of the
standard and the A-revision did not provide sufficient guidelines for bus
network design, especially for the transformer coupled stub., A maximum
cable length of 300 ft was assigned for the main bus. The B-version does
not specify a maximum main bus length because the cable length, number of
terminals, and length of stubs are all subject to trade-off and must be
considered in the design for reliable system operation. In other words, an

arbitrary limit of 300 ft should not be applied because all parameters of
the network must be considered.

A generalized wmultiplex bus network configuration is shown in figure 4.2-1.
The main bus is terminated at each end in the cable characteristic impedance
to wminimize reflections because of transmission line mismatch. With no
stubs attached, the main bus looks like an infinite length transmission
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Table 4.2-1. Summary of Data Bus and Coupling Requirements

o Capacitance (wire to wire)
o Twist
o Characteristic impedance
( Zo)
® Attenuation
o Length of main bus
@ Termination
® Shielding
@ Cable coupling

® Stub definition

o Coupler requirement

® Coupler transformer
o Turns ratio
* Input impedance
*Droop
* Qvershoot and ringing

* Common mode rejection
* Fault protection

® Stub voltage

30 pF/ft, maximum
One per inch, minimum
70 ohms £10% at 1.0 MHz

1.0 dB/100 ft at 1.0 MHz,
maximum

300 ft, maximum

Two ends terminated in resistors
equal to 2 o

80% coverage, minimum

Short stub <1 ft
Long stub >1 to 20 ft
(20 ft maximum)

Ali connections use external
coupier box; connectors
specified (ref. fig. 4.2-1)

Not specified
Not specified
Not specified
Not specified

Not specified

Resistor in series with each
connection equal

to (0.7520) 1 5% ohms

0.5V to £10.0V, peak I-1 (1.0V
to 20.0V, p-p, 1) nominsl
signal level for terminal
response

Parameter MIL-STD-1583A MIL-STD-15638
®Transmission line
® Cable type Twisted-shieided pair Twisted-shielded pair

30 pF/ft, maximum

Four per foot (0.33/in), minimum
70 to 85 ohms at 1.0 MHz

1.5 dB/100 ft at 1.0 MHz, maximum
Not specified

Two ends terminated in resistors equal to
Zo 2%

75% coverage, minimum

Short stub <1 ft
Long stub >1 to 20 feet
{may be exceeded)

Direct coupled—short stub; transformer
coupled—iong stub (ref. fig. 4.2-2)

1:1.41

3,000 ohms, minimum {75 kMHz to 1.0 MHz)
‘20% maximum (250 kHz)

+1.0V peak (250-kHz square wave with 100-ns
maximum rise and fall time)

45.0d8 at 1.0 MHz

Resistor in series with each connection equal
t0 (0.76 Z,)) + 2.0% ohms

1.0V to 14.0V p-p, I, minimum sign:-
voltage (transformer coupled); 1.4V to 20.0V,
p-p, I, minimum signal voltage (direct coupled)
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line, and there are no disturbing reflections. When the stubs are added for
connection of the terminals, the bus is loaded locally and a mismatch occurs
with resulting reflections. The degree of mismatch and signal distortioms
because of reflections is a function of the absolute impedance (Z) presented
by the stub snd terminal input impedance. To minimize signal distortiom, it
is desirable to maintain a high stub impedance reflected back to the main
bus. At the same time, the impedance needs to be kept low so that adequate
signal power will be delivered to the receiver input. A trade~off and
compromise between these conflicting requirements are necessary to achieve
the specified signal-to-noise ratio and system error rate performance. Two
methods for coupling a terminal to the main bus are defined in 1553B,
transformer coupling and direct coupling (see fig. 4.2-2). Transformer
coupling is usually used with long stubs (1 to 20 ft) and requires a coupler
box, separate from the terminal, located near the junction of the main bus
and stub. Direct coupling is usually limited for use with stubs of less
than 1 ft. Fault isolation resistors (R) are included to provide protection
for the main bus in case of a short circuit in the stub or terminal. The
coupler-transformer characteristics defined in 1553B and listed in table
4.2-1 provide a compromise for the signal level and distortiom
characteristics delivered to the terminals. The coupler-transformer turns
ratio (1:1.41) provides beneficial impedance transformation for both
terminal reception and transmission.

A plot of the calculated first-order-magnitude stub absolute impedance (Z)
versus stub length is presented in figure 4.2-3. As indicated, the
improvement of stub load impedance is a result of impedance transformation
that is proportional to the square of the turns ratio, assuming an ideal
coupler transformer. The band of curves for the transformer-coupled case
indicated by the darkened area between the curves results from assuming
various values of transformer shunt impedance. The lower bound is the curve
using a transformer with the minimum impedance (3,000 ohms) specified in
1553B. The upper bound is for an ideal transformer with very high
impedance. All values of stub impedance are magnitude values for a 70-ohm
cable with 30 pF/ft capscitance and are calculated for 1,000 ohms terminal
input impedance, with the exception of the upper direct-coupled curve. This
curve is based on the 1553B specified terminal input impedance of 2,000
ohms. It can be seen from these curves that stub impedance values are
increased generally by use of the coupler transformer which provides at
least a 2 to 1 improvement for the longer ( > 10 ft) stubs. The curves also

show the importance of the transformer characteristics for maintaining the
expected improvement.

As indicated above, the 1l:1.4]1 transformer also provides ideal termination
of the stub for transmission of signals from the terminal to the main bus.
Impedance at the main bus is

z, (1)
ZB - _i + 2R
vhere,
R =0.75 2,
Z, - 0.520 + 1.520 - zzo ohms (2)
4-8
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2,200
@ Terminal input impedance (Z‘): 1,000 ohms, except where noted
2,000 ® Coupler transformer: 1:1.41 turns ratio
® Isolstion resistors: 52.5 chms
® Cable capacitance: 30 pF/ft

£
k)
~N 1,400 TRANSFORMER COUPLED
- (/DEAL TRANSFORMER)
u
g 1,200
g TRANSFORMER COUPLED
W 1,000¢ (15538 TRANSFORMER)
=
é 800

600}

400k DIRECT COUPLED il

DIRECT COUPLED {Z, = 2,000 ohms)
200|- -
OJ_ILLljlg_lLLALlLlllllllll1411L1
0 4 6 8 10 12 14 18 18 20 22 24 26 28 N

STUB LENGTH (FEET)

Figure 4.2-3. Stub Impedance Versus Length

The reflected impedance, Zp, from the bus to the stub because of the
transformer impedance transformation is:

Z 22 (3)
B o
z --—-—--—-z
(1.41)%2 2 °

Therefore, the coupler transformer specified in 1553B provides the
characteristics desired for reducing reflections and wmaintaining signal
levels for systems where long stubs are required. Direct coupling can be
used for connections using stubs of 3 ft or less if terminal input impedance
is maintained at the specified value.

Operational systems have been successfully implemented using l:1 turns ratio
coupler transformers. Many configurations can be built reliably if careful
attention is paid to the number, length, and location of the stubs on the
main bus. It is highly desirable to test a proposed network using a
computer simulation or laboratory test setup. The computer-generated data
bus simulation provides more flexibility during the early design stages. A

number of bus network simulation programs have been developed with varying
degrees of success.
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8.2.1.2 Terminal Interface

An additional concern of the system integrator and the terminal hardware
designer is the specification for the bus and terminal interface. This area
of 1553A was significantly reworked to provide a more complete definition of
the terminal interface characteristics that are independent of network
configuration. Figures 4.2-4 and 4.2-5 show the interface diagrams and
points of terminal signal measurement defined in 1553A and 1553B. Table
4.2-2 is a summary listing of the terminal and data bus interface
requirements specified in the two versions of the standard (see fig.
4.2-6). The following discussion will relate some of the rationale for this
approach to development of the updated specifications in 1553B.

Qutput Voltage

The upper eand of the bus voltage range (20V p-p) allowed by 1553A is
considered tc be excessive and if implemented results in excessive power
dissipation. Most of the systems and hardware designed to 1553A use signal
levels at or near the lower end (6.0V p-p) of the specified range. It
should be noted that the measurement point in 1553A is at the main bus,
point A on figure 4.2-4. This does not provide a specified level at the
terminal connection point (C) and is especially troublesome to the terminal
hardware designer because the characteristics of the coupler transformer are
not specified. The approach taken for 1553B is to specify the terminal
output for the two conditions, transformer-coupled and direct-coupled. The
coupler-transformer characteristics are specified. The turns ratio, 1:N,
shown in fig. 4.2-5(b) is specified to be 1:1.41 for the reasons discussed
in sectiom 4.2.1.1. The 18V to 27V p-p transmitter output applied to the
stub and coupler results in a nominal 6.0V to 9.0V p-p signal level at the
stub and bus connection (point B). This range is equivalent to that
specified for the direct coupled case shown in figure 4.2.5(a).

Output Waveform

The transmitted waveform specified in 1553A is limited in the definition of
signals that appear on the data bus. Zero crossing deviations allowed are
not well defined for all possible patterns, and the rise and fall times
specification is open ended. The waveform characteristics defined in 1553B
provide control of the zero crossing deviations for all possible conditions
and establishes a limit on distortion.

A significant debate has developed over the most desirable waveform
characteristics for the transmitted data bus signal. The 1553A standard
limits the rise and fall time to no less than 100 ns and 1553B specifies a
range from 100 to 300 ns. Some aircraft programs have defined a limit on
the harmonic content of the output to essentially restrict the waveform to a
sine wave. This is in contrast to most programs, which permit a trapezoidal
vaveform with 1limited rise and fall times and limited droop. The
transmission of a sine wave on the bus requires extensive filtering and
implementation of a linear driver resulting in increased complexity and cost
and a significant increase in output driver power dissipation.

It has also been found that a practical filter implementation that allows

the rolloff characteristics results in an overshoot larger than that
specified in paragraphs 4.5.2.1.1.2 and 4.5.2.2.1.2 of 1553B.
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Figure 4.26. Direct-Coupled and Transformer-Coupled Terminal Output Test Configuration

The transmitter efficiency is reduced, resulting in increased dissipation
for the same delivered power. The rationale developed to justify this
approach is as follows:

a. The radiated harmonics of the unfiltered trapezoid can interfere with
other equipment on the aircraft.

b. The mismatch inherent in the data bus network caused by nonideal
terminations, stubbing and cable characteristics results in complex
reflections because of the harmonic content of the unfiltered waveform.

EMI testing has been performed to measure the radiated interference from a
twisted-shielded pair with 1SV p-p into 50 ohms. The test was conducted in
a shielded room, with the test cable penetrating the wall of the screen room
and the shield grounded at the point of penetration. The 1553 waveform
enerator was located outside the screen room., Measurement techniques were
in accordance with the procedures set forth in MIL-1-6181D. With a balanced
drive and care taken to ensure that no significant common mode signal was

impressed on the line, the interference level could not be detected above
the receiver smbient noise level.

It is known by those familiar with 1553 data bus systems that the twisted
pair shielded cable is essentially a distributed low-pass filter and the
problem of item b is significantly reduced because a few feet of cable
effectively provides a filtering effect.

The conclusion is that specisl filtering at the transmitter can be employed
to reduce signal distortion and emanations from the bus if the added expense
and complexity can be justified.

Symmetry

Symmetry of the transmitted waveform in time and amplitude is not adequately
specified in 1553A. An ideal waveform is perfectly balanced so that the
signal energy on both sides of zero (off) level is identical. If the
positive or negative energy is not equal, problems can develop in the
coupling transformers and the transmission line can acquire a charge that
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Table 4.2-2. Summary of Terminal and Dsta Bus Interface Requirements

Parameter MIL-STD-1653A MIL-STD-15638

® Terminal output
characteristics

® Output voltage 13.0V to £10.0V, peak, I-i {6.0V to 20.0V, | 18.0V to0 27.0V, p-p, I-| {transformer

p-p, ) coupled)
Point A, figure 4.2-4 Point A, tigure 4.2-.68
6.0V to 9.0V, p-p, I (direct coupled)
Point A, figure 4.2-6A
o Qutput Zero crossing deviation = £25 ns; rise and Zero crossing deviation = £25-ns maximum,
waveform fall time of waveform shall be 2100 ns measured with respect to previous crossing;

‘rise and fall times are 100 to 300 ns

Overshoot and ringing = $800 mV, peak,
maximum, I-|

Point A, figure 4.2-6B (transformer-coupled
stub)

Zero crossing deviation and rise and fall
times same as above overshoot and ringing;
$300-mV peak, maximum, |-|

Point A, figure 4.2-8A (direct-coupled
stub)

appears as a tail with overshoot and ringing when transmission 1is
terminated. These considerations require that the symmetry of the
transmitted waveform be controlled within close practical limits. This is
accomplished in 1553B by specifying the signal level from a time beginning
2.5 us after the midbit  zero crossing of the parity bit of the last word in
a message transmitted by the terminal under test. The test messages contain
the maximun number of words and defined bit patterns. This consideration
provides another argument for implementing the simplest transmitter
possible, namely the trapezoidal driver, because the problem of maintaining
a balanced ‘drive condition is worsened for the highly filtered linear
transaitter,

Output Noise

The originally specified value of 10 mV p-p noise is considered
unrealistically low for practical hardware design. Noise is normally
specified as an rms value because peak noise is difficult to measure. The
output rms noise for the transformer-coupled and direct-coupled cases is

specified in 1553B and is consistent with the required system performance
and practical terminal hardware design.

Input Voltage

The input voltage specifications in 1553B have been revised to reflect the
output voltage ranges for the transformer-coupled and direct-coupled
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Table 4.2-2. Summary of-Terminal and Data Bus
Interface Requirements (Continued)

Parameter

MIL-STD-1653A

MiL-STD-15538

® Qutput symmetry

o Output noise

® Terminal input characteristics

@ (nput voltage

Not specified

10 mV, p-p, I
Point A, figure 4.2-4

20.5V to £10.0V peak,
ki {1.0V to 20.0V, p-p,
11}

Point A, figure 4,2-4,
terminal responds

Voltage at 2.5 us after midpoint of parity
bit = £250 mV, peak, maximum, I-4
Point A, figure 4.2-6B (transformer-coupled stub)

Voltage at 2.5 us after midpoint of parity bit =
+90 mV, peak, maximum, I-|
Point A, figure 4.2-6A (direct coupled stub)

14.0 mV, rms, |-
Point A, figure 4.2-6B (transformer coupled)

5.0 mV, rms, |-l
Point A, figure 4.2-6A (direct coupled)

0.86V to 14.0V, p-p, I, terminal response
required; 0.0V to 0.2V, p-p, I-l, terminal

no response (with transformer-coupled stubs)
Point A, figure 4.2.58

1.2V to 20.0V, p-p, |-, terminal response
required; 0.0V to 0.28V, p-p, -, terminal
no responsa (with direct-coupled stubs)
Point A, figure 4.2-6A

connections to the terminal.

The terminal-required response and no-response

signal levels are specified so that the optimum threshold levels may be
selected. It should be noted that the threshold setting has a significant
effect on the noise rejection and error rate performance of the receiver.

The maximum 'not to respond"

signal level of 200 and 280 mV p~p allows

optimum threshold settings of +125 and +175 mV, respectively, for minimum
bit error rate (BER) performance when subjected to the specified noise

rejection test comditions.

Input Impedance

As indicated in the data bus network discussion in section 4.2.1.1, input
impedance is required to be maintained at a reasonable level to reduce the
signal distortion effects when terminals are connected to the bus. Terminal
input impedance is determined primarily by the following:

a., Transformer inductance and interwinding capacitance.

4-15




Table 4.2-2. Summary of Terminal and Data Bus
Interface Requirements (Concluded)

Parsmeter MIL-STD-1653A MIL-STD-15538
® input 2,000 ohms, minimum, from 100 kHz to 1,000 ohms, minimum, from 75 kHz to 1.0 MHz
impedance | 1.0 MHz Point C, figure 4.2-4 Point A, figure 4.2-58 (transformer-coupled stub)

2,000 ohms, minimum, from 75 kHz to 1.0 MHz,
Point A, figure 4.2-5A (direct coupled)

@ Noise BER=1in 1012, maximum Maximum word error rate of 1 in ‘IO7 with AWG
rejection Incomplete message rate 1 in 108 noise = 1.0 kHz to 4.0 MHz, 140 mV, rms level

Test condition—bus controller connected | Signal level = 2.1V, p-p, I-!

to RT over 100-ft data bus using 20-ft Point A, figure 4.2-58 (transformer-coupled stub)

stubs

Maximum word error rate of 1 in 107 with AWG
noise = 1.0 kHz to 4.0 MHz, 200 mV, rims level
Signal level is 3.0V, p-p, H

Point A, figure 4.2-5A (direct-coupled stub)

©® Common £10.0V peak, line to ground, dc to 2 MHz, | £10.0V peak, line to ground, dc to 2.0 MHz, shall
mode shall not degrade performance not degrade performance of the receiver
rejection Point A, figure 4.2-4 Point A, figure 4.2-58 (transformer-coupled stub)

Same specification for direct-coupled stub
Point A, figure 4.2-5A

b. Stray capacitance from terminal wiring between the terminal connector
and the receiver.

c¢. One-half of the impedance on the secondary is reflected to the terminal's
input in the transformer-coupled case, because of the 1:1.41 turns ratio.

The factor of 2 difference in the impedance specified for the
transformer-coupled and direct-coupled cases is based primarily on the
effect of item ¢ above. The frequency range was changed to reduce the lower
frequency limit from 100 to 75 kHz. This provides additional assurance that
adequate transformer volt-time product (inductance) is available to support
the lower frequencies of the signal without approaching saturatiom.

Noise Rejection

The noise rejection specification and test conditions defined in 1553A
require extensive system~type evaluation testing of the terminal employing a
bus controller and data bus radicsted with certain of the EMI fields
specified in MIL-STD-461 and -462. Extensive test time is required to
verify a BER of 10-12 and the test must be performed in a screen room.
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The test conditions of signal and noise specified in 1553B were selected to
produce a corresponding value of word error ratio (WER) that is sufficiently
high (10-7) to permit performance verification of a terminal receiver
within a reasonable test period. The noise rejection is a figure-of-merit
test and can be performed in a novmal laboratory environment with a typical
test setup as shown in figure 4.2-7. The veriflcation of detector
performance should consider the measurement ¢ ooth detected and undetected
errors. To measure undetected errors that do not correlate with the
transmitted signal and are not detected by the terminal under test, it is
necessary to compare the transmitted and received data. Therefore, a
reference of transmitted data is provided to the comparator for comparison
with the detected data from the terminal under test. Some considerations
for designing the test setup and performing the test are related in a
technical paper entitled "1553B: How Do You Know You'll Pass Noise Test?"
presented by R. M. Salter at the AFSC Data Bus Conference in October 1978.

4.2.1.3 Data Bus Signal and Noise Considerations

Any unwanted interference that reduces the signal detection capability and
increases the BER at the bus receivers is categorized as noise. Noise in a
1553 data bus system is the result of the following conditions:

a. Signal waveform distortion (internal)
b. Externally induced interference

The nonlinear characteristics of the twisted-shielded pair and reflections
caused by nonideal termination and stubbing of the line result in distortion

REFERENCE DATA

SIGNAL
MONITOR

PATTERN DIGITAL WORD ERRORS
GENERATOR COMPARATOR (UNOETECTED)

3k

15538 TERMINAL > DETECTED
TRANSMITTER SIGNAL + NOISE N DETECTOR ERRORS

3

NOISE
GENERATOR

Figure 4.2.7, Typical Noise Rejection Test Setup
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of the transmitted waveform. Phase distortion can result in intersymbol
interference where bit transitions are not equally spaced in time. The
major cause of intersymbol interference is the nonlinear characteristics of
the data bus resulting in exponential decay of a bit, which can affect
transition times and adjacent bit amplitude. As discussed in section
4.2.1.1, the control of bus nonlinearity and reflections includes minimizing
the total line length and the use of stubbing and maximizing the stub
impedance reflected to the bus.

Externally generated noise that may be induced on the data bus affects the
detection error rates, The 1553 bus definition, employing
transformer-coupled twisted-shielded pair transmission line and biphase
signaling minimizes the effect of external noise. It is important to ensure
that implementation of system wiring, especially the shielding and grounding
at terminal points, does not negate the inherent immunity to external noise.

Externally generated noise on board an aircraft can take many forms with a
wide variety of power and frequencies. It is recognized that impulse noise
having either random or periodic impulse duration, frequency of occurrence,
and burst interval are mo¥e typical of noise sources that have major impact
on aircract digital data systems. Relay switching is generally regarded as
the most severe source of impulse noise on a typical aircraft. This type of
noise defies accepted forms of analysis, such as that performed using
additive white gaussian (AWG) noise model. Because of the difficulty of
error performance analysis using the impulsive noise model, a worst-case
gaussian model has been formulated. This model offers an analysis and test
tool for evaluation of terminal receiver performance considering the effects
of impulsive noise. This approach is reflected in the noise rejection test
conditions and word error rate versus signal-to-noise ratio (SNR)
performance requirements of 15538, paragraphs 4.5.2.1.2.4 and 4.5.2.2.2.4.
It should be emphasized that the bit error performance of the terminal
receiver can be significantly improved by the application of a properly
designed predetection filter that attenuates interfering signals without
significant impact on intersymbol interference. A filter of this type is
discussed in section 4.4.2.1.

The following is a list of the important considerations for minimizing the
effects of externally induced noise:

a. Cable routing and length
b. Shield grounding and termination
c. Connector types and installation
d. Maintaining balanced line

It is obvious that the bus network cable routing and configuration should be
chosen to provide maximum separation from potential interfering sources,
such as power lines and control lines to inductive loads. The number and
length of stubs should be minimized as a first step with the length of cable
reduced to a minimum.

Shields should be carried thr .ugh spli-es and connector breakpoints whenever
possible. The shield 3hould be grounded at every cable breakpoint using the
shortest grounding strap possible. Connector types should be selected to
allow a continuous shield through the connector wherever possible. Using a
pin on a multipin connector for shield connection is not recommended. One
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of the most important considerations for maximum immunity to induced noise
is the balanced data bus. The twisted pair with transformer coupling and a
balanced biphase signaling offers a distinct advantage in maintaining a high
common mode rejection ratio (CMRR). For these advantages to be maintained
in a practical installation, ceortain areas tlat impact the balanced
condition should be considered. Some cf these ava ~-

a. Selection of cable type

b. Design of coupling transformers

¢. Symmetry and proximity of signal pair
d. Transmitter drive

The cable physical and electrical characteristics are important to maintain
the balance condition. The uniformity of the cable will affect the relative
value of capacitance from each signal 1line to shield. The coupling
transformer is a very important element of the signal channel. The
characteristic of shunt impedance at both high and low frequencies has
significant impact on the cable loading and signal waveform integrity. The
interwinding capacitance determines the common mode rejection capability of
the transformer. The winimum values of the coupler-transformer
characteristics are specified in 1553B. The coupling transformers used in
the separate line coupler and internal to the terminal are of equal

concern. Design considerations and guidelines are included in sections
4.3,1 and 4.4.1.

There has been debate over the issue of grounded center taps on the line
side of the coupling transformers. Most system designs do not include the
center tap. One major aircraft program employs this technique for induced
noise cancellation. The related research shows an improved CMRR because of
the balancing effects of the center-tapped winding.

4.3 BUS COUPLER DESIGN

Bus coupler networks, separate from the terminals, are required by 1553B
when connection to the data bus via "long stubs" is required. A long stub
is defined to be greater than 1 ft. Direct coupling, which can be
implemented without a separate coupler box, is defined for short-stub
connections of 1 ft or less. The long-stub coupler network incorporates
isolation resistors and a coupling transformer.

The requirements for couplers specified in 1553A have been modified for
15538 and a comparison of the two requirements is shown in .figure 4.3-1.
The major differences in the two requirements are the placement of the
isolation resistors for the direct-coupled (short-stub) connection and the
characterization of the coupling transformer in the long-stub (transformer-

coupled) connection. With the isolation resistors located in the terminal
for the direct-coupled case, the need for a separate coupler box is
eliminated as long as a reliable shielded splice can be made. In most

cages, the bus connections can be spliced in the cable connector that mates
with the terminal connector.

The coupler-transformer characteristics are very important to the signal
integrity and noise performance of the data bus system. The purposes of the
coupler are to (1) provide isolation of the main bus for fault conditions on
the stub or in the terminal, (2) provide some reduced bus signal distortion
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effects by increasing the effective stub impedance, and (3) provide
termination of the stub when transmitting fcom the terminal. The isolation
resistors and the transformer turns ratio 1:1.4]1 provide the benefits listed
above. The terminal input and output speci ations for the
transformer-coupled (coupler) and direct-coupled connect. :.s are required to
be separated in 1553B because of the effects on signal levels and impedances
of the transformer turns ratio being specified as 1:1.4]1 instead of 1:1.
Refer to section 4.2.1.1 for & detailed treatment of the coupler and stub
considerations related to bus network design.

43.1 Transformer Characteristics

The section presents some of the major coupler-transformer design
considerations. The generalized design approach also applies to the

coupling transformer used in the terminal transceiver, which is described in
section 4.4.

§8.3.1.1 General Desijn Considerations

The use of transformers as a means of coupling baseband signals in a
balanced transmission line system has proved to be an extremely effective
approach, When designed and used properly, transformers can perform
effectively to maintain isolation and signal integrity at a relatively low
cost and with high reliability, They are not extremely lossy and can
readily achieve high common mode rejection and impedance transformation for
circuit compatibility. A poorly designed coupling transformer can cause
significant problems in signal distortion, line reflections, and high bit
error rates. It is appropriate to discuss some of the pertinent
coupler-transformer design considerations and trade-offs.

It is convenient to represent pulse or broadband transformers in terms of
two equivalent circuits; the high-frequency equivalent circuit is shown in
figure 4.3-2(a) and the low frequency circuit is shown in figure 4.3-2(b),

The upper frequency cutoff, f,, of a critically damped transformer is
given by the equation:

£ = 1 (1)
2 2n,\jao Ltct
where,
Le is the leakage inductance
C, is the equivalent short circuit capacitance
a is the attenuation constant

The values of L, and Cy are determined by the geometry of the windings,
the mean diameter of the core, the dielectric constant of the insulation and

the turns ratio. The relationship between rise time, t,, and the upper
frequency response 1is

£ = 0.35 (2)

2 t
r
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Figure 4.3-2. Transformer Equivalent Circuit
The low-frequency cutoff is approximately
£ = et (3)
1 77 Lm

where,

Lp is the primary inductance, and R is a combined resistance of the
resistors shown in the equivalent circuit.

where,

XL>>R, the equation becomes

XL

- (4)
L *77L
m

A useful expression for primary inductance, Ly, which will aid in
determining the parameters of the transformer based on the selected core is:

2 (s)
L = 0.6q AU8R. g 1978
m 2
where,
Ac

= core cross sectional ares in centimetres
u = permeability of the core material

= number of turns on the primary

= mean magnetic path length in centimetres
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and an approximation for the rise time, t,, is
« ONpD -10
tt - V aK X 10 sec

where,

D = the mean diameter of the core
K = the dielectric constant
n = turns ratio

Using the equivalent circuits and simplified equations listed above, a set
of coupling-transformer parameter relationships can be developed. Table
4.3-1 is a summary of the more significant parameters affecting the
transformer lower and upper frequency response. The following is a summary
description of the pertinent relationships and design trade-offs required in
a practical transformer design:

a, As shown in the table, the predominant parameter :°fecting the lower

frequency response, fl, is magnetizing inductance, Lp. Increasing
Ly results in decreased high-frequency response.

b. Magnetizing inductance, Lp, is a function of the square of the turns,
Np, and is directly proportional tc permeability, u, and cross-
sectional area, A., of tne core and inversely proportional to the mean
magnetic path length, £, or mean diameter, D. This indicates that a
minimum number of turns, low u core material, and a small core are
desired for high-frequency response.

c. Increasing the length of wire as the number of turns is increased or
decreasing the size of the wire results in higher resistance, R, which
tends to improve the lower frequency response at the expense of
increased signal losses.

d. In most cases, where parameters affect both the high- and low-frequency
response, the results are in the same direction. In other words, if a
parameter lowers the lower frequency response, £, that same parameter
also lowers the upper frequency response. An example of this is the
number of turns parameter, N, shown in table 4.3-1 as a contributing
factor for both f; and f3. For f), Ly is proportional to the
square of the turns, N, while C; and Lp are proportional to the
number of turns. The effect in both cases is a reduced frequency
response that tends to impact the lower frequency cutoff more than the
upper frequency.

e, The predominant factors affecting the upper frequency response are

leakage inductance, L. and shunt capacitance, C¢. Increasing t*hese
parameters lowers the frequency cutoff.

£. The leakage inductance, L., is proportional to the number of turns
permeability of the core material, cross-sectional area of the core and

mean magnetic path length, £, or mean core diameter, D. Increasing L
by increasing any or all of these parameters results in lower upper
frequency cutoff,
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Table 4.3-1. Coupling Transformer Parameters and Relstionship

!
|
|

Contributing parameters and relstionship ‘
Frequency Predominant . .
response parameter Number of | Core :::" R etic Resistance E;:‘::;;c |
turns (N) | material (u) | o ioncen | (R (K) ’
Lower Magnetizing :
frequency inductance J 7
N“Ly Lm ortlm R-+Rp—N -
fy = 2 L_ =04 AcuNo® . %
1 = 0.4»
2L, m
Upper Leakage )
frequency inductance (L,) 9 |
response {f2) N~C,. L, . L ol c 1
. T Ac 0 t ™t ;"Fp"’N K"Ct
2" o Vaic | Shunt
2nVal G, capacitance (C,)

8. The shunt capacitance, Cp, is directly proportional to the number of

turns,

h. It 1is

also

mean magnetic path length or mean
insulation dielectric

parameters, a lower upper frequency cutoff results.

important :
techniques that minimize the shunt and interwinding capacitance.
interwinding capacitance has a significant effect on the high-frequency 5

core diameter, and the (
constant, K. By increasing any of these ;
to construct the transformer using winding |

The

common mode rejection (CMR). ﬁ

The

evaluation are presented to aid the designer. It
transformer

optimum
trade-offs
details.

following is a
requirements defined by 1553B.

for

in parameter selection and careful attention to construction

8.3.1.2 TurmnsRatio

The transformer in the 1553B coupler has the turns ratio of 1l:1,41.
ratio, together with the 0.75Z fault isolation resistor provides the correct
characteristic impedance for terminating the stub:

Z stub = (——l—)

2
1.41

discussion of the specific coupler-transformer i
Guidelines for design, construction, and

is apparent that an [
the data bus application requires extensive

This

(0.7 2 +0.752 +0.52)
o [} [}
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The stub capacitance is also effectively decreased by the square of the
turns ratio to lessen the loading problem. The 1:1.41 ratio of 1553B is a
compromise between stub matching and decreased stub loading. A higher turns
ratio would improve the loading problem. However, the stub would no longer
be terminated in the characterisitc impedance. A more detailed discussion
of the stub matching problem is presented in section 4.2.1.1.

4.3.1.3 Open Circuit Impedance

The transformer open circuit impedance (Zoc) is required to be greater than
3 kf1in 1553B systems. The measurement is made looking into the higher
turns winding (1.41) with a 75 kHz to 1 MHz sine wave signal. The test
amplitude at the transformer winding is adjusted to 1V rms., The critical
factors in achieving the 3 k{} Zoc is the distributed capacitance of the
windings and the transformer primary inductance. The inductance of the
transformer must be large enough to provide the open circuit impedance at
75 kHz while the distributed capacitance should be small enough to maintain
the open circuit impedance at the 1 MHZ test frequency. Using the formulas
in section 4.3.1.1, the minimm inductance is 6.37 mH and maximum
distributed capacitance is 53 pF. The inductance may obviously be increased
by increasing the number of turns on the transformer. This technique,
however, tends to increase the distributed capacitance, degrading high
frequency performance and therefore causing waveform integrity and common
mode rejection to suffer. Techniques for minimizing the interwinding and
core-to-winding capacitance are described in the following sectioms.

4.3.1.4 Waveform Integrity

The ability of the coupler transformer to provide a satisfactory signal is
specified in the droop, overshoot, and ringing requirements of 1553B as
shown in figure 4.3-3. Droop is specified at 207 maximum when driving the
transformer with a 250 kHz, 27V p-p square wave. The test for the droop
characteristic is made by driving the low turns winding through a 360 ohm
resistor and measuring the signal at the open-circuited high side winding.
The droop of the transformer is determined mainly by the primary
inductance. Since the primary inductance also provides the 3 k open
circuit impedance, the inductance should be made as high as possible without
degrading the high-frequency performance of the transformer. Hizh-frequency
rerformance may be improved by lowering the total number of turns on the
transformer. This requires the use of a high-permeability core material
that allows the inductance to be kept high with fewer turns. A calculation
of the cutoff, f, indicates a value of 50 kHz is required for the specified
droop characteristic.

Ringing and overshoot on the transformer signal i. shown in figure 4.3-3.

The +]V limit on these high-frequency perturbations can be achieved through
careful attention to leakage inductance and transformer capacitance.

§.3.1.5 Common Mode Rejection

The CMR of the isolation transformer is required to be greater than 45 dB.
The common mode test shown in figure 4,3-4 consists of driving the low turns
vinding while measuring the differential signal across the high side. CMR
can be improved by minimizing the interwinding capacitance and the
core-to-winding capacitance.
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'Interwinding and core-to-winding capacitance may be reduced by reducing the
total number of turns on the core. This requires the use of a
high-permeability core material as described above. Core-to-winding
capacitance can be further reduced by winding the core with an insulating
tape such as nylon before winding. Interwinding capacitance can also be
reduced by increasing the insulation (dielectric) thickness between
windings. This technique may be limited in some applications because of
physical size limitatioms.

A low number of turns with a hig\-permeability core will also decrease the
leakage inductance of the transformer but will increase the possibility of
core saturation at high current levels.

Another technique that may be useful in some applications is the segmented
or "window winding" technique, wherein the primary and secondary windings do
not overlap but are wound on opposite sides of the core. This technique
reduces the interwinding capacitance and interwinding inductance but of
course increases the size of the transformer and the labor iavolved in
winding. For these reasons, segmented winding may not be degirable in
applications where physical size or cost are limiting factors,

8.3.2 Packaging

The bus coupler, as a physical unit separate from the terminal hardware,
presents some special problems to the system integrator and the aircraft
electrical network designers. The coupler is ideally located near the main
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bus at the stub junction for the best electrical performance and fault
isolation properties., This requires that a number of small line replaceable
units (LRU) be mounted at various locations in the aircraft. The following
is a list of some of the major factors that determine the coupler packaging:

a. Location in aircraft (environment and size)
b. Mounting

¢. Number and type of connectors

d. Shielding and grounding

e. Number of coupler networks per package

A variety of coupler packages have been developed for existing programs.
The F-16 aircraft avionics bus uses a small (1 in3) coupler box with
twisted pair "pigtails" installed with other units in junction boxes., This
unit, cslled a multiplex transfer network, is shown in the photograph of
figure 4.3-5 on the lower left side. A similar-sized unit is used for stub
coupling in the space shuttle data bus. Multiple couplers within a single
housing have been proposed and used in some applications. Two- and
three-connector standard data link couplers have been developed and produced
for a variety of applications. Figure 4.3-5 shows some typical production
couplers. Another unit, called a data link terminator designed for the AAH
system, is a 1 in cube with a single multiple-pin connector.

The connector type specified is important for severe-environment military
aircraft applications., MIL-STD-1553A specified the use of two-pin polarized
connectors such as TEI BJ37 (reference to "TEL-14949-E137" is in error).
The two-pin polarized connector employs an interface configuration with one
male and one female contact. The female contact is imbedded in one side of
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a step dielectric, and the male contact is exposed. The inherent
shortcomings of this design include the following:

&. As stated in 1553A, "The polarity convention shall be that the female
connection in the plug 1is positive, and the male connection in the
receptacle is positive." This switching of polarity between plugs and
receptacles is at best confusing and frequently results in reversal of
polarity at installation.

b. Mating of two connectors requires physical alignment of the step
dielectric. This results in continual wearing of the dielectric edge

with each mating, and a high incidence of dielectric chipping and
cracking has been observed.

c. The design of the step dielectric leaves one-half of the spring fingers
(braid contacts) unsupported on the inner surface. Most manufacturers
fabricate these spring fingers from half-hard brass, resulting in a
design vulnerable to bending, breaking, or even shorting the male pin to
ground. This deficiency can be minimized by using beryllium-copper
spring fingers fully enclosed in a half-hard brass cylinder.

d. The available configurations of two-pin polarized connectors are limited
in scope, and variations such as isolated ground bulkhead jacks, tees,
cable entry jacks, and subminiature sizes are not readily available.

MIL-STD-1553B does not specify connector types. If BNC-type connectors are
employed, the connector manufacturers encourage the use of coicentric
conductor connectors rather thaa two-pin polarized connectors. The internal
configuration of these connectors consists of a center contact surrounded by
an intermediate contact, another dielectric, and finally the shield
contact. The front face of these connectors is identical for either twinax
or triax applications and internally diff.r only slightly to accoumodate

either twinax or triax cables. The obvious advantages of the concentric
design are --

a. The polarity convention is the same for a plug or a1 receptacle,
ninimizing the possibility of reversing polarity at installation.
Normal polarity convention is for the center pin to be positive.

b. Machanical alignment (radially) of the two connectors is not required
for mating.

¢. Spring fingors are fully supported by dielectric and far less
susceptible to damage.

d. Concentric design connectors are available in BNC, C, or TPS sizes, in a
variety of configurations. The connector type is usually dictated by
the cable size.

Some recent applications for advanced military avionics systems specify
subminiature pin type MIL-SPEC connectors meeting the requirements of
MIL-C-38999. The increased ruggedness and reliability of these connectors
is achieved at the expense of size and cost of the data bus couplers.
Special care must be taken to ensure continuous shielding for EMI
suppression. Cable shield may be carried through the connector using a
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third pin even though this is not preferred. The metal case of the coupler
should be sealed against moisture and EMI and connected to cable shields.
Intimate contact of the coupler case with the aircraft frame ground is also
required.

4.5 TRANSCEIVER DESIGN

The transceiver provides terminals with an interface to the data bus and
performs the major functions of (1) bus signal coupling, (2) input signal
coupling (from bus), (3) threshold detection, and (4) transmission of data
from the encoder to the bus. Bus controllers and remote terminals employ
the transceiver for connection to the data bus, while the monitor terminal
may require only the receiver portion because it is not required to
transmit. Figure 4.4-1 is a simplified diagram of a typical transceiver
circuit showing the major functional elements.

8.4.1 Coupling Network

The coupling network provides bus connections for the transformer-coupled
(external coupler) and direct-coupled cases defined in 1553B. 1Isolation
resistors of 55 ohm value are included for the direct-coupled connection,
and the proper transformer turns ratio is provided when the appropriate bus
connection is selected, The turns ratio is different for the
transformer-coupled and direct-coupled connections to compensate for the
1:1.41 reduction of signal level in the external coupler. This feature
allows a threshold setting that is the same for both bus connections. The
receiver transformer can be used for coupling the transmitter drivers to the
bus with the addition of the center-tapped winding, as shown in figure 4.4-1.

The transformer is a very important element in determining the transceiver
characteristics such as input impedance, signal waveform integrity, and
common mode rejection required by 1553B. Considerations for transformer and
associated input-output circuit design are as follows:

a. Provide the specified input impedance at high frequencies (terminal
input impedance 1,000 and 2,000 ohms at 1 MHz).

b. Maintain waveform integrity and 1low percentage droop for the lower
frequency conditions (less than 20X for 250 kHz square wave).

c¢. Design for 1low interwinding capacitance to achieve the common mode
rejection (45 dB CMR at +10V peak, dc to 2.0 MHz).

These considerations, along with some tips for design and construction of
the bus coupler transformer presented in section 4.3.1, are directly
applicable to the design of the transceiver transformer. The construction
of the transceiver coupling transformer is somewhat more complex because of
the additional winding for the transmitter and the multiple bus connections,

In addition to the transformer characteristics, other considerations for

maintaining the terminal minimum input impedance specified in 1553B are as
follows:

4-31

o e o e o . e — g -



N2 J9M3ISURLY 182IdA YL | -prp aInbily

[C - ——————— - ——————— -
INSN
Y5015 L H3LLINSNVHL “
7\ 130 I
OL JINSNV UL €= 1no
-3WIL |
|
viva )- |
|

v

|
21901 } e e = ——
318VYN3 tsmz<x»Y._||.v, EVYNI Su3AIba i i I“
K LINSNYYL | )
! ) H (a314n0d
) ! | 4 193ma)
1 sng
vivo )—+ \ l I ¥ o
! ] i 1)
r.ll.l.II||||...|.I||I.|a|ll._ “1 o
i | {331dn0d 1
' 3IN3D sna
! L “ ( R
} - T
1 ¢ e
| 1] )
' b
| U "
! b |
| $H019313Q VETRIPR i CENTUR)
1 ' »uomian |
i " onNenod |
| H344ng H S
viva t
]
H3IAI303Y “
. |




a. Minimize stray capacitance of wiring from the external connector and on

the circuit card to the buffer amplifier (every 100 pF results in
1600 ohms of shunt impedance).

b. Maintain high impedance at the receiver limiter and filter circuit
inputs and transmitter driver outputs in the "off" state. These
impedances must be maintained with the terminal (transceiver) power off.

The requirement for low output noise of 14 mV rms and 5 mV rms when not
transmitting also places significant constraints on the length and routing
of input-output wiring because of the induced power supply and logic noise
generated in the terminal. There is a definite advantage to be gained in
locating the coupler network and the receiver limiter and buffer amplifier
as close as possible to the terminal input connector.

3.8.2 Receijver

The major functions of the receiver shown in figure 4.4-1 are (1) signal
limiter, (2) buffer amplifier, (3) input filter, and (4) threshold
detector. The limiter is required to clamp large signals at levels that can
be accommodated at the buffer amplifier input. Large overvoltages can cause
the amplifier to saturate, resulting in potential frequency response
problems because of the increased amplifier recovery time. The buffer
amplifier is employed to provide a high impedance reflected back to the bus
and a low output impedance for driving the input filter. This buffer

amplifier may not be required for all designs if proper impedance matching
can be attained.

8.8.2.1 Input Filter

Selection of the input filter is an important design decision. The
essential purpose of the predetection filter is to reduce the BER at the
receiver output by improving the input SNR. Two types of noise have been
considered in the investigation of 1553 type data bus systems: impulsive
noise and AWG noise., Impulsive noise is the more difficult to deal with
analytically and is the significant offender in this type of digital
communication system. Impulsive noise measurements have been wmade on
twisted-shielded pair cable, with an interfering line connected to a relay
with worst-case noise characteristics. Evaluation of the spectrum shows a
large concentration of noise power above 1.5 MHz and very little noise power
below this frequency. Significant noise power can extend all the way up to
40 MHz in some cases. From these observations, it is apparent that a filter
is required to reject high-frc.uency noise while passing the desired signal
without introducing excessive intersymbol interference or signal
attenuation., Some designers implement a bandpass active filter. It is
that a low-pass filter with linear phase in combination with the coupling
transformer, which has a limited low-frequency response, provides a
reasonable combination for most applications.

A conventional approach to the design of a filter that restricts the
bandwidth of pulse data as much as possible without introducing excessive
intersymbol interference is based on the so-called raised-cosine frequency
characteristic, This type of filter is discussed by Bennett and Davey in
"Data Transmission,"” chapters 5 and 7, and Lucky, Salz, and Weldon in
"principles of Data Communications,” chapter 4. The scheme actually
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consists of two filters, one at the transmitter and the other at the
receiver. The product of the two filter transfer functions yields a
raised-cosine amplitude spectrum. As discussed previously in section
4.2.1.2, filtering between the transmitter and the data bus for the purpose
of reducing EMI or for improved performance in the presence of noise does
not appear to be necessary or desirable. Therefore, the recommended

approach is to insert a filter at the receiver input, which provides the
response as described below.

The receiver filter cransfer function was derived and an excellent
approximation was determined, which has been tested and yields negligible
intersymbol interference, producing a raised-cosine step response
approximately as shown in figure 4.4~2, Figure 4.4-3 illustrates how well
this filter provides the desired raised-cosine frequency response
characteristic when driven by nonreturn to zero (NRZ) data. Figure 4.4-4 is
a schematic of the synthesized three-pole raised-cosine filter circuit,
which has been further simplified for practical implementation as shown in
figure 4.4-5. Extensive evaluation has been conducted of the BER versus SNR
performance of various biphase receivers employing this filter. The results
show excellent performance based on analysis using worst case AWG noise.

Other filter types, such as active three-pole Butterweorth, are also employed
in many designs.

4.4.2.2 Threshold and Line Active Detectors

The filtered biphase is input to the threshold detectors, which are
positive, and negative biased voltage comparators or slicers that provide an
output when the input signal exceeds the preset threshold levels. Positive
feedback is employed to prcvide hysteresis and ensure hard comparator

decisions. The comparator outputs are provided to the biphase detector for
further processing.

8.0.3 Transmitter

The transmitter shown in the transceiver circuit, figure 4.4-1, consists of
current or voltage mode drivers operating in push-pull fashion into a

Figure 4.4-2. Approximate Step Response of Practical Receiver Filter
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Figure 4.4-4, Schematic Diagram of Synthesized Filter

center—tapped winding on the coupling transformer. The selection of current
or voltage mode drivers for implementation of the transmitter does not
appear to be a significant factor affecting the performance capability or
complexity of the hardware. The selection of driver type is more dependent
on the designer's experience and prejudice.

Some major considerations for a design that meets the requirements of 1553B
and the other performance criteria of the transmitter are --

a.
b.
c.
d.
e.

Load impedance transformer characteristics
Output waveform (waveshape control)

Output signal symmetry

Power dissipation

Fault conditions and shutdown control

Load Impedance and Transformer Characteristics

The

implementaton of the transformer in the coupling network can have

significant effect on the signals transferred to the bus and the transmitter
performance. The turns ratio required for the two bus connections (direct~
or transformer-coupled) are different by a factor of 1.41. The load

R L
1 1
O——ANNN-~ ° pu e YN o— o)

0
{
o

Figure 4.4-5. Schematic of Simplified Raised Cosine Filter
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impedance reflected back to the transmitter in each case should be
approximately the same and would be approximately 70 ohms .f turns ratios of
1:1.4]1 and 1:1 are assumed for the transformer-coupled and direct-coupled
connections, respectively., The actual transmitter load will depend on the
turns ratio selected for the transformer. There are significant
interrelated effects between the transmitter and transformer and the
combination must be designed to meet the requirements specified in 1553B.

Output Waveform

A decision must be made early in the design phase to defime the required
transmitted waveshape. The 1553B standard specifies a range of rise and
fall times with allowed zero crossing deviations and droop and overshoot
limits. The standard allows the signal to vary from a trapezoidal waveshape
with limited rise and fall times to a sine wave. This variety of signal
types has been implemented on various data bus systems in the past. The
generation of a sine wave at the terminal connection to the bus requires
extensive filtering and linear driver resulting in increased complexity and
cost and a significant penalty in power dissipation and weight. This
problem is discussed in some detail in section 4.2.1.2 under "Output
Waveform."” The conclusion is that special filtering at the transmitter adds
complexity and cost and is not required for most applications. The detailed

characteristics of the output waveform should be selected prior to start of
transmitter design.

Symmetry

The symmetry of the positive and negative output signal in time and drive is
specified by 1553B. It defines the maximum signal level (tail) at a point
2.5 us after the midbit zero crossing of the parity bit of the last word in
a message transmitted by the terminal under test. A well-designed driver is
essential to reduce the detrimental effects caused by the unbalance. The
test conditions are defined so that the messages contain the maximum nunber
of words with various bit patterns selected for worst-case conditions. The
transmitter designer must ensure balanced drive while the circuits are
exposed to the variations of temperature and long-term aging effects. This
requirement also implies that the simpler the transmitter and the lower the
power, the easier it is to control the balance at the output. This leads to

another reason for using the simple trapezoid instead of the filtered linear
waveform.

Power Dissipation

The power dissipstion of the transmitter drivers should be minimized for
improved reliability. The efficiency of a well-designed trapezoid waveform
driver can be significantly higher than the sine wave driver. The penalties
of increased size, weight, and cost, and the decreased reliability are
significant factors to consider when making the waveform decisioem,

FPault Conditions and Shutdown Control

The transmitter designer should consider the effects of failure modes on
terminal and overall system operation. It is highly desirable for the
transmitter to turn "off" automatically when a failure occurs. This is not
always possible. A timeout feature is specified in 15538 to preclude a
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signal transmission time greater than 800 us. The outputs of the drivers
are monitored and timed using either analog or digital timers. The approach
indicated in figure 4.4-1 uses a digital counter and system clock for time
measurement. Shutdown is accomplished at the driver with a minimum of
intervening circuit elements. Additional controls for transmitter enable
and timeout reset are included.

0.0 Packaging Considerations

The transceiver circuit components are not compatible with LSI packaging
techniques and are usually implemented with discrete transistors, resistors,
capacitors, diodes, inductors, and transformers. Certein linear integrated
circuit amplifiers and comparators are used in the receiver.

The densest packaging technique available for components of this type is
hybrid ecircuits. All components except the transformer, inductors, and
large capacitors can be included in hybrid circuit packages. A number of
hybrid circuit receivers, transmitters, and combinations have been built.
Some of these devices are available from various manufacturers as standard
product items to meet various versions of 1553 and derivatives of 1553 for

specific programs where unique interface signal conditions have been
specified.

Some typical examples of hybrid circuit devices that can be incorporated in
transceivers are listed below with a brief description,

a, A hybrid circuit receiver includes most of the elements shown in the
receiver section of figure 4.4-1. The circuit is packaged in a 1- by 1-
by 0.150 in flatpack.

b. A hybrid circuit transmitter is designed to supply an output meeting the
requirements of 1553A and a major aircraft interface specification
requiring a filtered signal. The transmitter "on" time detector and
timeout control circuit is not included. The transmitter is packaged in
a 1.25 by 1.25 by 0.200 in flatpack.

c. A receiver and transmitter are included in a single hybrid circuit
device. The receiver has the same capabilities indicated for the single
function device 1listed above. The transmitter output waveform is a
trapezoid meeting the requirements of 1553B. The combined circuits are
packaged in a 1.25 by 1.25 by 0.170 in plug-in dual inline unit.

Other circuits for various applications have been designed. These are

representative of the type of components readily available for use in
transceiver designs.

85 TERMINAL DESIGN

This section will address the various aspects of multiplex terminal design
as related to particular subsystem requirements. The different types of
terminals defined by 1553 will be discussed as an introduction to the
physical and functional partitioning requirements of practical interface
hardware. Finally, examples of a broad selection of typical interface
hardware designs will be presented to illustrate some of the various forms
of interfaces that may be required by actual subsystem hardware.
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8.35.1 Types of Terminals

The definitions section (3.10) of 1553B defines a terminal as "the
electronic module necessary to interface the data bus wit, the subsystem and
the subsystem with the data bus. Terminals may exist as separate line
replaceable units (LRUs) or be contained within the elements of the
subsystem." A terminal is further categorized by 1553B as either a bus
controller, bus monitor, or remote terminal. Each of these categories will
be discussed and examples provided in sections 4.5.1.1, 4.5.1.2, and 4.5.1.3.

4.5.1.1 Bus Controller

MIL-STD~1553B, section 3.11, defines a bus controller as '"the terminal
assigned the task of initiating information transfers on the data bus."
Notice that the definition does not necessarily depend on the physical
design of the terminal but is determined by the assigned task of bus
control. This implies that a terminal may have the capability of performing
other functions, but during the time when it is assigned the task of bus
control it is by definition a bus controller. This will indeed prove to be
the case for the design examples in the following sections. Figure 4.5-1
shows the generalized terminal functional elements that apply to a bus
controller.

4.5.1.2 Bus Monitor

A bus monitor is defined by section 3.12 of 1553B as "the terminal assigned
the task of receiving bus traffic and extracting selected information to be
used at a later time." A bus monitor, therefore, is unique in that it
performs no transactions on the bus. It not only does not initiate
information transfers as a bus controller, it is incapable of any response
on the bus, including status response. In fact, the bus monitor does not
require a transmitter so it may be a "receive-only” terminal. The monitor
function is a fully passive one of stripping selected data from the bus
without in any way disturbing normal bus transactions. A bus monitor may or
may not be assigned a unique address but must be capable of receiving data
addressed to any or all other terminal(s) that it is assigned to monitor.

Note again that the definition applies to the assigned task and not
necessarily to hardware configuration. A terminal may act as a monitor
during some mission or flight phases and as a bus controller during others
if it is capable of performing either function. Figure 4.5-2 shows the
generalized terminal functional elements that apply to a bus monitor.

8.3.1.3 Remote Terminal

A remote terminal is defined by 1553B, section 3.13, as "all terminals not
operating as the bus controller or as a bus monitor.” This means that an RT
cannot initiate information transfers on the bus as a bus :controller and
does not perform as a bus monitor. It must respond to commands issued by
the bus controller in a normal command/response manner. An RT is identified
by a unique address that allows the bus controller to direct specific
information to it. Figure 4.5-3 shows the generalized terminal functional
elements that apply to a remote terminal.
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Once more it must be emphasized that the definition of an RT is one of
function, not form. Any active terminal that is not performing bus control
or monitor functions on a given bus at a given time is at that time by
definition a remote terminal. It is a quite common practice in pract1ca1
systems to provide bus control capability as well as RT functions within a
terminal. This allows RT and bus controller roles to be passed about within
the system as may be required for redundancy or specialized mission phase
requirements. Also it 1is not unusual for a terminal with standby bus
control capability to perform bus monitor functions while in a standby
control m~de. This method allows a sufficiently "smart" terminal to assume
bus control if a set of predetermined bus transmission defects is detected.

A clear concept of the functional nature of these 1553 terminal definitions
is essential to the understanding of the terminal partitioning and hardware
example sections that follow.

8.5.2 Physical and Functional Partitioning

The functional elements of a generalized terminal were discussed in section
4.1.2 in which the terminal was divided into two major sections, the word
processor and the message processor. These major sections were then
subdivided into smaller subelements that may be present in a terminal.
Figure 4.1-1 illustrated this breakdown. The elements depicted in figure
4.1-1 represent those functions that would allow a terminal to serve as
either a bus controller, a bus monitor, or an RT. As shown in the preceding
section, all these functional elements may not be necessary in a speciaiized
terminal. For example, the transmitter function would not be necessary if a
terminal were designed solely as a bus monitor. The fact that certain of
these elements are required for the bus monitor function and a different set
of elements may be required for the bus controller or RT functioms is a
basic functional concept that should be readily understood from the
foregoing discussion of 1553 definitions.

A much more subtle partition, however, is suggested by the statement in the
15538 terminal definition that states "terminals may exist as separate line
replaceable units (LRUs) or be contained within the elements of a
subsystem." When a terminal exists as a separate LRU, there is no ambiguity
as to where the terminal ends and the subsystem begins. All terminal
functions are contained within the LRU (i.e., the terminal function stops at
the physical partition). This terminal-subsystem line becomes more
ambiguous, however, when the terminal is "contained within the elements of a
subsystem." This problem is a result primarily of the fact that when a
terminal is embedded within a subsystem, there may no longer be a clear-cut
physical partition between the terminal and the subsystem. For example, if
a terminal is embedded within a general-purpose computer, basic word
processor functions (refer to fig. 4.1~1) may be provided by a clearly
defined separate circuit card within the host computer, and message
processing functions such as command decoding or address recognition may not
exist as hardware at all but may be a software function of the subsystem.
However, since by 1553 definition a terminal must "interface the data bus
with the subsystem” and since this function is not complete until all
required functions for » terminal are performed, part of the host software
becomes by definition a part of the terminal and the physical partition
becomes 1inaccessible. This i8 a very common situation in practical
multiplex hardware. Whether the bus interface is a standard product or a
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custom design, some of the terminal functions almost always reside within
the user subsystem. 1In order to discuss practical hardware examples while
maincaining strict adherence to 1553 definitions, therefore, it is necessary
to establish some means of clearly defining the physical interface between
the hardware and the subsystem as opposed to the functional interface, which
may be inaccessible.

Because it has been established that a generalized terminal requires all the
functional elements depicted in figure 4.l1-1, regardlesc of whether they
reside in the interface hardware or the subsystem, this figure will serve as
a focal point for the discussion of practical hardware designs. By using
figure 4.1-1 in this manner, a physical interface may be clearly shown that
separates the functional elements contained within the interface hardware
from that contained withiu the subsystem. Thus, the examples that follow
will be referred to as interface hardware rather than terminals,

4.5.3 Typical Interface Hardware

This section presents five different examples of existing multiplex
interface hardware designs using the physical and functional partitioning
ground rules and definitions established in the preceding sections. The
examples were chosen to provide a wide variety of hardware types, from the
highly specialized to the extremely flexible. The three types of terminal
functions discussed in section 4.5.1 are all represented. Some examples
include the capability of performing all three terminal functions and others
are restricted by design to a single function. The examples chosen,
together with their functional capabilities, are listed in table 4.5-1.

For each example discussed, the generalized terminal functional element
diagram (fig. 4.1-1) will serve as a focal point, This figure will be
reproduced in each section with the appropriate functions highlighted and
the interface hardware physical partition shownm.

4.5.3.1 Bus Interface Unit

As previously noted, the analog transmit~receive portion of the remote
terminal is usually implemented with discrete or hybrid circuits because of
the type of components required (see sec. 4.1.2.1). Likewise, the system
interface portion may contain analog and/or high-power driver circuits and
is usually a direct function of the requirements of the particular user

Table 4.5-1. Interface Hardware Examples

i | ilit
Section Example Functional capability
Controller RT Monitor

45.3.1 Bus Interface Unit Chip Set (Harris) X X

4532 Standalone RT (B-52-Boeing) X

4533 Multiplex Remote Terminal Unit X X X

{AAH-Sperry)

45.3.4 Flexible MUX Interface (SCI) X X X
4535 RT Embedded in Subsystem (Hughes LS) X
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subsystem., The encoder-decoder and word~message processor section (B and C
of fig. 4.1-1), however, are common to all RTs and readily lend themselves
to LSI implementation. Functions provided by the Harris bus interface unit
(BIU) are shown in figure 4.5-4.

The BIU is an LSI approach to the implementation of the interface between
the host electronics and the 1553B Manchester data bus. A two-chip approach
was used because of the complexity of the system. One chip, BIU 1, can act
as a standalone unit for use in a less complex system such as a remote
terminal (RT). Where an additional capability is needed, the s:ccond chip,
BIU 2, is used to enhance the operational capability of BIU 1. Figures
4.5-5 through 4.5 ® show basic block diagrams and functional pinouts of the
two chips. In tte discussion that “»llows, the two-chip set will be
disci.sed as a single hardware interface.

This section describes the functions of the BIU primarily from the

perspective of a bus controller and discusses the operation briefly as a bus
interface for a processor acting as a remote terminal.

A key point to keep in mind is that software must control and interpret the
entire interface as described here. Error determination and handling must
be based on the specific BIU interface that exists for a given piece of
hardware. Each BIU operates as an independent I/0 channel in contrast to
some BIUs that share common receivers and transmitters. In this
implementation, assume that one BIU controls bus A and the other BIU

controls bus B, Each has its own set of registers, which are described
below.

4.5.3.1.1 Stored Program Instruction Interface

During initialization, the BIU is given an address for its instruction
address register (IAR), which points the BIU to its BIU instructions.
Instructions are arranged in pairs, which are stored sequentially in
memory. The format for these instructions is given in table 4.5-2. The BIU
is also given a base address register (BAR), which is 10 bits long.

Using this and the instruction words, the BIU can develop the address into
the pointer block and find the data buffer. The first of a pair of direct
memory access (DMA) sequences occurs, the first instruction word is
acquired, and the address register is incremented. The BIU initiates a
second DMA cycle and acquires the second instruction word. The IAR is
incremented once again to prepare for the next fetch operation.

Once the two instruction words are acquired, the BIU can construct the
command word(s). Referring to table 4.5-2, the BIU compares its terminal
address (available from the PCR control word given to it when initialized by
the host) with the device addresses in the instruction words. 1If the BIUs
address is the same as the receive device address, then the command to be
generated is a transmit command to an RT. If the BIUs address is the same
as the transmit device address, then the command to be generated is a
receive command to an RT. 1If the BIUs address does not agree with either
device address, then an RT-to-RT pair of commands is to be generated. As
part of built-in-test (BIT), the BIU checks to ensure that the receive
device address is different from the transmit device address.
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- MANCHESTER PARALLEL |g—
ENCODER —> INTERFACE [€— 1/0 BUS
LOGIC <+
ERROR »
DETECTION LOGIC | INSTRUCTION
DECODE AND
EXECUTION LOGIC CONTROL
MANCHESTER
DECODER < INSTRUCTION |
ENCODE AND
EXECUTION LOGIC -
CONTROL
BIUNO. 1
Figure 4.5-5. Bus Interface Unit No. 1 Basic Block Diagram
+5 ——
16
GROUND —P | 1/0 BUS
L DMA REQUEST
MANCHESTER IN — (¢— DMA GRANT
——» DMA READ
2
MANCHESTER OUT <7 — DMA WRITE
‘¢— DMA ACKNOWLEDGE
CLOCK 2 —Pf — COMMAND/STATUS WORD
PRESENT
— MESSAGE COMPLETE
CLOCK 1 —p l¢—» ERROR PRESENT/ME BIT OR’ed

BIUNO. 1

[4— CODE-EXECUTE STROBE

<¢— BUSY - DISABLE

l¢p LOAD COMMAND WORD (C)/
SEND STATUS (R)

5
7% WORD COUNT

Figure 4.5-6. Bus Interface Unit No. 1 Functional Pinout
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ra CONTROL IN
16 CONTROL
LoGic + CONTROL OUT
REGISTER
STACK
BIDIRECTIONAL |g .6
INTERFACE K4 »1/0 BUS
BIU NO. 2

Figure 4.5-7. Bus Interface Unit No. 2 Basic Block Diagram

+5 —»{ BIUNO.2 [&—¥ I/OBUS
GROUND —
MESSAGE COMPLETE —¥ b+ DMA REQUEST
SELECT <— \¢—— DMA GRANT
|—+ DMA READ
BUSY/DISABLE <—] —— DMA WRITE
DMA ACKNOWLEDGE
CODE-EXECUTE STROBE <¢— s
4% CONTROL CODE IN
COMMAND/STATUS ~—P l¢&—— CONTROL CODE STROBE
WORD PRESENT
| INTERRUPT REQUEST
LOAD COMMAND WORD (C)/ ¢ N
SEND STATUS (R) —— DISABLE HOST INTERFACE
CLOCK (10 MHz MAXIMUM) — [¢—> ON LINE/OFF LINE
l¢—> ERROR PRESENT/ME BIT OR‘ed
{—— LOAD ADDRESS REGISTER

Figure 4,5-8. Bus Interface Unit No. 2 Functional Pinout
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Table 4.5-2. B/U Instruction Format

LS8
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
orP . .
code| Retry B | Receive device Receive subaddress/mode
address

Word count/
mode code

Transmit device
] address

Transmit subaddress/mode

IW1 bit designation

1.2

Normal OP codes
Bit 1-2
00 = Halt BIU
01 = Link {use second word as address of next
two-word instruction)
10 = No operation (go to next two-word instruction)
11 = Normal bus operation

{ndicates number of retries (0,1,2, or 3)

0 = Operation is performed on bus A
1 = Operation is performed on bus B

1 = Interrupt processor upon successful bus operation
Receive terminal addresses

00000, 11111 = mode command operation
00001

Receive terminal subaddress

11101
11110 = asynchronous message

IW2 bit designation

1.5

Word count or mode command code

Select bit 9 = Select output 0
Select bit 1 = Select output 1

Transmit terminal addresses

Select

00000, 11111 = mode command operation
00001

Transmit terminal subaddress

11101
11110 = asynchronous message
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When an RT-to-RT set of command words is formed, no data buffer address is
generated because the controller does not transfer data in that case unless
the’ RT-to-RT data enable is set in the PCR (see fig. 4.5-9), When an RT is
to receive data, an RT transmit command is generated and the BIU generates a
corresponding data buffer address. As mentioned above, the BIU is given a
BAR word (discussed later), and the BIU appends six bits (the T/R bit and
subaddress bits) of the command word to the least significant end of the BAR
word to form an address into a pointer table. The pointer, acquired from
the table, points to the first address in the data buffer and is stored in
the pointer register of the BIU, This first address is reserved for the tag
word (time tag, word count, and data validity). The pointer address value
is incremented and the value loaded into the BIUs address register for use
when it executes its DMA transfers.

Once the data buffer address is set up, it is ready to transmit the command
word. From that point, the BIU handles data transfer via its interface. If
the message is an RT receive message, the data transfers by the BIU complete
the message process; however, if the message is an RT transmit message that
is received by the BIU, the data transfers to memory are followed by a final
DMA transfer of the tag word into the first address of the data buffer.
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This process is summarized in table 4.5-3. The RT operation is summarized
in table 4.5-4.

4.5.3.1.2 BIU Control Instruction Interface

Control instructions are used by the processor to initialize and to operate
on the BIU. Control instructions occur either via programmed I/0 or via
memory mapped 1/0. The control instructions in this example are treated as
memory-mapped I/0 instructions. These registers in the BIU are read or
written much the same as the processor reads or writes its memory.

The control codes available to the host are:

0000 Load Mode data register (MDR)

0001 Load Master function register (master) (MFR)

0010 Load Instruction address register (IAR)

0011 Load Bagse address register (BAR)

0100 Load Processor control register (PCR) (both BIUs)
0101 Load Status word data (swp)

0110 Load Built-in-test register (BIT)

0111 Halt (graceful)

1000 Output MDR
1001 Output Receive status (master)/MFR (RT)
1010 Output IAR
1011 Output Transmit status (master)/BAR (RT)
1100 Output PCR

1101 Output Internal status register (1ISR)
1110 Output  BIT
1111 Abort

The Load Mode Data Register (MDR) instruction allows an RT or controller a
place for storage of some special control word to be used in a later
transfer. The controller BIUs processor might, for example, load bus
designator information in the BIUs MDR and then direct the BIU to issue a
mode command to an RT requiring it to shut down a selected transmitter. The

controller would send the command word, followed by data from its MDR, to
the RT.

The RT BIUs processor might, for example, load a service designator (or
vector word) in its MDR using the Load MDR instruction. It would then set a
service request (SR) flag using the Load Status Word instruction. Detecting
the flag set in the status word, the controller BIU would generate an
interrupt. The interrupted host, determining the interrupt cause, would
request the vector word. When the transmit vector word mode command was
received by the RT, the BIU would use the detection of the command as a
reset signal for the SR and subsystem fail (SF) flag and return the l4-bit
vector and SR and SF bits contained in the MDR. The resetting of the SR and
SF flag has no effect on the contents of the MDR, which eliminates message

errors affecting the eventual acquisition of the vector word through
automatic retries.

The instruction, Load Master Function Register (MFR), allows a controller
BIUs host processor to update the timing information (e.g., minor ecycle
number) used by the BIU when the BIU time-tags buffer data. The MFR data
can also be transferred from the controller BIUs MFR to an RT's MFR by a
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Table 4.5-3. Summary of Bus Controller BIU Message Processing

@ BIU DMA's instruction words 1, 2 from host.
@ BIU generates command word.

e BIU appends T/R and subaddress bits of command word to the lea significant end of a 10-bit base
address to form a 16-bit address into a pointer table:

Ls8

BASE ADDRESS T/IR SUBADDRESS
(10 BITS) (5 BITS)

@ BIU DMA’s painter-from-pointer table. The pointer is the location of the first address in the
data buffer.

@ Pointer is stored in the BIU’s pointer register.
BiU loads incremented value of pointer into external address register.
® BIU transfers command word.

@ BIU handies data DMA's.

In the case of 3 RT transmit message, the fina' data DMA by the BlU is followed by a DMA of the

tag word into the first address of the buffer. The transferred tag word contains the minor cycle number,
word count, and the data error bit:

MINOR CYCLE NUMBER WORD COUNT DATA
(10 BITS) (5 B8ITS) ERROR

mode command (synchronize)., If this mode command is broadcasted, all the RT
BIUs are updated simultaneously.

The instructions affecting the IAR and the BAR, respectively, load a pointer

to the set of BIU instructions and load the first 10 bits of the address of
the message area.

The processor loads the BIU PCR (see fig. 4.5-9) to indicate to the BIU the
BIU ID, bus ID (bus A or bus B controller), mode of operation (RT or

controller), ability to accept bus control , GO/NO GO status, and busy
status,

The Load Status Word Data instruction allows for the setting or resetting of
the subsystem flag or the service request. These bits, at the disposal
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Table 4.5-4. Summary of Remote Terminal BIU Message Processing

® BIU receives an RT transmit or an RT receive command.
® BlU determines that s command word is present.

® BIU determinas if the command is sn RT transmit or an RT receive command and begins data butfer
sddress generation.

® BiU appends the T/R and subaddress bits of the command word to the least significant end of 2 10-bit
base address to form a 16-bit address into s pointer table.

@ BIU DMA'’s pointer-trom-pointer table. The pointer is the location of the first address in the data butfer.
® Pointer is stored in the BIU's pointer register.

@ BIU loads incremented value of pointer into external address register.

® BiU handles data DMA's.

® In the case of an RT receive message, the final data DMA is followed by a DMA of the tag word into the
first address of the data buffer,

of the RT nrocessor, allow for additional (asynchronous) service from the
controller beyond the periodic commands.

The Load Built-In-Test Register instruction allows the RT to report
non-message-related failures (e.g., DMA handshake error) to the controller,

Typically the controller, as part of a recovery procedure, would read the
RT's BIT register,

5.5.3.1.3 Interrupt Interface

As mentioned previously, the BIU sets interrupts on various conditions:

a. Message errors

b. Status word exceptions
c. Certain mode commands
d. Program requirements

Interrupt generation reflects one of several facts:

a. The BIU has encountered a Manchester bus data transfer problem and error
indications cannot be overcome without host intervention,

b. The BIU has been imitialized because of a power dropout or startup and
needs to be set up by the host.

c. The BIU has finished the bus-oriented tasks required of..it by the BIU
program in host memory and the program required host notification.

d. The host decides to intervene in BIU operation and commands the BIU to
halt the operation gracefully.

As the word itself indicates, an interrupt is a break in an ongoing
operational scenario, and when such a break occurs some trace of what
happened must be recorded. Assume that each BIU possesses its own
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interrupts so that the BIU that is interrupted can be identified. The
possible reasons for interrupt generation are recorded by the BIU in the
BIUs internal status register (ISR) (fig. 4.5-10) and built-in-test (BIT)
register (fig. 4.5-11). Both these registers are available to the BIU
host. These interrupts can be viewed from the perspective of the master
controller or of the remote terminal. Both aspects are covered in the
following paragraphs.

Interrupts Generated in the Master Controller

Message errors detected by the BIU include--

a. Manchester biphase errors
b. Word parity errors

c. No response

d. Message too short

e. Message too long

The BIU may diagnose a message error caused by failure of the preceding
criteria. For example, an error could have occurred so that the sync detec-
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tion circuitry failed to validate the last data word of a given message
because of distortion. Because the BIU did not detect the last word, it
regxsters an error in message since the message was too ‘short. The BIU has
automatic retry capability and can be programmed for up to three additional
message communication attempts, so hard failures tend to be separated from
random error occurrences suggested by this example. In the case of a hard
failure, the BIU will exhaust the retry attempt(s) and still find that a
message error is present. When the BIU is involved in a message sequence,
the BIU saves any indication of error-present until the message is completed.

At the end of the message execution, the error present flag prompts the BIU
to transfer the error word data (representing specific message errors,
power-on reset, DMA error, and the loop-test error) into bits 4 through 16
of its own BIT register. After the transfer, the BIU tests for the presence
of power-on reset, DMA errors, or loop-test errors. If power-on reset, DMA
error, or loop~test error has occurred or the retry count is zero and a mes-
sage error occurred, the BIU will interrupt the host and stop automatic
operation. If none of these are present and the word count is not zero, the
BIU clears the BIT word and ISR word and executes the next message sequence.

If the status word is valid but contains some exception (e.g., T/F, SR), the
error present flag will interrupt the host without any retry attempt;
however, two status word exceptions (ME and subsystem busy) can cause retry
attempts. These status word exceptions indicate the receive command was not
received by the terminal and that a retry could rectify the problem if
allowed. So, like the error present flag, the two exceptional conditioms
found in the valid status word prompt the BIU to test the retry count and
either execute another message sequence or generate an interrupt. Besides
generating interrupts when message error or busy conditions prevent
successful commun1catxons, the BIU, acting as a master controller, generates
interrupts in response to other condltlons described below. In these cases,
the BIU always stops operation until the interrupt is serviced. Under four
conditions, the BIU will generate an interrupt when programmed to do so.
The first condition can occur when the instruction pair bexng executed by
the controller detects a message error or status word exception. Under these
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conditions, programmed message retries are attempted before generating the
programmed interrupt. I1f the BIU is wultimately wunsuccessful in
accomplishing the instructed bus operation, the appropriate message-related
conditions are recorded in bits 4 through 13 of the controller's BIT word,
bit 4 of the ISR is set, and an interrupt is generated. It may be that
during bus operation the BIU detects a loop-test error, DMA error, or
power-on reset. In any of these cases, no retry is attempted, but the
appropriate condition is recorded in bits 14 through 16 of the BIT word.
Then, bit 4 of the ISR is set and an interrupt is generated. A second way
of programming an interrupt is with the OP code of the instruction pair (see
table 4.5-2). This can be set to require the BIU to halt. 1In this
situation, the BIU decodes the requirement and executes it by setting bit 1
of the ISR and then generating the interrupt. A third method used to
interrupt the host occurs when the BIU is given the control code 1111 by the
host. This causes the BIU to stop all operations without regard to where it
may be in its operating sequence. The BIU responds by setting bit 2 of the
ISR and generating an interrupt. A fourth interrupt method is the graceful
halt, which causes an interrupt based on the control code 0lll set by the
host. The host can request the BIU halt operation, but in that case the BIU
finishes its present operation, sets bit 3 in the ISR word, and interrupts
the host. The graceful halt is executed identically to the
program-controlled interrupt: only the indicator (im ISR bit 3 rather than
the ISR bit 4) is different.

Interrupts are initiated by the BIU when the BIU discovers that an
instruction pair contains the same device address in both instruction
words. This check is made during command generation, and if this condition
exists the BIU operations are halted without ever beginning data bus
transmission, and bit 5 of the ISR is set. Bit 6 of the ISR is set and an
interrupt is generated by the BIU when a mode command requiring mode data
has been executed. If, while attempting to acquire the mode data, the
controller detects a message error or status word exception, programmed
message retries are attempted 1if allowed. If the bus operation is
ultimately unsuccessful, the appropriate message-related conditions are
recorded in bits 4 through 13 of the controller's BIT word, bit 4 of the ISR
is set, and an interrupt is generated.

Bits 7 and 8 of the ISR are associated with the execution of an asychronous
message. Bit 8 indicates the BIU participated in an asychronous message,
and bit 7 indicates the BIU was the transmitter (bit 7 = 1) or the receiver
(bit 7 = 0) of the message. The BIU processes these bits whenever it
generates a command word with subaddress equal to 30, After executing the
message associated with this command, the BIU generates an interrupt to the
host. Treatment accorded message errors, specific status word exceptions,
etc., is identical to that used for ISR bit 4 described in the preceding
paragraphs.

Bit 14 of the ISR is set and an interrupt is generated when the status word
contains an interrupt condition. Treatment accorded message errors,
specific status word exceptions, etc., is identical to that used for ISR bit
4. The conditions in the returned status word that interrupt the controller
include T/R, service request, subsystem flag, and dynamic bus control
acceptance. It is assumed that automatic message retries would not be
scheduled in sensitive cases (e.g., use of the dynamic bus control mode
command) .
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Interrupts Generated in the Remote Terminal

In the preceding section ("Interrupts Generated in the Master Controller"),
the text describes how message errors detected by the BIU are transferred
into the BIUs BIT register, This same process occurs in the remote terminal
mode. Once a transfer is made, the RT tests for the presence of power~on
reset, DMA errors, or loop test errors. If any of these are present, the
BIU will generate an interrupt. These are the only message-error-related
failures that can cause interrupt generation in the RT.

In addition, the BIU as part of the RT configuration generates interrupts in
response to other conditions described below.

Bit 2 of the ISR is set and an interrupt is generated when the abort command
(control instructiom 1111) is given to the BIU. The host can use this
command to stop all operation without regard to where the BIU may be in its
operation (transmitting or receiving).

Bit 5 of the ISR is set and an interrupt is generated when the RT BIU
receives a valid message containing the - mnchronize mode command (without
data word).

Bit 6 of the ISR is set and an interrupt is generated when the RT BIU
receives any of the mode commands, 10000 through 11111 (except 10001),
provided that the T/R bit of the mode command is a zero. Under such
conditions mode data is waiting for the host in the BIUs MDR.

Bits 7 and 8 of the ISR are associated with the execution of an asynchronous
message. Bit B8 indicates the BIU participated in an asychronous message.
Bit 7 indicates the BIU was the transmitter (bit 7 = 1) or the receiver (bit
7 = 0) of the message. The BIU processes these bits whenever it receives a
command word with subaddress equal to 30. After successfully executing tle

message associagted with this command, the BIU generates an interrupt to the
host.

Bit 9 of the ISR is set and an interrupt is generated when the synchronize
mode command (with data word) is validly received. Upon reception of this
command, minor cycle time information is waiting for the host in the BIUs
MFR.

8.5.3.2 B-52 OAS Remote Terminal

The two card B-52 OAS RT developed by Boeing consists of a dual modem card
to interface with two multiplex data buses and a handshaker card coantaining
a 256-byte buffer memory. Except for initialization, the OAS RT operates
independent of the user who interfaces with the handshaker card. Data words
received and/or transmitted over the data bus are stored in or obtained from
the buffer memory. Figure 4,5-12 shows the functional partitioning of the
OAS RT. The modem card performs the word processor functions as shown.
There are two independent modems on this card, one for each multiplex bus.
The handshaker card provides the message processor functions of the RT.

A simplified schematic of the OAS RT is shown in figure 4.5-13. The output

of the two independent modems is combined off the card and passed to the
hands* ‘ker. When the modem receives a command word with its terminal
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address, it will signal the handshaker that there has been an address
compare on that channel. The handshaker has control over the output enables
of both modems and will only 1listen to the channel with the most recent
address compare. In the receive mode the serial data from the multiplex bus
is shifted into shift registers. It is read out a byte at a time by the
handshaker. 1In the transmit mode the handshaker loads the shift register in
parallel and the modem transmits it serially.

The modem detects and generates syncs, decodes the terminal address, counts
bits within a word, checks for valid Manchester data, and detects and
generates parity. The handshaker decodes the T/R bit, subaddress and word
count from the command word and transfers the data words between its buffer
memory and the modem card. During a modem transfer, the handshaker controls
the internal bus and passes the data words between the modem and the memory
at a location depending on the address generated by the mapping information
derived from the given subaddress and T/R bit. Data are transferred over
the internal bus a byte at a time, starting with the least significant byte
of data. In addition to the data words in random access memory (RAM), i.e.,
the buffer memory, the user can read the most recent command word.

Before the OAS RT will operate, the subsystem must initialize the RT with
mapping information. This is stored in the first 64 bytes of RAM. Whether
the subsystem desires a nonmaskable interrupt after each valid transmission
will depend on the state of the least significant bit (LSB) in the mapping
information for that particular T/R bit subaddress combination. The desired
status word (except for the terminal address and T/R bit) should then be
placed on the subsystem bus. The transmit status word, transmitter enable,
and transmitter disable mode codes are handled automatically within the
handshaker. 1If any other mode code is received, the subsystem will be
issued a nonmaskable interrupt. Transmitter enable and disable mode codes

will not cause a nonmaskable interrupt but the transmit status word will if
the LSB of RAM address is set.

8.5.3.2.1 Programmable Read Only Memory Sequencer

The modems and handshaker are both controlled by similar verti:zal
programmable read-only memory (PROM) sequencers. The basic architecture of
this sequencer is shown in figure 4.5-14. The signals from the output
registers are used to control various functions within the modem and
handshaker. The vertical sequencer is characterized by its serial nature.
To lead each of the output registers shown in figure 4.5-14 and to perform a
jump in the program would require four instructions of :wo cycles each.
Control of the sequencer is governed by the instructions stored in PROM.
All instructions consist of two adjacent bytes in PROM, which has a capacity
of 256 instructions. The first byte is the OP code and is always in even
address locations. The second byte of the instruction is data, which can be
loaded into one of the output registers, into the program counter, or
ignored (as in a NOP). The OP code is loaded into the instruction register
using a 4 MHz clock. The OP code (i.e., the output of the instruction
register) controls the routing of the data byte.

The modem and handshaker PROM sequencers have different basic capabilities

and therefore they have different control requirements., To facilitate
writing the sequencer firmware, a cross assembler was used so that the final
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Figure 4.5-14. Vertical PROM Sequencer

object code could be automatically derived from a readable source listing
containing mnemonics and comments.

4.5.3.2.2 Handshaker

The handshaker is the interface between the modem and the subsystem. It
contains a 256-byte buffer wmemory (RAM) that all modem data words are
transferred to or from. The subsystem has access to the contents of the
buffer memory so that data words can be read or updated. The modem and
handshaker communicate through several handshake signals.

There is some initialization required by the handshaker, but normally the
0AS RT (modem and handshaker) can operate independently of the subsystems.
The internal bus is eight bits wide and is used to pass data a byte at a
time. It is isolated from the subsystem bus by tristate buffers. When the
RT is idle (i.e., not handling a transmission on the data bus) the subsystem
has immediate access to the RAM. During data bus transmissions, the
handshaker will take control of the internal bus to prevent subsystem access
to the RAM,

The handshaker decodes and stores the subaddress, T/R bit, and word count
from the command word. It counts data words and transfers them between the
modem and RAM. It also supplies the status word and handles the send status
word and enable-disable slternative transmitter mode codes.

The handshaker is designed to interface with a dual-channel modem but does

not interface with both channels simultaneously. The tristate outputs of
the two modem channels are tied together and controlled by the handshaker,
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which will enable the channel with the most recent address compare. Thus,
handshaking on one channel will cease if there is an address compare on the
other. Handshaker firmwsre is designed so that an interrupted messare will
terminate in a known orderly fashion.

The 256-byte RAM is used to store data words for the modem. In addition,
the first 64 bytes are dedicated to containing mapping information. Each
T/R bit and subaddress combination in a command word can cause the associated
data words to be transferred (mapped) to or from any of the 192 remaining
bytes in the RAM. The location of the first byte of data is mapped into the
address defined by the contents of the byte at the address made up of the
T/R bit and subaddress. For example, assume a command word had a T/R bit =
1 and a subaddress = 00101, then the contents of 25H (00100101) contains the
address of the first byte to be transmitted by the modem. If the contents
of 25H is B4 and the contents of B4 and B5 is 58 and 7C, then a command word
in the example will cause a data word of 7C58 to be transmitted. Note that
the low byte of the data word is stored in the lower address.

4.5.3.3 Multiplex Remote Terminal Unit

The multiplex remote terminal unit (MRTU) can serve as a standalone remote
terminal or simultaneously as an RT and a backup bus controller (BC).
Figure 4.5-15 presents the functions performed in the MRTU developed by
Sperry. The bus interface performs the analog transmit-receive and the
bit-word processor functions. I/0 control and I/0 signal conditioning
circuitry complete the RT and perform word and message processor and
subsystem interface functions, respectively. Since the Dbackup bus
controller is colocated with an MRTU, there is a unique case where the
backup bus controller has bus control and must communicate with the MRTU in
which it is located (see fig. 4.,-16). What is important to note here is
that this MRTU is treated the same as any other. The backup bus controller
transmits its information on the MIL-STD-1553A bus via the transmit portionm
of the bus interface hardware within the MRTU while the receive portion of
the bus interface hardware accepts and processes the information from the
bus. There is no internal connection or communication between the backup
bus controller and MRTU. Thus, each one treats the other as a completely
external device, except for the common bus interface hardware,

4.5.3.3.1 Remote Terminal

Figure 4.5-17 presents a block diagram of the bus interface portion of the
MRTU. The received Manchester data are filtered, synchronized to the
internal clock, and monitored for a valid sync waveform. When a valid
command sync is detected, the data are multiplexed to the decoder, which
changes the data from Manchester to NRZ binary. The data output is provided
in both parallel and serial form. The data are checked for odd parity and
proper Manchester coding. Command words are checked for valid address by
comparing the first five data bits with the terminal address. Data words
arc checked for valid sync timing. Appropriate bits of valid command words
are transferred to the word counter, subaddress register, and the T/R
register. The output of the word counter provides an address for the data
words in a message. The outputs of the subaddress and T/R registers are
used to select unique blocks of data to be transferred. The word counter
and the data, in serial format, are rransferred to the I/O controller, The
heart of the I/0 control is a sequence control PROM, which, along with the
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Figure 4.5-16. Remote Terminal With Colocated Backup Bus Controller

1/0 timing and control hybrid circuits, provides a cyclic scan of all analog
and discrete inputs and a cyclic update of all analog and discrete outputs.

The serial data received from the bus interface are stored in an output RAM
memory in the I/O controller. Under sequence PROM control, the RAM data are
cyclically presented to the analog and discrete output signal conditicners.
The data to the analog outputs (except sync) are processed in a 12-bit D/A
converter and transmitted on the output analog bus to the selected analog
output signal conditioner. The discrete data and synchro data are
transmitted directly from the RAM memory to the holding register in the
selected discrete output or synchro output signal conditioner.,

For the scanning of inputs, each input signal conditioner provides a
differential analog signal to the I/0 controller input multiplexer. The
multiplexed signal is processed in a high-speed 12-bit A/D converter and
stored in an input RAM memory for serial transmission to the bus interface.
Each analog input is stored as a 16-bit word with the four LSBs set to zero.
Each discrete input channel is stored as a single binary bit with 16
successive channels forming a data word.

Note that in the operation of transferring data between the MIL-STD-1553A
bus and the I/0, no processor or bus controller is needed. This emphasizes
the fact that an RT can operate with no internal bus controller and,
conversely, a backup bus controller can be 1located inside an RT with
complete independence.

8.5.3.3.2 Backup Bus Controller and Remote Terminal

The backup bus controller for the YAH-64 Advanced Attack Helicopter (AAH) is
provided by a Sperry Flight Systems designed and built SDP-175
microprocessor. The processor is located in the copilot-gunner (CPG) remote
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Figure 4.5-17. MRTU Bus Interface

terminal unit and is capable of performing a degraded mission function, as
well as backup bus control, upon loss of the fire control computer {(primary
bus controller).

The backup bus controller is unique in that it is located in the same
housing as an RT but is functionally separate from the RT. The functions
are split between RT control and backup bus control in such a way that the
RT does not know that the backup bus controller is residing in the same
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unit. The functional separation of RT and bus control allows the other to
operate in the event that one fails, barring failure of a physically shared
component such as a power supply or the bus interface electronics.

As illustrated in figure 4.5-16, the backup bus controller consists of two
basic parts; the SDP-175 microprocessor and a bus control unit. The SDP-175
is made up of four 2901A 4-bit/slice chips. It has 2K of RAM, 12K of PROM,
and all of the necessary instruction decoding and multiplexing circuitry.
The CPU is a 2's complement, fractional processor with 96 basic instructions
and 6 special instructions to aid in bus control software. The processor
provides for nine addressing modes, uses a pushup stack, and has eight fully
vectored interrupts. Instructions include bit manipulation, Boolean
functions, and arithmetic instructions that include double precision add and
subtract, signed multiply, and unsigned divide.

The bus control processor allows the SDP-175 to do bus control operations
with minimal CPU time. The bus control unit uses microinterrupts to advise
the CPU when it needs to transmit a word or when it has received a word.
The CPU microcode will then service the bus need. Therefore, the CPU can
operate, with the bus control unit, at maximum CPU speed and thus is not
affected by bus delays. This results in the CPU needing only 102 of its

processing time to service the bus, which leaves 90% of its time for other
software operations.

The bus control unit controls the bus by organizing commands to various RTs
into one or more lists. Each command is followed by a word containing the
number of words to be sent or received on the bus. Following the word count
are the data to be sent and empty locations for the status response and data
(if applicable) from the RT. A software command starts the interface and
the first word is transmitted onto the bus. During this transmission time,
the CPU is free to do other tasks. When the transmission is complete a