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Chapter I
INTRODUCTION

1.1 PURPOSE

The purpose of this investigation was to compare some existing methods of map comparison and investigate potentially useful computer-assisted methods of map comparison. The emphasis has been on comparing the different methods and developing a possible strategy for comparing large numbers of potentially similar maps.

There are many reasons for comparing maps and an increasing number of gridded data map sources are becoming available. Geographers have compared maps of many types of human variables such as heat source vs income, spread of infection vs well water source, and many other sets of variables. Geologists compare maps of different subsurface rock units to study tectonic history of an area. In pollution studies, maps of different variables such as terrain, wind patterns, and emissions sources are compared. For this investigation monthly pollution maps will be compared in order to demonstrate possible computer-assisted methods of map comparison.
The analytical skills of a human investigator will not be replaced by a clever program, but helping the investigator focus his attention on potentially important relationships between maps, without having to look at every possible combination of maps, makes the development of computer-assisted methods of map comparison worthwhile. If the geographer, cartographer, or geologist can eliminate or reduce the amount of initial comparisons that require manual effort, then the investigator is free to concentrate on the potentially important map relationships.

1.2 METHODS OF MAP COMPARISON

In this investigation, three methods of map comparison are discussed and demonstrated. The maps that are compared are thematic, regularly gridded arrays. Computer programs were written to implement the comparison methods. Initial testing and evaluation of the programs was done with artificially generated maps. A final demonstration of the comparison methods was done using pollution data obtained from the Ohio EPA [Ohio EPA, 1979].

Map comparison methods used in this investigation fit into three general categories: direct methods, trend surface and autocorrelation. general categories: direct meth-
ods, trend surface and autocorrelation. The direct methods compare the original map, or array members, in a one to one relation with other maps. The direct methods include visual comparison, isopach maps, and direct correlation. The trend surface map comparison techniques fit a bi-variate polynomial to the gridded data sets, using the method of least squares. The estimated parameters of the polynomial fit are compared using the correlation coefficient. The third method uses the autocorrelation of each map to generate a representation of the surface. The autocorrelation of a series or array is computed by comparing the series or array to itself, the exact method that is used to do this will be discussed in chapter five. Autocorrelation can be thought of as the internal relationship of a set of data. A limited autocorrelation function is used to produce a autocorrelation curve for each of the maps. A spatial autocorrelation function is a measure of the internal consistency of a surface (map). The data set has two dimensions, thus the result of calculating the spatial autocorrelation function is an array. A spatial autocorrelation function can be used to form an autocorrelation map for each of the original surfaces.
The direct methods of comparison include the visual comparison of two maps. In order to visually compare the gridded data arrays, one must represent the data in a more human compatible form. The Geodetic Science Plotting Package (GSPP), [SUNKEL, 1980], is a plotting package that will produce isarithmic maps from regular gridded arrays. GSPP uses a bi-cubic spline method of interpolation to form isarithmic maps from regularly gridded arrays of data. All isarithmic maps presented in this thesis were formed using GSPP.

1.3 MAPS USED FOR COMPARISON

For the purposes of this investigation, mapped data is regarded as a set of observations ordered with respect to two spatial coordinates. The spatial coordinates are represented with a regular grid structure. The distinction between irregular and regular gridded data can have rather significant numerical consequences. Only regularly gridded data was used. To avoid the problems inherent in the gridding of irregularly distributed data, all discussions with respect to map comparison methods will assume that observed values come from the intersections of a regular grid. The pollution data used came from irregularly located collection sites. The method and theory used to grid the data will be discussed later.
The gridded data map has been referred to as a "numerical map" or a "digital map" [ROBINSON et al.; 1978]. It is not a particularly informative map if it is viewed in its most elemental form. It would appear as only a grid of points with real number values printed near the points. Normally, a gridded data set would be presented as an isoline map, that would have been formed by interpolating between the gridded data points to represent isolines.

More specifically, the isarithmic map is a statistical surface. That is, it may represent the volume or surface of data in a mapped area. The isarithmic map is of two general types the isoline and isopleth map. The transition between the isolines, of the isarithmic map, is assumed to be continuous. On the other hand, the isopleth map represents data that cannot exist at a point. The statistic represented by the isopleth map occurs inside a boundary of finite extent. The boundaries often used in practice are enumeration districts, townships, counties, etc. Possible statistics used are: average sale price of homes, cattle per acre, deaths per thousand, etc. The isoline and isopleth maps are very different with respect to the nature of the data they are used to represented.
The appearance of the isoline and isopleth maps are quite similar. They both use lines as the mapping symbol. The isopleth map appears very similar to the isoline map. They both represent a statistical surface that is assumed to be continuous, yet the statistic of the isopleth map can't exist at a point because isopleths represent data that is averaged over an area [ROBINSON; 1978, p. 225].

The map data used in this investigation is of the type that an isarithmic map would be constructed from. The isolines are "threaded" among the gridded data points by an appropriate algorithm. The result is an isarithmic map that is a visual representation of the gridded data. It would be well to emphasize that the techniques used in this investigation assume the data to be in the form of regular gridded values, not stored as isarithms. It is possible to overlook the distinction between an isarithmic map that was formed from gridded data and the gridded data set it was formed from. The gridded data sets are what will be compared.

Because this investigation of map comparison methods is limited to regularly gridded data, it would be a fair question to ask, "Where would one obtain data in this special format and what value are the techniques that address only
regular gridded data?". To answer the first part of this question, there are a number of sources of gridded data. The digitizing of existing maps has produced very large data bases of regularly gridded elevation data. These data bases are often referred to as digital terrain models (DTM) or digital elevation models (DEM). The Defence Mapping Agency (DMA) has a very extensive DTM [Saulnier; 1979]. Landsat imagery is collected directly in the gridded (raster) format and is readily available. Another potentially important source for regularly gridded data is the analytical photogrammetric instrument [Helava; 1978]. A lesser source, but still an important one, is the collection of geophysical data. Electrical, gravity, and magnetic surveys are often collected on a regular or semi-regular grids. Finally, a potentially large source of gridded data is the transformation of randomly or irregularly distributed data to a regular gridded format.

The second part of the question, "what value are techniques that address only regular gridded data?" is the more interesting aspect of the question. There are a number of uses that have been described for this type of data. One of the primary uses is for navigation. Map Reading is a standard navigation technique where the navigator, from some
vantage point, compares the local terrain with a chart, then orients himself, and finally determines his precise location. The current version of this method replaces the navigator with a computer and radar; the chart is replaced by a DTM. The terrain is scanned by the radar system under computer control and the DTM is compared to the terrain. Until DMA released its DTM to the civilian agencies, research that required a dense DTM was difficult. The DTM has been compared to geological information, pollution, and wind patterns [TESCHE and BERGSTROM; 1978], to name a few. Not only can maps of different types be compared, but gridded data sets that vary temporally can also be studied.
1.4 Manual Map Comparison Methods

Manual methods of map comparison are not efficient enough to handle large amounts of data or maps. In order to compare a large number of surfaces, the investigator must have some method of reviewing the relationship between all possible map combinations. The visual comparison of maps is a useful tool, but the number of comparisons for $n$ maps is:

$$t = 0.5 \ (n+2) \ (n+1) ,$$

where $t$ is the total possible map pairings and $n$ is the number of maps to be compared when all possible combinations are considered. As a preliminary comparison method, the visual method does not appear to be very useful. The other direct method, isopach maps, is also inefficient, because it produces so many difference maps that it is difficult to understand what the relationships are between the original maps.

A computer-assisted method of comparison seems to be necessary for preliminary stages of investigation. Two computer-assisted methods of preliminary comparison are used in this investigation, they are direct comparison of the grid-
ded data sets and comparison of parameters of trend surfaces of data sets. These methods are applied to artificial surfaces. The relationship between the artificial surfaces was known. Once the known surfaces were compared and a "baseline" relationship between the artificial surfaces was formed, the next step was to apply the computer-assisted methods to data that had an unknown relationship.

The autocorrelation of a surface may also have potential as a map comparison tool. The autocorrelation function of a surface is unique and could be used to represent a map. The comparison between the autocorrelation function of two maps could give an insight into the relation between the gridded data maps. Obviously, autocorrelation will not be practical as a preliminary comparison method, but it should be useful as a secondary method of map comparison.

While the methods of comparison used are not a complete list of every possible technique, they do include a wide range of theory and application. The trend surface method has been used in the past but with much smoother surfaces. To the best of the authors knowledge the spatial autocorrelation function has not been used before, as a map comparison technique. comparison technique. For the map compari-
son methods that are to be demonstrated the regularly gridded format is the most practical.

Chapters three, four, and five describe the map comparison methods. Chapter six describes the artificial surfaces that were used to evaluate the computer-assisted methods of map comparison. Additionally, chapter five gives a description of the pollution data maps that are to be compared. Chapter seven presents the results of the map comparison methods applied to the artificial surfaces and the pollution maps. Chapter eight contains a strategy for computer-assisted map comparison using the methods that have been discussed.
Chapter II
REVIEW OF RELATED RESEARCH

Map comparison techniques are used whenever some type of spatial phenomenon is to be investigated. Any discipline that uses spatial data has a need for methods of comparing maps, with the fields of geology and geography notable in this respect. Naturally earth scientists have been leaders in the area. Many of the techniques used in this paper are drawn from these disciplines.

An early computer-assisted method of map comparison was described by Robinson and Bryson [1957]. They used orthogonal polynomials to calculate best fit east west profiles of population density and average rainfall for the state of Nebraska. The parameters of the univariate polynomials were then standardized and a correlation coefficient was calculated. The study compared a profile from a isopleth map with a profile from an isarithmic map. The resultant correlation coefficient confirmed the "graphic correlation" that had been observed between population and average rainfall. The next advance in this technique came from the field of geology.
The comparison and contrasting of geological features from one area to another is a fundamental interpretive skill needed by all geologists. A somewhat narrower version of the same skill is the comparison of maps from the same area with different z-values. More specifically, a geologist may wish to compare maps of "different chemical or mineralogical constituents, different grain size parameters, or structural maps on different geological horizons" (DAVIS, 1973, p. 37).

An example of the comparison of structural maps is the now classic paper by Merriam and Sneath (1960). A structural geological map relates the depths, to the top of a horizon, with some datum, usually sea level. Drill hole data is usually the source of the depth information. For the Merriam and Sneath investigation, the structural maps used were of subsurface beds that extended throughout Kansas. The structural surfaces that were compared were treated as maps to be compared. The reason for the study was to show that some groups of beds had experienced similar tectonic forces. That is, the characteristics of the surfaces should be similar had they undergone deformation at the same time.

The method of map comparison used, involved the fitting of low order polynomials, by least squares, to randomly se-
lected sites on structural geological maps. Estimated parameters of the polynomials for each surface were used to calculate a correlation coefficient. The correlation coefficient computed in this manner represents the correlation between respective normalized parameter values. By calculating the correlation coefficients for each possible pairing of surfaces, Merriam and Sneath were better able to understand the similarity between the maps.

Both geology and geography use the above technique of comparing estimated parameter values of different trend surfaces [CLIFF, 1975]. Another map comparison technique that is shared by both disciplines is the isopach map method. With this method, the maps that are to be compared are subtracted from one another. The result is a third map that represents the difference between the original surfaces. This is a very common technique [DAVIS, 1973; ACKBACH, 1972]. A major shortcoming of this method is the need to interpret the isopach map. That is, the resulting isopach maps don't give an easily quantifiable measure of the similarity between the two initial maps.

Additionally, there are a set of techniques that are found in geology, geography, and geodesy that are quite si-
milar in nature but very different in their applications. These techniques are kriging, autocorrelation, and collocation. They all are used to study the spatial relationship of some variable. In geography, autocorrelation could be used to study the spread of measles infection (CLIFF and Coo, 1981). The kriging method of geology is used to predict the spatial distribution of ore grades (CLARK, 1979; ECYAL et al., 1980). In geodesy, point and mean gravity anomalies are the variables predicted with collocation (SUNKEL, 1981). More specifically, the correlogram of kriging and the covariance function of collocation have a similar form. These functions are in turn much like the autocorrelation function. They relate a sampled quantity at one location with a similar quantity sampled at a location a distance (d) away. An average value of this relationship is calculated for all samples that are located (d) distance apart. Then a similar calculation is done for distance (2d) and similarly with increasing distances (nd). The relationship used in all three methods is the variation between the samples.

The spatial autocorrelation function of geology (AGTERBERG, 1974) seems to be the most promising method for map comparison. The values of the autocorrelation function have a limited range of $-1 < r < 1$ where as the variogram as
used in Kriging will have values that are dependent on the variance of the variable used. The theory and use of the autocorrelation function as used in geography is principally associated with ordinal and interval data [CLIFF et al., 1975; CLIFF and ORD, 1978], but the spatial autocorrelation function as in geology and the covariance function of geodesy seem to be the most practical functions for map comparison. They are easily applied to gridded data maps and each surface should have a unique autocorrelation function.
Chapter III
DIRECT METHODS OF MAP COMPARISON

3.1 VISUAL COMPARISON

Possibly the simplest method of map comparison is to form isarithmic maps, from gridded data sets (the maps or surfaces of this investigation) and compare them side by side. This direct method is often done as an initial step prior to other types of investigation or comparisons. A direct comparison has some practical problems, but is worthwhile as a limited use technique.

Ways of comparing two maps visually include examining them side by side, making transparent overlays, or using a light table. A light table was found to be the most practical method for viewing the maps together. For this to work well, the scale of the two maps should be the same, and similar vertical intervals should be used. The following are the most common things to look for with this method.
1. Positive and negative similarity, do the peaks and depressions of the surfaces coincide?

2. Do isolines cross, remain parallel or at least nearly parallel?

3. Does an isoline of a particular value on one map follow the same general pattern as an isoline of the same value on the second map?

Using the visual method has obvious limitations. Comparison of more than a few maps quickly becomes tedious. It is difficult to remain objective when comparing many different map combinations. The map that is on top has a tendency to dominate the comparison. The author has formed different judgments, on the similarity of two different maps, after the maps were reversed and viewed a second time. A map with dense isolines in one area can easily draw attention away from similarities that occur elsewhere in the two maps. This method was applied to the pollution maps and spatial autocorrelation maps. The success of the visual comparison method will be discussed in chapter seven.

The problems inherent in this type of direct comparison are strong arguments for more objective and automated forms.
of map comparison. The rest of this chapter will discuss other direct forms of map comparison, direct correlation of points in arrays and isopach maps.

3.2 SIMPLE CORRELATION

With this method, the correlation between two surfaces is developed without regard for sample location. The correlation between z-values at corresponding grid points, on two different maps, is calculated using:

\[
\begin{align*}
    r_{jk} &= \frac{\text{COV}_{jk}}{S_j S_k} \\
    \text{COV}_{jk} &= \text{covariance between surfaces } j \text{ and } k \\
    S_j &= \text{standard deviation of surface } j \\
    n &= \text{the total number of grid points on the surface}
\end{align*}
\]

where

\[
\text{COV}_{jk} = \frac{\sum_{i=1}^{n} x_{ij} x_{ik} - \left( \sum_{i=1}^{n} x_{ij} \right) \left( \sum_{i=1}^{n} x_{ik} / n \right)}{n - 1}
\]
Obviously, this method has one serious drawbacks. The fundamental property of a map (spatial location) is almost completely ignored. In a very general way, the relationship between two surfaces is represented, but the spatial information is not considered. The data points are treated as observations without spatial information. The maps are compared as though they were a series of points matched to another series of points.

3.3 **Isopach Method**

This method produces a map that represents the differences between two maps. The corresponding locations on two maps are subtracted from each other.

\[ I_k = U_k - V_k \]

- \( U_k \): the \( jk \)th element of map \( U \).
- \( V_k \): the \( jk \)th element of map \( V \).
- \( I_k \): the resultant element of the Isopach Map.
The isopach map that is constructed will show isolines of the differences. This method is by illustrated using maps that are the same except that noise was added to one of the surfaces. The method of adding noise will be discussed in chapter seven. The resultant map is a graphical representation of the noise (see figure 1).

![Isopach Map: Noise without Trend](image)

**Figure 1: Isopach Map: Noise without Trend**
The simplest use of an isopach map in map comparison is to look for some type of trend in the map. That is, to look for structure in the surface. If no structure is apparent as in figure 1, then the difference could be assumed to represent only random variations. The primary advantage of this method is that it is quite simple and gives a quick look at the similarity of two maps. The user should be aware that isopach maps are not unique; similar isopach maps may result from very different surfaces. As Davis (1973) has pointed out, ambiguous cases can arise when profiles that are subtracted from each other. Mathematically correct differences can give the same surface from pairs of surfaces that are very different.

Figure 2 shows two dimensional examples of this problem. These ambiguous cases are more likely to occur when standardized data is used to construct the isopach map.
Ambiguous cases with positive and negative profiles
a) and b) result in a similar profile, c) and d) result in similar profiles also (after Davis, 1973).

Figure 2: Ambiguous cases
Chapter IV
TREND SURFACE METHODS OF MAP COMPARISON

4.1 INTRODUCTION

Trend surface analysis is a method of describing a set of variables that are related spatially. Using multiple regression large, systematic variations of the dependent variable are described. Trend surface methods are usually based on one of two models, the power series polynomial or trigonometric polynomial [PUECKER, 1972, p. 26]. The General Linear Model is the unifying theory for the two trend surface models. The General Linear Model has the form [GRAYBILL and KRUMBEIN, 1965]:

\[ Y = \beta_0 + \sum_{i=1}^{k} \beta_i X_i + e \]

The \( Y \) and \( X \) are observable random variables, \( \beta_0 \) and \( \beta_i \) are the unknown parameters. The value \( e \) is an unobservable or residual; it represents the difference between the expected and observed \( Y \). It is the value that is to be mini-
ized by the least squares method. The power series polynomial model when used in the general linear model causes the summation term to expand, giving:

\[ y = \beta_0 + \beta_1 x + \beta_2 x^2 + \ldots + \beta_n x^n + e \]

for the single variable case. Normally the bi-variate case is used for surface fitting. The general form being:

\[ z = \beta_{00} + \beta_{10} x + \beta_{01} y + \beta_{20} x^2 + \beta_{11} xy + \beta_{02} y^2 + \ldots + \beta_{nn} x^n y^n + e \]

where \( x, y, \) and \( z \) are the observable variables.

When comparing maps using the trend surface method the estimated parameters of the mathematical model are the important values. By computing the correlation between the parameters of two different maps, a quantitative method of comparison is possible. The correlation between two different sets of parameters is:

\[ \text{COV } \left( B_i, B_h \right) \]

\[ r_{kh} = \frac{\text{cov}(B_i, B_h)}{\sqrt{\text{var}(B_i) \text{var}(B_h)}} \]

\[ S_i, S_h \]
$B_i$: the estimated parameters of surface $i$.

$S_i$: the standard deviation of the parameters for surface $i$.

The correlation coefficient calculated in this manner gives a useful method for comparing different maps. The correlation coefficient has a known range, $-1 < r < 1$, which aids the comparison. The following discussion will briefly describe the polynomial mathematical models that are used, the method of solution, and some of the numerical considerations associated with fitting a polynomial to regularly gridded data.

4.2 POLYNOMIAL MODELS

The power series polynomial used for trend surfaces is quite flexible and can have many different forms. The number of terms or degree of a polynomial is unlimited. The naming of the polynomial models follows two groupings. The first and most common is where a polynomial is named after its "degree". The degree refers to highest power to which any term is raised. The pattern is illustrated in figure 3. The number of terms ($t$) in this type polynomial is

$$t = \frac{1}{2} \left( n+2 \right) \left( n+1 \right), \quad n: \text{degree of polynomial}.$$
The second naming scheme is the bi-polynomial. It is named by the maximum power of individual terms and not the product of powers [KRATKY, 1975]. Figure 4 shows the pattern that is used in naming bi-polynomials.

![Figure 3: Degree Method of Naming (after Kratky, 1975)](image)

**Figure 3:** Degree Method of Naming (after Kratky, 1975)

**Figure 4:** Bi-polynomial Naming Scheme (after Kratky, 1975)
The terms bilinear \( (d=1) \), biquadratic \( (d=2) \), bicubic etc. are used to describe this type of polynomial. The number of terms is \( n^2 \).

Three mathematical models or polynomials were used in this investigation, these were:

1. the cubic polynomial (10 terms)

\[
    z = \beta_0 + \beta_1 x + \beta_2 x^2 + \beta_3 x^3 + \beta_4 y + \beta_5 y^2 + \\
    \beta_6 y^3 + \beta_7 x y + \beta_8 x^2 y + \beta_9 x^3 + \beta_{10} y^2 x + \beta_{11} x^2 y^2 + \\
    \beta_{12} x^3 y^3.
\]

2. the bi-cubic (16 terms)

\[
    z = \beta_0 + \beta_1 x + \beta_2 x^2 + \beta_3 x^3 + \beta_4 y + \beta_5 y^2 + \\
    \beta_6 y^3 + \beta_7 x y + \beta_8 x^2 y + \beta_9 y^2 x + \beta_{10} x^2 y^2 + \\
    \beta_{11} x^3 y^3 + \beta_{12} x^4 y^3 + \beta_{13} x^2 y^4 + \beta_{14} x^3 y^2 + \beta_{15} x^4 y^2 + \\
    \beta_{16} x^4 y^2 + \beta_{17} x^2 y^4 + \beta_{18} x^3 y^3 + \beta_{19} x^4 y^3 + \beta_{20} x^5 y^3 + \\
    \beta_{21} x^2 y^4 + \beta_{22} x^3 y^4 + \beta_{23} x^4 y^4 + \beta_{24} x^5 y^3.
\]
4.3 **METHOD OF SOLUTION**

The least squares method of solution was used, in solving for the parameters of the bi-variate polynomial. Using matrix notation the general form of the solution is [Utolia, 1967]

$$
\beta = (A^T P A)^{-1} A^T P L
$$

$A$: the design matrix  
$L$: vector of observation for the dependent variable  
$P$: weight matrix  
$\beta$: vector of parameters of the polynomial model

Using equal weights the above equation reduces to

$$
\beta = (A^T A)^{-1} \hat{A}^T L
$$

$$
\beta = n^{-1} \hat{D}_c
$$

$c$: number of parameters in polynomial model  
$n$: number of observations
The last equation is the so called "normal equations". The most difficult task in the solution of the normal equations is computing the inverse of \( H \). This inverse can be rather troublesome to compute explicitly, thus the next section (4.4) will discuss some of the pitfalls associated with the trend surface method.

Two methods were used to evaluate the ability of the polynomial model to fit the gridded data sets. The first was the computation of the \(<v,v>\) or sum of squares of the residuals. The second method was the goodness of fit method [MERRIAM AND SHEATH; 1966]:

\[
p = 100 \frac{\sum x_i^2 - (\sum x_i)^2 / n}{\sum x_0^2 - (\sum x_0)^2 / n}
\]

\( x_i \): the value of the trend surface at location of data point
\( x_0 \): observed data value
\( n \): number of data points

The sum of squares and goodness of fit were calculated with each trend surface computed.
4.4 NUMERICAL CONSIDERATIONS

There are three general sources of error for polynomial trend surface calculations: ill-conditioning of the $N$ matrix, mathematical error, and technical error [UNWIN, 1975]. The solution of the normal equations

$$N\beta = U$$
$$\beta = N^{-1}U$$

is the usual source of error in the trend surface method. The parameters must be estimated as accurately as possible if they are to be used to represent the original data when comparing the surfaces.

The conditioning of a matrix is actually a measure of the sensitivity of the matrix to change. If a small change in the original matrix can cause an unusually large change in its inverse matrix, then the original matrix is said to be ill-conditioned. Theoretically, the $N$ matrix should be positive definite, and non-singular [GRAYBILL, 1961; UNWIN, 1975]. Thus one can assume that an inverse exists, but to know how ill-conditioned the matrix is some tests should be performed.
Four conditioning indicators were used to evaluate the stability of the $N$ matrix. These were: correlation among the parameters, smallness of the determinant, $P$-number, and the overall range of magnitude of terms in the $N$ matrix. Correlation of the parameters was suggested by Uotila [1975]. The idea here is that dependence among the parameters would suggest some dependence in the columns of the design matrix. The smallness of the determinant and the $P$-number are tests used by Faddeev and Feddeeva [1963]. A singular matrix has a determinant of zero and cannot be inverted, but a matrix that has some dependence can be inverted, although it may be ill-conditioned. A very small determinant suggests that the matrix is almost singular. The $P$-number is:

$$P\text{-number} = \frac{\max \lambda_i}{\min \lambda_i}$$

where $\lambda_i$ are the eigenvalues of the $N$ matrix. Faddeev and Feddeeva suggest that a very large $P$-number could indicate ill-conditioning. The last test is an inspection of the $N$
matrix to determine if there is a large range in the magnitudes of terms. This is something that is almost unavoidable with the polynomial model, because the higher order terms of the polynomial are the products of variables raised to the 3rd and 4th powers. The best way this author has found to minimize this is to center the gridded data set. That is, put the origin at the center of the grid system.

The "mathematical sources" of error are truncation and roundoff. These are a result of the finite representation of numbers in the computer. An attempt was made, in this research, to avoid or minimize these errors by using double precision computation.

The "technical source" of error that Urwin [Urwin, 1975] discusses is the use of an algorithm that is poorly written for the hardware available. This should not be a problem because a proven inversion routine (IMSL: LINV2) and a very large mainframe computer (Amdahl 470V/6-11) were used.

Before the correlation between the parameters of the surfaces being compared can be calculated, the parameters must be standardized. This is because there is a large range in the values between the high order terms and the low order
terms. The low order terms are large values compared to the high order terms. The corresponding order terms are first grouped then standardized. That is, the ith parameter term of each trend surface is standardized in relation to the ith parameter from all other trend surfaces. If this was not done, the correlation calculation would "amount to estimating the variance of the difference corrected for height..." [MERRIAM and SNEATH, 1966]. One other modification of the parameters is necessary before the correlation is calculated, the omission of the first parameter. This is done so that influence of the constants of the surface (data sets) will not be present. The first term $\beta_0$ is a constant and represents the intercept of the surface with the z axis. The second ($\beta_1$) and higher ($\beta_n$) parameters are the ones that contain the surface "character" information, therefore these are the parameters that are compared.

The standardized values are often referred to as "z" scores in statistics. The usual method of standardizing data is as follows:

$$Z_k = \frac{x_k - \bar{x}}{s_x}$$
\( x_k: \) data value at grid point \( jk \).
\( \bar{x}: \) mean value of \( z \) values.
\( s_x: \) the standard deviation of the surface.

A final consideration is the fact that the parameters are not independent of each other. This can be seen in the correlation matrix of the parameters figure 5. The high order terms of the polynomial are correlated with the first order terms. Because the correlation coefficient is a parametric statistic, it is assumed that samples (parameters) are independent. The independence of the parameters is established through the use of orthogonal polynomials. A short discussion on the orthogonalization process follows.

The correlation among parameters of a nonorthogonalized bi-quartic polynomial (25 terms).

Figure 5: Parameter Correlation
4.5 ORTHOGONALIZATION

The parameter estimates that are generated by the least square solution of the trend surface are not independent. That is, there is some correlation between the parameter coefficients in the design matrix and ultimately the parameters (estimates) themselves. This is because of a lack of complete independence in the columns of the design matrix, $A$, for

$$A\beta = z$$

the general model.

A standard method used to transform a non-orthogonal matrix to an orthogonal one is the Gram-Schmidt Process. One can think of the columns of $A$ as a basis for the vector of the dependent variables $Z$. By applying the Gram-Schmidt Process to the columns of $A$, the independence of the columns is guaranteed. For example let $<a_1, a_2, a_3, \ldots, a_n>$ be the columns of the design matrix $A$. Then the set of vectors $<d_1, d_2, d_3, \ldots, d_n>$ are orthogonal when

$$d_1 = a_1.$$
and

\[ d_i = a_i - \sum_{k<i}^{i-1} \frac{\langle d_k, a_i \rangle}{\langle d_k, d_k \rangle} d_k \text{, for } 2 < i < n. \]

This transformation has the added benefit that the inner product of unlike columns will yield zero, thus the \( N \) matrix will be a diagonal matrix. While this is not realized completely, because of numerical considerations, the \( N \) matrix does come close to being a completely diagonal matrix.
Chapter V

AUTOCORRELATION

5.1 INTRODUCTION

"The most powerful knowledge of a surface is the knowledge of its autocorrelation" [FEUCKER;1972]. Autocorrelation as the name suggests is the correlation of something to itself. A good example is the autocorrelation of a waveform, first a copy of the waveform is superimposed on itself. Then one of the waveforms is shifted a small distance, lag (d), and the waveforms are then compared along their entire common length. The moving waveform is then shifted again so that the total displacement is 2d, the waveforms are then compared again and the process is continued, if desired, until the total displacement is equal to the length of the waveforms. The average degree of similarity between all points a certain distance apart is the value that is calculated with autocorrelation. The autocorrelation of a surface can be used as a representation of the surface. By comparing the autocorrelation functions of the gridded data sets, the original data sets can be compared.
Two comparison methods that use the autocorrelation function method are applied to the gridded data sets. The first method uses a limited autocorrelation function, in which only lags along specific lines are used. In this way, the autocorrelation along cardinal directions is the only consideration. The resultant graphs can be compared visually or a difference curve can be formed. The second method uses the more general two-dimensional spatial autocorrelation function. This function results in a map or gridded data set. By comparing the autocorrelation function (MA) of different surfaces, one can compare the original maps or surfaces.

The theory for the autocorrelation function comes from the study of time series. Much of the terminology reflects this origin. The use of time series for spatial analysis is well developed, and there are many good examples available [Davis, 1973, Agterberg, 1974]. The logical development for spatial autocorrelation is from a one dimensional analysis to the multi-dimension case. The theory of autocorrelation will be introduced using the one dimensional case, following that a discussion of spatial autocorrelation will be presented.
5.2 **GENERAL ONE DIMENSIONAL CASE**

The following discussion, sections 5.2 and 5.3, relies heavily on the work of Agterberg [1974]. Let \( k = -\infty, \ldots, -0, 1, \ldots, \infty \) for some random variable \( x \) of an ordered series. Autocovariance is defined as:

\[
\Gamma_d = E \left[ (x_k - \mu)(x_{k+d} - \mu) \right]
\]

\( \mu \): the mean of the ordered series

\( d \): the lag or displacement along the series

The empirical autocovariance function is:

\[
C(d) = \frac{1}{n-1} \sum_{k=1}^{n-1} (x_k - \bar{x})(x_{k+d} - \bar{x})
\]

where \( \bar{x} = \frac{1}{n} \sum_{k=1}^{n} x_k \) for \( d = 0, 1, 2, \ldots, n-1 \).

\( n \): total number of equally spaced points in the series

The autocorrelation function is:
\[ \rho_d = \frac{\Gamma_d}{\Gamma_0} = \frac{\Gamma_d}{\delta_{[x]}^2} \]

\(\delta_{[x]}^2: \) the variance of the series

The empirical case is [AGTERBERG; 1974]:

\[ r(d) = \frac{C(d)}{C(0)} \]

\( r(d): \) autocorrelation of lag \( d \)

\( C(d): \) covariance at lag \( d \)

\( C(0): \) covariance at lag zero \( (0) \)

The series \( X \) is said to be "weakly" stationary when it has an autocorrelation function that is constant and doesn't depend on location along the series. For a stationary series

\[ r \rightarrow 0 \text{ as } d \text{ increases.} \]

When all variables \( X \) have the same mean, variance, and autocorrelation function, the series is weak stationary.
A correlogram is a sequence of autocorrelation coefficients, \( r \) with \( d=1,2,...,m \). The figure 6 is one possible form of a correlogram.

![Sample Correlogram](image)

Before moving to the two dimensional case, some of the important properties of the autocorrelation function will be listed:

1. \( r(d) < 1 \) for all \( d \)
2. \( r(0) = 1 \)
3. \( r(d) = r(-d) \)

The autocorrelation function has a restricted range because it uses the correlation coefficient to compare the series as it is displaced by different lags. Because of the restricted range of the function it seems to be a good choice for map comparison. The results of the different methods used for map comparison should be easier to compare if the range of the possible results are the same.
5.3 **TWO DIMENSIONAL AUTOCORRELATION**

The two dimensional case of the autocovariance function can be calculated empirically from [AGTEBBREK, 1974]:

\[
C(r,s) = \frac{1}{(m-r)(n-s)} \sum_{i=0}^{m-r} \sum_{j=0}^{n-s} (X_{ij} - \bar{X}) (X_{i+r,j+s} - \bar{X})
\]

and:

\[
C(-r,s) = \frac{1}{(m-r)(n-s)} \sum_{i=0}^{m-r} \sum_{j=0}^{n-s} (X_{ij} - \bar{X}) (X_{i-r,j+s} - \bar{X})
\]

where the data \(X\) is from an \((m \times n)\) matrix of regularly grid-ded data. The \(r\) and \(s\) variables describe the lag direction and distance. For example, \(C(2,2)\) would be the covariance of all points that are separated by 2 grid units over (east) and 2 units (south) down. The first equation will compute the covariance of all points in the directions \(0^\circ - 180^\circ\); the second equation computes the covariance of all lags in the \(180^\circ - 270^\circ\) directions. \(C(0,0)\) is the covariance of all points at zero lag distance.
The autocorrelation function is:

\[ R(r,s) = \frac{C(r,s)}{C(0,0)} \]

This result can be used to form an autocorrelation model. This function has been used in a less general form [LOON, 1978]

\[ C(d) = \frac{1}{n-d} \sum_{i=1}^{n-d} (x_i)(x_{i+k}) \]

where: 
- \( x_i \): the normalized residuals at the point
- \( n \): the number of points
- \( d \): the lag distance.

This is the same as the more general function if the condition \( R(r,0) \) and \( R(0,s) \) were used and averaged together. That is, only the N/S and E/W lag directions are considered. In calculating this type of limited autocorrelation function, one could be lead to believe that the function was
rather smooth and possibly isotropic. Plotting average profiles results in smooth functions that are similar to figure 7.

\[ R_{\text{or} C} \]

\[ d \rightarrow \]

**Figure 7: Limited Autocorrelation Function**

When a complete autocorrelation function is calculated and averaged to give a profile, the result is rather difficult to interpret. Figure 8 illustrates an autocorrelation function for a complete surface evaluation, without regard for spatial orientation. The function, calculated in its general form, can also be a map where \( r \) and \( s \) are the coordinates. That is, the independent variables for \( C(r,s) \) and \( C(-r,s) \) are the coordinates for the autocorrelation function values.

Normally, the calculation is not carried to the largest possible lag. This is because the number of cases for the
The autocorrelation function for Morrison Surface III, calculated without considering the direction of each lag distance.

Figure 8: Autocorrelation without respect to orientation

larger lags is not statistically significant and the correlation value can exceed one. Figure 8 is an autocorrelation function carried to the largest possible lags; it was calculated on a 21x21 grid. The autocorrelation maps for April, May, and June have correlation isarithms that exceed 1.0. Because it is possible to exceed 1.0, care should be taken
when trying to interpret the autocorrelation for lags that are at or near the map's maximum dimensions. This will be discussed in chapter eight again.
Chapter VI
GRIDDED DATA SURFACES

6.1 INTRODUCTION

The data used for testing and evaluation of direct correlation and trend surface programs came from two artificial surfaces or functions. Once the programs, used for map comparison, were considered tested and operational, pollution data, provided by the Ohio Environmental Protection Agency (EPA), was evaluated [Ohio EPA, 1979]. Both types of data, artificial and real, were evaluated in a 21x21 gridded format. Smaller grid sizes were possible but 21x21 was chosen because it provided an over-determined system for the least square fitting of the polynomials. The odd size grid was chosen to aid in centering the data sets. Because of the large number of data points (441) in each set a greater degree of freedom was possible when calculating the correlation coefficient for the direct correlation method.
6.2 Artificial Surfaces

Two artificial surfaces were used for the initial testing and debugging of the map comparison programs. Both gridded data sets were generated by functions described by Morrison [1971]. The simplest surface was generated by the exponential function

\[ z = \exp[-(x^2 + y^2)] \]

This function, called Surface II by Morrison, was used to generate data values for a 21x21 grid. The z-values were scaled to have a range of 0 - 1000 units. The basic surface was then altered by adding noise. The first alteration added noise \( \sigma=10 \), the second added \( \sigma=100 \), and the third \( \sigma=1000 \). These surfaces thus provided gridded data that was correlated by varying amounts. The generation of noise was done with a random number generator from the Scientific Subroutine Package (SSP). The subroutine, GAUSS, has arguments that require a mean value and a desired standard deviation for the random value returned. The subroutine returns a value that is the sum of the mean and a random value. The surfaces were altered by passing each of the or-
original surface data points to GAUSS as a mean value. GAUSS then returned a number that was the sum of the original data value and a random number that had the desired standard deviation. The altered surfaces are shown in figure 9. The original surface is readily visible in figure 9a, but the original surface is less obvious in figure 9c. The final alteration with sigma=1000 caused the surface, figure 9d, to be unrecognizable with little of the original trend visible.

The second artificial surface was generated from a trigonometric series polynomial. See Morrison [1971] for the exact equation. This complex surface is referred to as Surface III by Morrison [1971], see figure 10a. This surface was altered also, but instead of adding noise it was smoothed using a nines filter [LOON,1978]. The nines filter used was based on the Gaussian Function, see [LOON;1978, p.142] for a complete description of the filter used. The resulting gridded data sets are similar enough to show varying correlation between them, (see figure 10b,c,d).
Morrison Surface II altered with noise of different standard deviations, a) original surface, b) $\sigma = 10$, c) $\sigma = 100$ and d) $\sigma = 1000$.

Figure 9: Morrison's Surface II with alterations.
Morrison Surface III with smoothings from a nine's filter, a) original surface, b) first smoothing, c) second smoothing, d) third smoothing.

Figure 10: Morrison Surface III with smoothings.
6.3 POLLUTION SURFACES

There are a number of pollutants monitored by the Ohio EPA, Total Suspended Particulates (TSP) is an important one. Substances, both solid and liquid, that are emitted into the air and remain suspended for long periods, are called suspended particulates. Some of the common forms of the suspended particulates are fly ash, process dust, fumes, soot and oil aerosols [Ohio EPA, 1979]. The reason given for monitoring TSP is that in addition to limiting visibility, it also damages the human respiratory system by interfering with the lung's natural cleaning process.

The sampling of TSP is accomplished by drawing large volumes of air through a preweighed filter for a specific time. The resultant unit is micrograms per cubic liter of air passed through the filter. The normal sampling duration is a twenty-four hour period every six days. The sampling of TSP has been extensive and continuous since the mid 1970's, thus a large amount of data was readily available.

The samples used to construct gridded data maps of TSP are monthly averages for the calendar year 1980. There were a total of 60 continuously operating collection sites in Cuyahoga and surrounding counties for 1980. Approximately half
of the sites used were located in the City of Cleveland with the balance of the sites in the surrounding counties.

The box with the number four in it is the area containing the collection stations, it corresponds to the area of the map in figure 12.

Figure 11: Location of the EFA monitoring sites used.

The obvious clustering of the data presented a difficult problem when putting the data in a 21x21 grid form. The Geodetic Science Plotting Package (GSPP) was used to grid the data. GSPP uses a weighted average of the nearest neighbors to predict the values of the grid points. For this pollution data, a power of prediction of four was det-
ermined to be the most suitable value to use for the weight-
ing function. For a detail discussion of the weighted aver-
age method of prediction see Sunkel [1980].

Using the mean monthly TSP values, for each of the sixty sites, twelve gridded data maps were constructed using the prediction algorithm of GSPP. See appendix A for all twelve monthly maps. The isarithmic maps produced from the gridded data represent continuous surfaces. The concentration of TSP is the unit or statistic of the continuous surface. The drawing of the isarithms was done with GSPP and figure 12 is an example of one of the monthly maps produced.

It should be clear that the map comparison techniques used are not comparing isarithmic maps, but rather the gridded data sets the isarithmic maps were constructed from.
Triangles represented collection stations, values below the triangle are the monthly averages for TSP at the sites during January.

Figure 12: Isarithmic map for January 1980 TSP.
Chapter VII

RESULTS

Two of the three methods of map comparison, direct correlation and trend surface, were applied first to the test surfaces (figures 9, 10) and finally to the twelve monthly TSP surfaces (see appendix A). The test maps were expected to be correlated, but the nature of the pollution surfaces was unknown. Comparison of the sequential months was looked at for possible groupings. The relationships between all months was also examined. There were a total of sixty-six possible combinations that the maps could be grouped for comparison. Spatial autocorrelation maps were formed for each of the twelve monthly TSP maps. Some of the methods, notably the differences of the limited autocorrelation functions, were generated only for surfaces that had shown promise of being significantly correlated. A large amount of data and maps were generated by the different comparison methods. For a complete presentation of all the results see the appropriate appendix. Only representative examples have been included in this discussion.

- 57 -
7.1 **Artificial Surfaces**

The artificial surfaces, figures 9 and 10, were evaluated by applying the direct methods of visual comparison, isopach map generation, and direct correlation. As would be expected, the artificial surfaces were highly correlated visually. The four variations of the Morrison Surface II were compared by the direct correlation method; the results are in Table 1.

<table>
<thead>
<tr>
<th>Standard Deviation of Noise</th>
<th>0.0</th>
<th>1.0</th>
<th>100.0</th>
<th>1000.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10.0</td>
<td>.99</td>
<td>1.0</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>100.0</td>
<td>.92</td>
<td>.91</td>
<td>1.0</td>
<td>--</td>
</tr>
<tr>
<td>1000.0</td>
<td>.21</td>
<td>.21</td>
<td>.20</td>
<td>1.0</td>
</tr>
</tbody>
</table>

It can be seen in Table 1 that the correlation for the surfaces was large. The correlation between the smoothed sur-
faces formed from Morrison Surface III were also high. There were known variations in the surfaces but the correlations indicated little variation between the surfaces. The direct correlation method didn’t appear to be sensitive to small changes between the data sets, like the variations caused by adding noise.

The isopach method was applied to the surfaces and difference maps were formed. The result was a set of maps that were similar to figure 1. Figure 1 was formed by subtraction of the unaltered Morrison Surface II from the altered (Sigma=100) Surface II. The result was an ideal random surface, without any trends or “topographic” forms. The only difference between the surfaces was noise so the map (figure 1) has a random character. The other isopach maps formed had a similar appearance with different isoline values.

Next, the trend surface method was applied to the Morrison surfaces. The correlation between the parameters of the Surface II maps is in table 2. Correlation between the original surface and the first two alterations is significant, but there is a negative correlation between the Sigma=1000 and the other surfaces. This relationship among the surface is like the relationship in table 1. The Sigma=1000 surface
is much less correlation with the rest of the surfaces. This is because the range of the unaltered surfaces was 1000 and the noise with a standard deviation of 1000 has caused the original surface to be radically altered. See figure 9 for a visual verification of the radical change in the surface.

<table>
<thead>
<tr>
<th>Sigma of Noise</th>
<th>0.0</th>
<th>10.0</th>
<th>100.0</th>
<th>1000.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10.0</td>
<td>.99</td>
<td>1.0</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>100.0</td>
<td>.79</td>
<td>.76</td>
<td>1.0</td>
<td>--</td>
</tr>
<tr>
<td>1000.0</td>
<td>-.96</td>
<td>-.95</td>
<td>-.93</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Correlation between parameters of a cubic polynomial fit to the Morrison Surface II and alterations.

Table 2 was generated by comparing the parameters of a cubic polynomial. The fit of the polynomial was good for all surfaces, see table 3, except for the sigma=1000 surface.
Table 4 is the result of using a bi-quartic polynomial with trend surface method. Table 4 shows a drop in correlation between the sigma=0, sigma=10, and sigma=100 surfaces. This is most likely because the bi-quartic polynomial can be made to fit the gridded data sets better than the cubic polynomial. The better fit of the higher order polynomial causes the correlation between the parameters to decrease with an increase in the ability of the polynomial to represent the surface. What seems to be happening was an increase in sensitivity of the trend surface method corresponding to an increase in the ability of polynomial model to fit the gridded data sets. A similar trend was seen with the Morrison Surface III and alterations. The size of the
polynomial used should improve the sensitivity of the method, but the overall relationship between the surfaces remains the same. Pairs of surfaces that are more correlated will remain so regardless of the polynomial model used, this can be seen by comparing the results from the different models.

<table>
<thead>
<tr>
<th>Sigma of Noise</th>
<th>0.0</th>
<th>10.0</th>
<th>100.0</th>
<th>1000.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10.0</td>
<td>0.89</td>
<td>1.0</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>100.0</td>
<td>0.79</td>
<td>0.69</td>
<td>1.0</td>
<td>--</td>
</tr>
<tr>
<td>1000.0</td>
<td>-0.94</td>
<td>-0.90</td>
<td>-0.91</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Correlation of bi-quartic polynomial parameters.
7.2 DIRECT METHODS APPLIED TO TSP MAPS

The direct visual comparison of the TSP isarithmic maps was done with a light table. The similarity between each map was determined as each was overlayed in combination with every other surface. The relation between the temporally related months was examined thoroughly and the remaining relationships were given a more superficial evaluation. The sixty-six pairings were tedious and objectivity was difficult to maintain. During the visual comparison, equal weight was given to each of the three points discussed in chapter 3 under the heading of direct visual comparison. An attempt was made to construct a correlation matrix of the pollution maps, but the results were not consistent or objective.

The direct correlation of the gridded data sets without regard for spatial location was accomplished by calculating the correlation coefficient between all twelve gridded data sets. This resulted in a symmetric array of numbers in which the diagonal elements are 1.0, a perfect correlation between each surface and itself. The off diagonal elements of the array are the correlation between the respective months. Figure 13 is the correlation between the monthly TSP maps. The ten highest correlations are underlined. As
can be seen in the array, there are many strong to moderate correlations present. None of the surfaces were zero or negatively correlated. The correlation appeared to be quite strong between the months that are temporally associated. August thru November appeared to have a strong correlation; they were all related with correlations greater than 0.8. The strongest correlations were March/December and May/June. The strong to moderate correlation throughout the array suggests that all TSP surfaces are similar. Most likely the lack of spatial information could be causing everything to seem to be more correlated than it actually is.

The third method was the differencing method of isopach maps. The TSP maps were used to form sixty-six isopach maps, of which fourteen are in appendix B. The fourteen isopach maps in appendix B include the twelve monthly related isopach maps and three other maps that will be discussed. A notation of Jan/Feb represents the isopach map formed by subtracting the January data points from the February data points. The review of these maps revealed none of the isopach maps to have a structure or appearance similar to figure 1. Almost all of the maps had a peak or depression in the upper center of the map, near the location of the City of Cleveland. No readily apparent map similarities were
<table>
<thead>
<tr>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUG</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.79</td>
<td>0.70</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>0.34</td>
<td>0.77</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.19</td>
<td>0.50</td>
<td>0.64</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.44</td>
<td>0.14</td>
<td>0.62</td>
<td>0.69</td>
<td>0.69</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>0.33</td>
<td>0.65</td>
<td>0.69</td>
<td>0.78</td>
<td>0.76</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.63</td>
<td>0.36</td>
<td>0.75</td>
<td>0.81</td>
<td>0.78</td>
<td>0.73</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.83</td>
<td>0.45</td>
<td>0.80</td>
<td>0.74</td>
<td>0.61</td>
<td>0.72</td>
<td>0.83</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.78</td>
<td>0.63</td>
<td>0.86</td>
<td>0.80</td>
<td>0.49</td>
<td>0.59</td>
<td>0.85</td>
<td>0.81</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.87</td>
<td>0.65</td>
<td>0.82</td>
<td>0.71</td>
<td>0.46</td>
<td>0.58</td>
<td>0.69</td>
<td>0.85</td>
<td>0.84</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.71</td>
<td>0.93</td>
<td>0.74</td>
<td>0.45</td>
<td>0.54</td>
<td>0.67</td>
<td>0.75</td>
<td>0.78</td>
<td>0.82</td>
<td>0.80</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Figure 13: Correlation without regard for spatial location found in the isopach maps. The sources of the correlation indicated by the direct method were not apparent in the isopach maps. The maps that had strong correlation with the direct method correlation didn't appear significantly different than the maps that had lower correlations. The map of lowest correlation, Feb/Jun, was specifically examined but
it had no special features either. The Apr-Jun isofach map did seem rather flat, which might indicate that the surfaces of April and June were similar, but there was a strong depression near Cleveland on the map, suggesting there were, also some significant differences between May and June.

7.3 Trend Surface Method Applied to ISP Maps

The monthly gridded data sets of ISP were fitted with three different polynomial models. A cubic, bi-cubic, and a bi-quartic polynomial were used as mathematical models. The design matrix in each case was orthogonalized so that the estimates of the parameters would be independent. The parameters were then standardized by the method described in chapter 4. The resultant standardized parameters for each surface were compared using the correlation coefficient. An array was formed with the resultant correlations, (See Figure 14).

The goodness of fit for the higher order polynomials was much better than the lower order polynomials, see Table 6. The sum of squares for the residuals \( V^T V \), decreased also with the larger polynomials. This would seem to indicate that the mathematical model (polynomial) was becoming flexible enough to fit the irregular ISP surfaces. If the sur-
TABLE 5

Percentage Goodness of Fit for TSP Maps

<table>
<thead>
<tr>
<th>Monthly TSP Map</th>
<th>Cubic</th>
<th>Bi-cubic</th>
<th>Bi-quartic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>40.21</td>
<td>45.00</td>
<td>58.52</td>
</tr>
<tr>
<td>Feb</td>
<td>62.98</td>
<td>68.29</td>
<td>75.25</td>
</tr>
<tr>
<td>Mar</td>
<td>28.68</td>
<td>32.90</td>
<td>52.43</td>
</tr>
<tr>
<td>Apr</td>
<td>27.90</td>
<td>29.56</td>
<td>46.34</td>
</tr>
<tr>
<td>May</td>
<td>27.09</td>
<td>28.78</td>
<td>45.75</td>
</tr>
<tr>
<td>Jun</td>
<td>28.45</td>
<td>30.26</td>
<td>48.72</td>
</tr>
<tr>
<td>Jul</td>
<td>31.60</td>
<td>39.56</td>
<td>57.43</td>
</tr>
<tr>
<td>Aug</td>
<td>31.64</td>
<td>34.85</td>
<td>54.41</td>
</tr>
<tr>
<td>Sep</td>
<td>35.27</td>
<td>39.26</td>
<td>54.11</td>
</tr>
<tr>
<td>Oct</td>
<td>26.26</td>
<td>30.37</td>
<td>47.95</td>
</tr>
<tr>
<td>Nov</td>
<td>39.35</td>
<td>46.28</td>
<td>55.21</td>
</tr>
<tr>
<td>Dec</td>
<td>39.53</td>
<td>44.92</td>
<td>51.01</td>
</tr>
</tbody>
</table>

facies were smoother the polynomial models would have fitted even better.

The correlation matrix formed gives an indication of the relative similarity between all the compared surfaces. The surfaces that had strong correlation with the direct method showed less correlation when the trend surface method was applied. The correlations of figure 13 are larger than those of the the trend surface methods see figure 14 and ap-
### CORRELATION BETWEEN MONTHS

<table>
<thead>
<tr>
<th></th>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUG</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAN</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEB</td>
<td>-0.24</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAR</td>
<td>0.26</td>
<td>-0.20</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APR</td>
<td>-0.04</td>
<td>0.08</td>
<td>0.93</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAY</td>
<td>-0.03</td>
<td>-0.03</td>
<td>0.35</td>
<td>0.20</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JUN</td>
<td>-0.46</td>
<td>-0.05</td>
<td>-0.47</td>
<td>0.66</td>
<td>0.72</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JUL</td>
<td>-0.05</td>
<td>-0.32</td>
<td>-0.37</td>
<td>-0.46</td>
<td>0.38</td>
<td>0.35</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUG</td>
<td>-0.23</td>
<td>-0.55</td>
<td>0.38</td>
<td>0.21</td>
<td>-0.05</td>
<td>-0.05</td>
<td>-0.09</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEP</td>
<td>0.28</td>
<td>-0.68</td>
<td>0.06</td>
<td>-0.83</td>
<td>-0.27</td>
<td>-0.41</td>
<td>0.13</td>
<td>0.23</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT</td>
<td>-0.02</td>
<td>0.29</td>
<td>0.29</td>
<td>0.23</td>
<td>-0.25</td>
<td>-0.49</td>
<td>-0.66</td>
<td>0.33</td>
<td>-0.18</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOV</td>
<td>0.12</td>
<td>0.56</td>
<td>-0.64</td>
<td>-0.27</td>
<td>0.62</td>
<td>0.63</td>
<td>-0.81</td>
<td>-0.52</td>
<td>-0.22</td>
<td>-0.86</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>DEC</td>
<td>0.07</td>
<td>-0.09</td>
<td>0.55</td>
<td>-0.12</td>
<td>-0.55</td>
<td>-0.43</td>
<td>-0.26</td>
<td>0.26</td>
<td>0.06</td>
<td>0.86</td>
<td>-0.32</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Correlation of TSP maps using the trend surface method with a bi-quartic polynomial.

**Figure 14: Correlation matrix for bi-quartic model**

Appendix C. There are negative and near zero correlations where large correlations had appeared with the direct method. The range of correlation values has increased significantly with the trend surface method. The two highest value pairings, May/June and March/December, remained the highest values.
The shift of values between the trend methods of different mathematical models, most likely was a result of the improved fitting of the polynomial to the data. That is, with improved fitting of the model, the comparison of estimated parameters would give a more accurate comparison of the TSP gridded data maps. See Appendix C for the correlation of the TSP surfaces using a cubic and bi-cubic mathematical models. The correlation array for the bi-quartic model should be the most accurate relation of the three models used, because the bi-quartic model resulted in the best goodness of fit and lowest $<v,v>$ value.

7.4 AUTOCORRELATION METHODS

The autocorrelation function was used to compare gridded data maps in two ways. The first method used a limited autocorrelation function, by which the general spatial autocorrelation function (see section 5.3) was evaluated in only one direction. Autocorrelation in the North/South direction was used to form a series of curves with $R(0,s)$ form of the general autocorrelation function. An $R(0,s)$ function was calculated for each of the twelve TSP monthly maps. Then sixty-six difference curves were formed, with printer plots, from the monthly curves. The printer plots were checked to see if the surfaces that had showed correlation by a provi-
ous methods would appear different from the rest of the curves. The March and December curves were similar and resulted in a difference curve that was nearly zero. The May and June curves were not as similar as one would expect based on the results of the other methods. Looking at the plots of the monthly curves, in pairs, seemed more useful than looking at the curve differences.

The major problem with the limited autocorrelation method was that by choosing a particular profile to work with, the rest of the autocorrelation information was neglected. Figure 15 shows the profile for the North/South, East/West, Northwest/Southeast, and Northeast/Southwest directions on the autocorrelation map of January. They are different enough that to use one as a representation of the surface, much additional autocorrelation information would be ignored. Possibly, a potential correlation would be missed this way.

The second method of comparison used the general form of the function. The twelve TSP gridded data sets were evaluated and the autocorrelation map of each TSP surface was formed. The general autocorrelation function would produce only one half of the autocorrelation map, but that was all that was necessary because of the symmetry of the function.
Figure 15: Autocorrelation profiles for January

In order to form an autocorrelation map, (see figure 1b), matrices that were generated by the general spatial autocorrelation were put together to form the lower half of the map. The common boundary between these matrices caused the elimination of one column, thus the two \((r \times s)\) arrays formed a single \((s \times 2r-1)\) array. That was only one half of total autocorrelation function map. The second half was formed by rotation of the first half by 180 degrees about the east/west axis and 180 degrees about the north/south
Figure 16: January autocorrelation map.

axis. There will be a common row shared by the upper and lower halves when joined, thus causing a loss of one row in the map. The final map array is $(2s) - 1$ by $(2t) - 1$, with the northwest quadrant a symmetric image of the southeast quadrant. A similar symmetry was true between the southwest and northeast quadrants. The original TSP maps were $(21 \times 21)$, the resultant autocorrelation maps were $(41 \times 41)$.
The symmetry of the map is evident in figure 16. The center of the map, point (21,21), is where a correlation of 1.0 should exist. The direction and distance out from the center yields the autocorrelation for a similar shift and direction on the TSP surface. The boundary areas of the autocorrelation map are subject to large variations. At times, the correlation value will exceed 1.0 or -1.0, (see figure 16). This is most likely caused by the number of samples available for lag distances near the extremes of the surface. The smaller lags have more samples available, thus the sample is a more accurate representation of the population it is intended to represent.

Because of the large variation near the edge of the autocorrelation map, the values may not be as reliable as the ones near the center of the map. One should use the center 2/3 of the dimension of the map. Figure 8 doesn't have correlation values exceeding 1.0 if the lags less than 2/3 of the surface are used. Inspection of the spatial autocorrelation maps (appendix D) reveal that none of the surfaces have isolines (correlation) greater than 1.0 if only the inner 2/3 of the map is considered. For map comparison, only the center part of the function should be used. By avoiding the large boundary variations, a more accurate comparison
should be possible. To compare these surfaces is somewhat easier than comparing the original TSP gridded data maps because the autocorrelation surfaces are symmetric. With a large number of surfaces to compare, the problem may still be present that the investigator may have to judge between many possible map combinations.

The form of the autocorrelation function was similar for each map, (see appendix C for all the autocorrelation maps). The center area is peaked, with the value at or near 1.0 and a symmetric cone dropping away on all sides to a value of .5 to .2. A completely isotropic surface would be plotted as concentric contours. The isotropic nature of the TSP surface was lost after 4-5 lags from the center in any direction. This would seem to be a strong indication that the gridded pollution data used in this study is not isotropic.

A visual comparison of the two pairs of strongly correlated months, May/June and March/December, revealed that the autocorrelation maps were also similar. It was also found that May/June/July have very similar autocorrelation maps. To avoid the problem of comparing many different combinations of maps, the trend surface method were applied to the autocorrelation maps. A bi-quartic polynomial was applied
to the 41x41 autocorrelation maps. No significant change in the correlations was observed (see appendix C).
Chapter VIII
CONCLUSION

Three general methods of map comparison have been presented: direct methods, trend surface and autocorrelation. Each method compares the gridded data surface in a different manner and thus will give a different indication of similarity of the maps compared. The relation between maps, if looked at with only one method, may not give the investigator a complete evaluation of the similarity between surfaces. More than one method should be used to evaluate the similarity between surfaces. To investigate a large number of maps, a testing strategy should be used.

An initially quick and inexpensive method of map comparison is the test of correlation without regard to spatial location. The map similarity will be somewhat exaggerated with this test, because the surfaces will appear more correlated than they really are. This happened with the test data and the monthly TSP surfaces. They all showed high correlations. If more investigation is warranted, then the next test could be the trend surface method. If the direct
correlation method reveals very high correlation between the maps, then the direct method may not be sensitive enough to sort out the differences in the set of maps the investigator is using. If the investigator feels that the comparison using the direct method is not separating the map set sufficiently the trend surface method should be the next method applied.

For this method, a large bi-polynomial should be used if the surface is highly irregular. In the original use of this method by Merriam and Sneath (1966) a cubic polynomial was the largest polynomial used because the surfaces could be fitted well without going to larger polynomials. This investigation required a much larger polynomial to get a reasonable goodness of fit, see table 5. Once a polynomial model is chosen, then the surface can be tested. An orthogonal polynomial should be used to maintain independence among the estimated parameters that are to be tested for correlation, see figure 5. Correlation testing with trend surfaces methods requires considerably more numerical processing than the direct method, but the resultant correlation should give a good indication of the similarity in shape between the surfaces that are compared.
At this point in the testing sequence, there may be strong correlations evident from either the direct method or the trend surface method. By choosing the most promising or interesting relationship from the correlation matrix and then applying the visual method the investigator would avoid studying every single map comparison. The isopach map of the surfaces, that have an indication of strong correlation with direct or trend surface methods, could also be formed and looked at, thus avoiding the construction of many isopach maps.

If the investigator wished a more thorough investigation, the autocorrelation of the surfaces should be the next step to study the similarity of the maps being compared. The calculation of the limited autocorrelation function seems to have a minimal value, because of its inability to represent non-isotropic surfaces, see figures 13 and 15. The general autocorrelation function map seems to be a good method of representing a surface in an unique to facilitate the visual comparison of gridded data maps. The calculation of the general spatial autocorrelation function map requires more numerical effort than the trend surface method, but the efforts seem worthwhile. The quickest way to evaluate the correlation between many autocorrelation maps is to use the
trend surface method applied to the autocorrelation maps. An advantage in comparing the autocorrelation maps, over comparing the original data, is the symmetry of the correlation map. Additionally, the better goodness of fit possible with the symmetric surface improves the accuracy of the correlation comparison. Visual comparison is also improved because of the symmetry of the maps, see figure 16. The use of visual comparison is best reserved for the final check of maps that are to be compared. Unless the number of maps to be compared is small the visual method should be used last.

To compare maps by only one of the techniques presented here, may cause the investigator to overlook important similarities or differences that are present. The best strategy for map comparison using the methods outlined in this paper, appears to be the use of a battery of tests that have increasing computational overhead, that the investigator can follow as far as is necessary. It is felt by the author that no one test is going to tell the full story about the similarity between a set of gridded data maps, but in concert with each other the methods can be adequately used to analyze a set of gridded data maps.
Appendix A

ISARITHMIC MAPS OF THE MONTHLY TSP DATA

This appendix contains the isarithmic representation of the gridded data maps of Total Suspended Particulates. The TSP maps are of the monthly averages of the pollutants from sixty monitoring sites in Northern Ohio. The isarithmic maps are formed on a 21 x 21 grid.
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Appendix C
TREND SURFACE PARAMETER CORRELATION RESULTS

The parameters of different size polynomial were used for comparison of the TSP map. A cubic (9 term), bi-cubic (16 term), and bi-quartic (25 term) polynomial were each used as mathematical models for the trend surface method. The results of fitting a cubic and bi-cubic polynomial to the TSP maps and the calculation of the correlation between the parameters of each of the 12 TSP maps are in this appendix. The result of each comparison is a 12x12 symmetric array with correlation between each possible pairing of the TSP monthly pollution maps. The result of the bi-quartic polynomial are in figure 14. The third table in this appendix is the correlation between the autocorrelation maps that were formed from the twelve TSP maps. The bi-quartic polynomial was used to compare the spatial autocorrelation maps.
Correlation of TSP maps using the cubic polynomial model

<table>
<thead>
<tr>
<th></th>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUG</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAN</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEB</td>
<td>-0.04</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAR</td>
<td>0.25</td>
<td>0.26</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APR</td>
<td>-0.73</td>
<td>-0.10</td>
<td>-0.16</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAY</td>
<td>-0.66</td>
<td>-0.41</td>
<td>-0.99</td>
<td>0.47</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JUN</td>
<td>-0.86</td>
<td>-0.84</td>
<td>-0.99</td>
<td>0.64</td>
<td>0.89</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JUL</td>
<td>-0.25</td>
<td>-0.29</td>
<td>-0.41</td>
<td>-0.18</td>
<td>0.30</td>
<td>0.14</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUG</td>
<td>-0.45</td>
<td>-0.52</td>
<td>-0.84</td>
<td>0.46</td>
<td>0.37</td>
<td>0.44</td>
<td>-0.16</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEP</td>
<td>0.61</td>
<td>-0.16</td>
<td>-0.10</td>
<td>-0.21</td>
<td>0.38</td>
<td>0.99</td>
<td>0.25</td>
<td>0.16</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT</td>
<td>-0.29</td>
<td>0.44</td>
<td>-0.96</td>
<td>0.21</td>
<td>-0.65</td>
<td>-0.99</td>
<td>-0.25</td>
<td>0.42</td>
<td>-0.61</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOV</td>
<td>0.48</td>
<td>0.87</td>
<td>-0.56</td>
<td>-0.67</td>
<td>-0.66</td>
<td>-0.61</td>
<td>-0.10</td>
<td>-0.16</td>
<td>-0.30</td>
<td>0.26</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>DEC</td>
<td>-0.81</td>
<td>-0.06</td>
<td>0.72</td>
<td>0.26</td>
<td>-0.31</td>
<td>-0.47</td>
<td>0.05</td>
<td>-0.26</td>
<td>0.14</td>
<td>-0.14</td>
<td>-0.75</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>JAN</td>
<td>FEB</td>
<td>MAR</td>
<td>APR</td>
<td>MAY</td>
<td>JUN</td>
<td>JUL</td>
<td>AUG</td>
<td>SEP</td>
<td>OCT</td>
<td>NOV</td>
<td>DEC</td>
</tr>
<tr>
<td>--------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>JAN</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEB</td>
<td>-0.21</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAR</td>
<td>0.62</td>
<td>0.06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APR</td>
<td>-0.78</td>
<td>0.17</td>
<td>-0.36</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAY</td>
<td>-0.65</td>
<td>-0.16</td>
<td>-0.47</td>
<td>0.36</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JUN</td>
<td>-0.85</td>
<td>-0.30</td>
<td>-0.46</td>
<td>0.16</td>
<td>0.71</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JUL</td>
<td>-0.99</td>
<td>-0.66</td>
<td>-0.15</td>
<td>-0.25</td>
<td>0.36</td>
<td>0.54</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUG</td>
<td>-0.82</td>
<td>-0.60</td>
<td>-0.50</td>
<td>0.22</td>
<td>0.99</td>
<td>0.13</td>
<td>0.66</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEP</td>
<td>0.14</td>
<td>-0.66</td>
<td>-0.16</td>
<td>0.06</td>
<td>-0.02</td>
<td>-0.16</td>
<td>0.31</td>
<td>0.14</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT</td>
<td>-0.06</td>
<td>0.27</td>
<td>-0.66</td>
<td>0.04</td>
<td>-0.25</td>
<td>-0.47</td>
<td>-0.64</td>
<td>0.29</td>
<td>-0.48</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOV</td>
<td>0.26</td>
<td>0.31</td>
<td>-0.39</td>
<td>-0.17</td>
<td>-0.11</td>
<td>-0.25</td>
<td>-0.45</td>
<td>-0.23</td>
<td>-0.96</td>
<td>0.93</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>DEC</td>
<td>0.29</td>
<td>-0.16</td>
<td>0.77</td>
<td>-0.15</td>
<td>-0.64</td>
<td>-0.25</td>
<td>-0.39</td>
<td>0.67</td>
<td>0.96</td>
<td>-0.33</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Correlation of TSP maps with bi-cubic polynomial model
<table>
<thead>
<tr>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUC</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.29</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.54</td>
<td>0.34</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.96</td>
<td>0.29</td>
<td>0.74</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>-0.27</td>
<td>-0.27</td>
<td>-0.20</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>-0.54</td>
<td>-0.51</td>
<td>-0.21</td>
<td>0.95</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.66</td>
<td>-0.52</td>
<td>-0.37</td>
<td>-0.69</td>
<td>0.61</td>
<td>0.26</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.33</td>
<td>-0.13</td>
<td>0.99</td>
<td>0.17</td>
<td>-0.26</td>
<td>-0.66</td>
<td>-0.14</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.48</td>
<td>-0.33</td>
<td>-0.82</td>
<td>-0.65</td>
<td>0.62</td>
<td>0.51</td>
<td>0.79</td>
<td>-0.17</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>-0.19</td>
<td>-0.26</td>
<td>-0.32</td>
<td>-0.60</td>
<td>-0.62</td>
<td>0.12</td>
<td>0.29</td>
<td>0.16</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.07</td>
<td>-0.91</td>
<td>0.17</td>
<td>-0.94</td>
<td>-0.67</td>
<td>-0.79</td>
<td>-0.15</td>
<td>0.61</td>
<td>-0.67</td>
<td>0.61</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>-0.52</td>
<td>0.28</td>
<td>0.92</td>
<td>0.68</td>
<td>-0.56</td>
<td>-0.70</td>
<td>-0.50</td>
<td>0.17</td>
<td>-0.69</td>
<td>0.62</td>
<td>0.63</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Correlation of Autocorrelation maps using a bi-quartic polynomial
Appendix D

AUTOCORRELATION MAPS

This appendix contains the autocorrelation maps for the twelve monthly TSP surfaces. For each monthly TSP map there is one isarithmic map and one surface representation. On the isarithmic maps the symmetry of the autocorrelation is readily apparent. The N/W quadrant is symmetric with respect to the S/E quadrant. These maps are produced on a 41 x 41 grid. The small triangles are grid intersections where data values were predicted.
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