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This final technical report is composed of two reprints
4
(attached) plus the—fellowing summary of those two papers and
a discussion of other work that is now in preparation for

publication. <

1. Oxygen: It was noted in the original proposal (p. 6) that

"we make corrections to the fugacity for gas-gas and gas-water

interactions in the vapor phase.'" Corrections for molecular
interactions in a pure gas can be made from a knowledge of

the virial coefficients for the gas. The presence of water
vapor, however, complicates the problem, especially at higher
temperatures, where the vapor pressure of water becomes larger.
In the absence of experimental knowledge about gas-water
interactions, we were using theoretical calculations to
estimate the effect of the interaction. After it was found
that the theoretical methods did not provide corrections to the
solubility data with sufficient accuracy, we finally decided

to adopt the direct empirical approach described in the
attached reprint from Vol. 8, No. 9 (Benson, Krause and Peterson,
1979)of the Journal of Solution Chemistry. Although additional
time is required to carry out the measurements from which

the effect of the total pressure is determined, the results

T

for the Henry coefficient are unequivocal and fully corrected.
The precision of the measurements of the solubility of
oxygen (random error less than 0.02%) is an order of magnitude

better than previous measurements on any gas over a significant




temperature range, and tests and comparison with other work

indicate that systematic errors probably are negligible.

Furthermore the accuracy of the measurements has made it

possible to show that the expression

In k = ag + al/T + a2/T2

is a much better way to express the variation of solubility

with temperature than the relationships previously used.

Mass spectrometric measurements of the isotopic fractionation
of 3402/3202 during solution have provided the first
quantitative determination of the variation of the fraction-
ation with temperature, and have made possible an estimation
of the size of the cavity occupied by the oxygen molecule

in the water.

A second manuscript, "The concentration and isotopic

fractionation of gases dissolved in freshwater in equilibrium
with the atmosphere: 1. Oxygen,'" has been published in
"Limnology and Oceanography' (Benson and Krause, 1980). A
copy is included here. In it we have discussed how to

obtain accurate values for the concentration of an atmospheric
gas in water in equilibrium with air, including corrections
for molecular interactions in the vapor phase. The results
for oxygen show that the UNESCO tables for the solubility

of oxygen give values in freshwater that are low by from 0.15% i
to 0.35% depending upon temperature. J
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2. Hvdrogen: We have carried out several sets of determina-

tions of the solubility of hydrogen. The results give very

accurate values for oceanographic and limnological work, and they

are especially significant because of the information they provide

about the properties of liquid water.

A)

= VS

Pure Water: Fig. 1 shows the results of our
measurements on hydrogen in distilled water from 0 to
60°C. The clusters of solid circles at 0: 15, 35 and
55°C are drawn to indicate that measurements at several
pressures were made, from which the corrections for
molecular interactions in the vapor phase were obtained.
(All points really lie essentially on the line at the
same temperature.,) Although the virial coefficients for
pure hydrogen show that it is a ''repulsive gas,'" the

hydrogen-water vapor system behaves verv nearly like an

ideal gas, In fact, the variation of X with t (°C) is

given by

A = 0.000345 - 1.83 x 10”7t

which shows that below approximately room temperature it

is a slightly "attractive gas.".but it becomes ''repulsive"
above room temperature. Comparison with Eq. 21 in Benson,
Krause and Peterson (1979) shows that relative to oxygen
the vapor phase correction is smaller and varies less

rapidly with temperature. Again, our function
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In k = a, + al/T + ale

provides an excellent fit for the data. The standard

deviation for all the pure water measurements from O

to 60°C is 0.016%. Fig. 1 also shows the experimental

results of Crozier and Yamamoto (1974) and Gordon et al.
(1977). The large scatter of their data is evident,
together with systematic deviations from our results.
Note that the ordinate axis has been comﬁressed by a
factor of two compared to Fig. 4 in BKP for oxygen, in
order to keep the hydrogen points on the graph. It is
possible to calculate the thermodynamic function changes
for the solution of hydrogen in water, as we have done
for oxygen, but these will not be discussed here.
B) Seawater: Although it is well known that gas solubilities
decrease with increasing salinity (the "salting-out” effect),
the functional dependence of solubility on S has been
difficult to determine because very accurate measurements
are required. Carpenter (1966) found a non-linear
variation for the solubility of 02 with chlorinity, and

he used a quadratic relationship. Green and Carritt (1967)

renorted a series of measurements on oxvgen to obtain the
ra’1e of the solubilirv in seawater to that in pure water.
The desien of the experinient made potential systematic

errcr< in the individual solubility determinations tend

t« cance! in the ratio. Green and Carritt showed that
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within the limits of their measurements the Setschenow

relationship correctly describes the dependence of the

Furthermore, their results

oxygen ratio on chlorinity.

provided the first reasonably accurate determination of

the way the salting-out coefficient varies with temperature.

We have measured the dependence of solubility on

salinity up to approximately 50%e at 0, 10, 20 and 35°C.

The results are shown in Fig. 2 where it is clear tha*

1n (kS/ko) is extremely linear with salinity. (Fits to

salinity and chlorinity are equally good.) Although the

straight lines in Fig. 2 suggest that the Setschenow

equation fits the results very well, the tightness of fit

does not really become apparent until it is recognized

that the precision of the measurements is such that even

the slopes of the four lines are known with great accuracy

0°c: 0.46%, 10°C: 0.12%, 20°C: 0.15%, 35°C: 0.04%).

In other words, these very accurate new results for

hydrogen not only verify the applicability of the

Setschenow relationship to hydrogen in seawater, but also

now make it possible to determine the functional dependence

This

of the salting-out coefficient upon temperature.

is illustrated in Fig. 3 where the salting-out coefficient

is plotted vs. 1/T. (Error bars are shown on the solid

circle at 0°C, but the errors for the other three poiuts

It is clear that

are less than the size of the circles.)
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the points lie on a smooth curve, and - like In k - it is
parabolic in 1/T. The open squares representing the
results of Gordon et al. are generally consistent with our
values, although, of course, their much larger errors and
scatter preclude determination of the temperature dependence
with any certainty.

Our final equation for the variation of the Henry

coefficient with both temperature and salinity is

1n k = 4.13352 + 4672.47/T - 768235/T2
+ S(0.026112 - 15.684/T + 2737.0/T2).

The salting-out coefficient in the parenthesis has its
minimum at a temperature not very different from that for
the solubility in pure water. The equation used by Green
and Carritt for the Bunsen coefficient of oxygen was of the

form

In 8 =A+B/T+C1In T+ DT
+ C2(A' + B'/T + C'1InT + D'T).

Gordon et al. fitted their hydrogen data together with those

of Crozier and Yamamoto, to the following function

Ing=A+B/T+CiInT
+ S(A' 4+ B'T + C'T?).

The fit of all our data (for both pure water and seawater)

to our function is shown in Fig. 4. There were, of course,
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many more points at zero salinity than those indicated.

The values of Gordon et al. also are shown as a function

of salinity at five temperatures from 0 to 29°C. In
addition to large fluctuations they exhibit apparent
systematic deviations which depend upon temperature.

Fig. 5 compares the experimental values of both Gordon et
al. and Crozier and Yamamoto with our results for the
temperature variation of the solubility of hydrogen in water

with the 30-40%, salinity range typical of the oceanc.

Data accumulation and analysis system.

For very precise isotopic ratio measurements with the
mass spectrometer we have designed and constructed a very con-
venient new system for taking and analyzing the data. It
incorporates a voltage-to-frequency converter and commercially
available timer, counter, and printer units into an automatic
sample changing system that electronically averages noise
from the difference amplifier in the null balance system.

The system yields superb results. The precision achieved
with electronic averaging of the noise is both greater and
more objective than with visual averaging. In addition, the

time for taking and analyzing the data is reduced by approxi-

mately 30%.
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A very precise and accurate new method is described for determination of the
Henry coefficient k and the isotopic fractionation of gases dissolved in liguids.
It yields fully corrected values for k at essentially infinite dilution. For oxygen
the random error for k is less than 0.02%,, which is an order of magnitude
berter than the best previous measurements on that or any other gas. Extensive
tests and comparison with other work indicate that systematic errors probably
are negligible and that the accuracy is determined by the precision of the
measurements. In the virial correction factor (1 + AP,), where P, is the toral
\ pressure of the vapor phase, the coefficient A for oxygen empirically is a linear
decreasing function of the temperature over the range 0-60°C. The simple
three-term power series in I[T proposed by Benson and Krause,
Ink = ao + a,/T + ﬂrg/T2

provides a much better form for the variation of k with temperature than any
previous expression. With a, = 3.71814, a; = 5596.17, and a; = — 1049668,
the precision of fit to it of 37 data points for oxygen from 0-60°C is 0.018%,
(one standard deviation). The three-term series in 1T also yields the best fit
for the most accurate data on equilibrium constants for other types of systems,
which suggests that the function may have broader applications. The oxygen
results support the idea that when the function is rewritten as

Ink = ~(4; + Az) + Ax(—TT-‘) + Az(?)’ 1

it becomes a universal solubility equation in the sense that Az is common to all !
gases, with T\ and 4, characteristic of the specific gas. Accurate values are !
presented for the partial molal thermodynamic function changes for the
solution of oxygen in water between the usual standard states for the liquid i
and vapor phases. These include the change in heat capacity, which varies ’
inversely with the square of the absolute temperature and for which the random

error is 0.157,. Analysis of the high-temperature data of Stephan et al., in

combination with our values from 0-60"C, shows that for oxygen the four-

term series in [T,

Ink = —4.1741 + 1.3104 x 10%/T — 34170 x [0%/T? + 2.4749 x 10%/T?

' Department of Physics. Amherst College, Amherst, Massachusetts 01002.

665
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2

where p = kx and p is the partial pressure in atmospheres of the gas, probably
provides the best and easiest way presemly available to calculate values for k
in the range 100-288°C, but more precise measurements at elevated tem-
peratures are needed. The new method permits direct mass spectrometric
comparison of the isotopic ratio *40,[*?0; in the dissolved gas to that in the
gas above the solution. The fractionation factor a = 2k[3%k rvaries from L
approximately 1.00085 (+0.00002) at 0-C ro 1.00055 (+0.00002) at 60°C.
Although the results provide the first quantitative determination of « vs.
temperature for oxygen, it is not possible from these data to choose among
several functions for the variation of In a with temperature. If the isotopic
fractionation is assumed 1o be due to a difference in the zero-point energy of
the two species of oxygen molecules, the size of the solvent cage is calculated
t0 be approximately 2.5 A. The isotopic measurements indicate that sub-
stitution of a **Q, molecule for a **0, molecule in solution invvlves a change
in enthalpy with a relatively small change in entropy.

KEY WORDS: Gas solubility; isotopic fractionation:; oxygen, water;
temperature dependence ; Henry coefficient ; thermodynamic functions.

1. INTRODUCTION y/

Although the solution of gases in water has been studied for approximately :
two centuries, obtaining accurate values for gas solubilities has proved to be
difficult. The history of the subject has been reviewed thoroughly by Markham
! and Kobe,'"" Battino and Clever,'® Wilhelm, Battino, and Wilcock,”® and
Franks.** In this paper the discussion of earlier work on oxygen will be brief, X
except for a comparison of the results presented here with the best previous
values. ]
Because a knowledge of its solubility is important for many kinds of
work, oxygen has been studied more extensively and carefully than any other
gas. In retrospect. the early measurements by Winkler®-® and Fox‘” during
the last two decades of the 19th century and the first decade of the 20th must
be considered very good for that period. They survived as standard values in
the Handbook of Chemistry and Physics® (Winkler), as standards for oceano-
graphic work (Fox), and as standards for sanitation engineering (the oxygen
values of Fox recalculated by Whipple and Whipple®) for a half century
and longer. The accuracy of the Fox and Winkler values was brought into
question in 1955 by the oxygen determinations of Truesdale, Downing, and .
Lowden."'® Morrison and Billett,**’ Steen,"® Morris, Stumm, and Galal,%®
and Elmore and Hayes ¥ carried out new analyses on oxygen, and in 1961
Benson and Parker® used mass spectrometric measurements of the solu-
bility ratios Ny/Ar and N,/O, to interrelate and evaluate existing data. The
differences among workers indicated that the uncertainties in the solubility
values were approximately 1-27,.
The need for better solubility values, primarily for the study of oxygen
dissolved in natural waters, generated a series of attempts?®-2?2 to achieve
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higher accuracy. By 1970, as we shall see later, four laboratories, using
different methods of equilibration and both gasometric and Winkler analytical
techniques, had obtained agreement over the range 0-35°C within the scatter
of their data, i.e.. approximately +0.2%,. Together, these constitute the most
accurate solubility data currently available for any gas.

Various methods have been used to express solubility values as a function
of temperature. Most recently, Wilhelm, Battino, and Wilcock,”® following
Clarke and Glew,®® have fitted a selected group of data for oxygen (and
other gases) to a four-term series of the form

Ink =a,+a)/T +a;InT + a;T +--- (1)

where k is the Henry coeflicient. This series is essentially an extension of the
three-term function first derived by Valentiner.>®> Weiss‘2® fitted the Bunsen
coefficient data of Carpenter®® and Murray and Riley,*® for both pure
water and seawater, to a three-term series in the temperature of the Valentiner
form, with additional terms for the effect of salinity. The Weiss values are
often used for oceanographic and other purposes.

During the development of the new apparatus and procedures to be
described below, many preliminary measurements were carried out on
several gases to test for random and, especially, systematic errors. Although
we now know there was a systematic error in those preliminary determinations
. (see Appcnﬁix A). and although they were crude compared to the measure-
ments now possible, analyses of the data from them, and from Murray,
Riley, and Wilson,?¢-2” led Benson and Krause'?® to propose series of the
form

Ink =ay + /T + a)/T? + a3/T? +- . 2)

for the variation of k with temperature. Himmelblau?® had considered a
function of this form, but discarded it in favor of a general six-term equation
of the second degree in In k and 1/T. Benson and Krause found that a simple
three-term series in 1/7 not only fitted the preliminary data better than other
expressions, but also led to the recognition of probable relationships between
the molecular properties of the pure gases and the thermodynamic properties
of their solutions.

Relatively little is known about the isotopic fractionation of gases during
solution. It was first observed by Klots and Benson % in studies of oxygen
and nitrogen. For each gas it was found that the heavier molecular species
(30, or ®N,) was more soluble than the respective lighter one (*20, or
28N, ) by approximately 0.8 per mil at 0°C. and the effect decreased to approxi-
mately 0.55 per mil at 27°C. Polgar®? obtained results for argon that were
roughly comparable, and Weiss®®? observed the larger effect (approximately
10 per mil) to be expected for helium. Kroopnick and Craig®® found an
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658 Benson, Krause, and Peterson

effect with oxygen dissolved in seawater that was similar to the results of
Klots and Bensor in pure water. None of these measurements was precise
enough to provide quantitative information about the variation of the
isotopic fractionation with temperature and salinity. Muccitelli and Wen'3¥
measured the solubility of D, in pure water. By combining their results with
those of Crozier and Yamamoto®® for H, in pure water, they found the
fractionation ranged from approximately 86 per mil at 0°C to 65 per mil at
30°C. To carry out these calculations they first fitted each set of data separately
to the generalized Valentiner equation [Eq. (I)] to obtain smooth curves.

The work reported here is the first in a series designed to produce very
accurate values for the solubility and isotopic fractionation of gases in pure
witer from 0 to 60°C. These will reveal the dependence of solubility on
temperature, yield information for a better understanding of molecular
interactions in hquid water, and provide reference values for geochemical
work. We have chosen to study oxygen first, to permit comparison of res.lts
from the new method with the best previous determinations.

2. EXPERIMENTAL METHODS AND THEORY

2.1. The Henry Coefficient

The essential features of any apparatus for determination of gas solu-
bility are provision for equilibration of the desired gas and liquid, and
means for finding the fugacity of the gas in the vapor phase and the moie
fraction of the dissolved gas in the liquid phase. We have used several different
equilibration arrangements. The best, and the one used for the measurements
reported here, is shown in Fig. 1. A brief description of the equilibrator used
in the preliminary work'?® is given in Appendix A, with a discussion of
evidence suggesting that potential problems are associated with methods of
equilibration that involve thin films of liquid.

The equilibration system in Fig. 1 consists of four parts, the spherical
equilibrator, the centrifugal pump, the vapor-phase sample bulb, and the
liquid-phase sample bulb. The vapor-phase sample bulb is attached by means
of a 14/35 standard taper joint. Silicone vacuum grease is used to seal both
the joint and the 4-mm pressure-type stopcock on the bulb. The other ioints
utilize standard O-ring compression, with O-rings made of ethylene-propylene
rubber. The equilibrator is composed of concentric spheres with inner and
outer volumes of | and 2 liters. respectively. The reentrant connection to the
inside of the inner sphere provides a compact way of including a relatively
large volume for the vapor phase, so that dissolution reduces the pressure less,
especially with the more soluble gases. For very expensive gases this feature
is deleied. The pump employs a Teflon-covered magnetic stirring bar as an

e
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-
VAPOR PHASE
SAMPLE BULE

PHASE

LiQuIo
SAMPLE

Fig. 1. Glass apparatus for equilibration of gases with liquids, with spherical equilibrator,
centrifugal pump, and vapor-phase and liquid-phase sample bulbs. Arrows indicate the
direction of liquid flow.

impeller. The stopcocks on the liquid-phase sample bulb are of the Teflon
plug type (Ace #8194), but with the Teflon plugs replaced by special ones of
either Type 304 stainless steel or glass, with O-ring seals designed to make | A
possible isolation of a very accurately known and reproducible volume in the ‘ -
bulb when the stopcocks are closed. For measurements below room tem- 1
perature, a small O-ring sealed piston-cylinder is set into the wall of the bulb 4
above the lower stopcock. When released, after volumetric sampling, this 9
permits expansion of the solution to occur when the bulb is removed from the )
bath. The whole assembly is clamped in a frame of welded stainless steel
tubing.

Distilled water from a central stainless steel still is redistilled in a glass
system (Corning Model AG-1b). The resulting water has a resistivity greater
than 1.5 MQ-cm. Variations in the isotopic constitution of natural waters
are too small to have any detectable effect on solubility measurements, even
at the level of precision reported here, and no attempt is made to analyze the
water isotopically. After the second distillation, the water is degassed in a
2-liter flask to less than | ppm of the air that would be dissolved in it at room

ot v ' P
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temperature, by stirring with a glass-covered magnetic stirring bar and
periodically pumping on the flask through a cold trap. Then with the flask of
degassed water attached to the filling port of the equilibrator by means of a
Y™ coupling, and after the coupling and the equilibrator are carefully
evacuated (and the Teflon-covered magnetic stirring bar in the pump
degassed), the water is allowed to flow down into the equilibrator and the
liquid-phase sample bulb until the pump is covered and the water level is
high enough in the equilibrator so that dripping will not occur later during
pumping. Research grade gas (the oxygen supplied by Linde was stated to
have a total impurity less than 40 ppm) is introduced through a dry ice-
acetone cooled trap and the Y™ coupling in such a way as to minimize
backstreaming of water vapor toward the tank of gas.

After closing the filling port, the assembly is entirely immersed in a large
constant-temperature bath. The speed of the centrifugal pump is adjusted
so that water flows up the central tube and smoothly out over the inner
sphere without turbulence. After the desired time interval, a known volume
of the gas above the solution is isolated in the vapor-phase sample bulb, and
a known volume of the solution is closed off in the liquid-phase sample
bulb.

While extraction of the gas dissolved in the water sample is being carried
out, the undissolved gas sample is dried in dry ice-acetone and liquid-
nitrogen cooled traps and Toepler-pumped into a mercury manometric
system designed for this work. The system, including the Toepler pump, is in
a thermostatic enclosure that permits access to the manometer but maintains
temperature uniformity to 0.01°C and constancy to a few millidegrees over
several hours. A special meniscus lighting system makes it possible to deter-
mine the position and height of the menisci with an accuracy of 0.01 mm
using a Beck Model 1000 cathetometer. The volume of the manometer is
easily changed to provide the best compromise between volume and pressure
for maximum precision. After measurement, a sample of the gas may be
transferred to a bulb for analysis with the mass spectrometer.

To remove the dissolved gas, the liquid-phase sample bulb is attached to
one arm of a 2-liter extraction flask containing a glass-covered magnetic
stirring bar. The other arm is connected to a dry ice-acetone trap, a liquid-
nitrogen trap, and a Toepler pump, in succession, with stopcocks between
each section. A roughing pump and a diffusion pump, each trapped for oil
vapor, and a thermocouple vacuum gauge reading directly to 2 x 10~* torr
are also connected to the manifold. With the whole manifold fully evacuated,
the water in the bulb is allowed to flow downward into the extraction flask.
A cross-link between the two arms of the flask makes it possible to Toepler-
pump the residual gas in the liquid-phase sample bulb through the drying
traps into a gas storage bulb. Then “slugs™ of gas are taken from the vigor-

ok T N T
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ously stirred extraction flask, dried successively in the two traps, and then
Toepler-pumped into the storage bulb. After extraction is complete, the gas is

: transferred to the manometer and the number of moles is measured.
Henry’s law for a two-component system composed of a pure gas and
water states that at constant temperature the fugacity of the gas in the vap *r

phase is proportional to the mole fraction of the gas in solution, i.e.,

f=k—t (3)

nw+nd

where & is the Henry coefficient, and n, and n,, are the numbers of moles of
dissolved gas and water, respectively, in a volume V, of solution, i.e., the
volume of the liquid-phase sample bulb. From the manometric measure-
ments, Py, V4, and Ty, on the dissolved gas, we obtain

_ Py
= RT.Z, *

Mg

where Z4 is the compressibility factor for the pure gas at Py and T,.
The volume of the solution, Vi, is equal to the volume of the pure water
in it plus the partial molal volume of the gas times ny, i.e.,

M
Ve = '—15’;— + Fgng

where M is the molecular weight of water and p is its density at the equilibrium
temperature 7. With algebraic rearrangement,

e _ M P,V, (5
n, +ny pV,RTZ, )

where
Ve = VJl — (64 — M/pXny/ V) (6)

Determination of the fugacity is slightly more involved. For the moment
we shall assume that the Lewis and Randall rule may be applied. i.e..

S=T o

where n, is the number of moles of undissolved gas in the volume I, of the
vapor-phase sample bulb, and n, is the total number of moles of gas and water
vapor in that volume. The quantity /* is the fugacity that the pure gas would
have at the equilibrium temperature if its pressure were the same as the total
pressure P, of the gas and water vapor. Therefore,

PII-Z
f* = P.exp -J. —-—P——dP = P exp[—6P]

0
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because for low pressures Z = | — 8P, where 8 is determined by the second
virial coefficient of the pure gas. If the exponential is expanded as a power
series with higher-order terms neglected, we have

f*=P - 6P)=PZ* (8)

where Z* would be the compressibility factor for the pure gas at the
equilibrium temperature and the total pressure P.. If Z, is the compressibility
factor for the vapor phase,

nRTZ,

s P, = A% )
b

Furthermore, from the manometric measurements on the undissolved gas,

AZ
T T.Z,
Substituting this and Egs. (8) and (9) into Eq. (7) yields

_PV T,
f=FF 722 (10)

n,R

We may write

ZZ* = (1 — 6P)1 — 8P)

where 8, is determined by the second virial coefficient of the gas-water vapor '
mixture. If the term 8,8P2 is neglected, and we define 6’ = 6, + 6, we have

! ZZ*=1- 0P, (n
! and
| .
PV, 7
{ o TuVu £ _
S T.7. Vb(l 6'Py) (12)
Substituting Egs. (5) and (12) into Eq. (3) yields
| R nRV, s !
k = -MndRVDpTJ(l P) (13a) ’

or

k = %%%%prlu - 0P (13b)
If the molecules in the vapor phase did not interact with each other. i.e., if the
vapor phase behaved like an ideal gas, then Z, = Z* = l and 6, = 6' = 0,
and the measured quantity in brackets in Eqgs. (13a) and (13b) would be a
constant equal to the Heary coefficient. With molecular attraction occurring
in the vapor phase, however, one would expect the ratio #2,R/nyR to be larger ;

¢
'
¥
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than for the ideal-gas situation and, correspondingly, the factor (1 — 6'P,)
would be less than unity. Nevertheless, if accurate values were known for both
. 8 and 6,, Eq. (13) could be used to calculate & from the measured quantities
including P,.
For the work reported here, a more direct empirical approach has proved
to be more fruitful. Suppose Eq. (13a) is rewritten as

%%%;—:pT] = k(1 + @'P) (14)
where, again, the fact that §'P, « | has been used. Equation (14) predicts
that at a fixed temperature the quantity in brackets should be a linear
function of P,, with k the intercept when P, is extrapolated to zero. By making
such a plot versus pressure at several temperatures, the variation of 6 with
temperature may be found empirically. Then one set of measured quantities,
including P,, permits calculation of k.

It is interesting to note that Eq. (14) can be obtained without invoking
the Lewis and Randall rule [Eq. (7)] and without carrying the real-gas ‘
corrections throughout the analysis. except in the manometry. Suppose it is
first assumed that the vapor behaves like an ideal gas. This leads to an ;
equation of the same form as Eq. (14), but without the factor (I + 9'P)). |
Then recognizing that the real-gas behavior of the vapor phase makes the '
quantity in brackets depend slightly upon P, that quantity can be expanded
as a Taylor series in P,. Equation (14) is the result if terms in higher powers of
P, are negligible.

This method for solubility determinations has many good features. In
the first place. it yields fully corrected values for k at essentially infinite
dilution, the ideal condition for the validity of Henry's law. The method is }
straightforward and involves measurements that can be made with both very
high precision and accuracy. Negligible error is introduced into & if the
approximate expression

_ n,RTZ,

P. v

+ Pgy (15)
is used for P, in the small correction term. The quantity P, is the saturated
vapor pressure of water at the temperature of equilibrium, and Z, is the
compressibility factor for the pure gas at its equilibrium partial pressure.
Equation (15) assumes that the gas and water molecules do not interact in
the vapor phase. No other corrections for water vapor are required, because
all manometric measurements are made on dry gases.

It is not necessary to have accurate values for the partial molal volume of
gases with low solubilities because the difference between ¥, and V, is very
small. With oxygen, for example, the largest difference is approximately

R PTEM M xR o ik R RN
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30 ppm (at 0°C and | atm). In fact, with the empirical approach discussed in
relation to Eq. (14), negligible error is introduced by substituting ¥, for V,.
This may be seen from Eq. (6): V. = V[ — (fq — M/p)ny/V,)] is approxi-
mately equal to V[l — (fy — M/p)B(P. — P,.)], where B is the Bunsen
coefficient and B(¢y — M/p) = y is a constant at a given temperature. After
substitution for ¥, in Eq. (14) and rearrangement, one obtains

R RV,
M ngR

e pT] = k{(! — yPy,) + (y + 8)P] (16)
b B

Therefore, when the quantity in brackets on the left is plotted versus P, part
of the V'; correction is subsumed in the empirical determination of the factor
multiplying P,. Assuming that yP,. is negligible compared to unity (for
oxygen from 0 to 60°C. the largest error introduced is only 3 ppm, but even
for a more soluble gas like xenon the error would be less than 50 ppm). Eq.
(16) becomes

n, RV,

k' 1dR7pT] = k(1 + AP) a7

L

SE)

-—
o

where A = y + 6.

The design of the experiment minimizes the significance of almost all
systematic analytical errors. In Eq. (13b) note that the eight manometric
factors occur in ratio pairs. Consequently, if the volume of the vapor-phase
sample bulb is chosen so that n, is approximately equal to n,, the two sets of
manometric measurements are carried out under similar conditions, and
systematic errors in the numerator and denominator tend to cancel. The
acceleration due to gravity, which is implicit in the pressures, need not be
known. The volumes V, and V,, of the bulbs are determined as a function of
temperature by mercury weighing. For the density of mercury we use the
values given by Bigg.®® but again. as in the pressure measurements, any
possible systematic error would cancel. Even the effect of small amounts of
gas impurities tends to cancel if the solubilities of the impurities are not too
different from that of the gas being studied.

In Eq. (17) the uncertainty in the gas constant R is approximately 30 ppm
(Sengers et al.®™), and the errors in M and p are less than 5 ppm. The equilib-
rium temperature is measured with a quartz crystal thermometer (Hewlett-
Packard Model 2801A)*® We®® have found that with appropriate
calibration. it will measure temperature relative to 1PTS-68 with an absolute
accuracy of probably 0.003 K and no worse than 0.005°K (approximately
15 ppm). In both the large constant-temperature baths designed for this work,
control varies from +0.001 'K at lower temperatures to +0.003°K (10 ppm)
at 60°C. The crvstal thermometer probe is located near the equilibrator in

R A
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the bath, and tests show the maximum difference in temperature between the
bath and the solution in the equilibrator is no greater than 0.002 K (7 ppm).
For oxygen between 0 and 60 (. an error of no more than 80 ppm is intro-
duced by assuming there is no difference between IPTS-68 and the thermo-
dynamic temperature scale.

The liquid-phase bulbs have volumes of 800 to 900 cm® with an un-
certainty less than 10 ppm. As discussed above, the smaller vapor-phase
bulbs are chosen in size according to both the gas and the temperature to
make n, approximately equal to n,. For oxygen the maximum error in ¥,
varies from 20 ppm at 0°C to 40 ppm at 60 C. The precision of the manometric
determinations of n,R and nyR depends upon the amount of gas and there-
fore, for approximately fixed V. upon both the gas and the temperature. Each
gas sample is measured twice, with the gas expanded and recompressed
between analyses to make them independent. Twice the standard deviation
of the percentage difference of the two measurements from each other for a
number of samples provides a useful indication of the manometric precision.
For oxygen it ranges from 40 ppm (0°C) to 80 ppm (60 ().

From these estimates we might expect measurements of 7. F,, .
n,R. and nyR to lead to a total random analytical error in A of roughly 0.017,
at low temperatures and 0.02%, at 60°C. The total systematic analytical error
from R. M. p, and T. assuming the worst-case situation. should be less than
0.0127,.

The extraction and gas processing procedures have been tested exhaus-
tively. For example, although the partial pressures in the drying manifolds
do not exceed the saturated vapor pressure of most gases at the temper-
ature of liquid nitrogen, tests are carried out with cach gas to show that
it is not condensed in the trap. No gas is mechanically captured in the dry ice
trap by freezing water vapor. We have found that drying successive slugs of
gas, which transfers relatively little water to the trap. is preferable to pumping
straight through and thereby transferring large quantities of water. In another
test, measured quantities of gas in a manometer bulb are transferred to the
input of the extraction vessel. where the liquid-phase sample bulb normally is
attached. With gas-free water in the extraction vessel, the gas is let into the
vessel and, after stirring, the gas is extracted in the normal manner. When it is
measured. it agrees with the initial amount. In a different test for possible
losses of gas in the processing. & measured quantity of gas in the manometer
is pumped with an extraction manifold Toepler pump into its storage bulb.
When the gas is pumped back into the manometer with the Toepler pump in
the manometric system and remeasured. no significant change in the number
of moles is detectable after one such cycle. even if the gas is left in the storage
bulb overnight. Repeated cycling of this kind does show that for oxygen an
average loss of approximately 30 ppm per cycle occurs, but even if this were
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detectable in the manometer, the errors in the dissolved and undissolved gas
sample determinations would at least partly cancel as discussed earlier.

In summary, with good, clean, high-vacuum technique, including simple
standard vacuum tests before and after processing a gas sample, the whole
operation of extracting, handling, and measuring the gas is straightforward,
reliable. and quantitative.

The equilibrator has been tested thoroughly in a variety of ways. For the
large volume of liquid involved (approximately 1.5 liters), the rate of equili-
bration is relatively rapid. Although the design of the filling arrangement does
not permit accurate short-term kinetic studies, equilibrations over longer
periods of time suggest that at 5 C and the normal pumping speed of 800
cm?® min~ !, the half-time for equilibration is 4 or 5 min. This corresponds to
approximately 2 to 2.5 cycles of the liquid through the system. Equilibration
periods of from 4 to 116 h yield identical results within analytical error,
indicating both achievement of equilibrium and absence of vacuum problems.
Mass spectrometric tests show no growth of impurities in the gas during
either equilibration or later storage in glass sample tubes before the isotopic
analyses. (It should be noted, however. that silicone vacuum grease is
imperative when storing oxygen for even a short time interval. Other greases
are oxidized, with accompanying fractionation of the oxygen isotopes.)
Equilibration is slower at high temperatures because the fourfold decrease of
the viscosity veduces both the pumping action of the pump and mixing within
the liquid-phase sample bulb. An overnight equilibration period of 20 h has
been found to be convenient for all but the highest temperatures, where 44 h
is used.

Although varying the pumping speed over the range 500 to 900 cm?®-
min~! does affect the rate of equilibration. it does not change the results for
k. The pumping speed is chosen primarily to produce very stable, non-
turbulent flow. In normal operation it is so smooth that it is difficult to
observe the flow of water over the inner sphere. Approach to equilibrium
from the supersaturated state (achieved by first equilibrating at a lower
temperature) leads to values for & that are identical with those from the
undersaturated state. Several equilibrator units have been used. including
ones without the expansion cylinder and one using greased stopcocks on the
liquid-phase sample bulb. Although all give the same results within analytical
error. the greased unit is not used because the grease makes it difficult to
keep the system clean.

All tests have shown the equilibrator to be extremely reliable. The
design eliminates the thin-film problems discussed in Appendix A, and yiclds
values of k for the bulk liquid. We believe that there are no systematic errors
associated with it and that the accuracy of the results is determined by the
precision of the analytical measurements.
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2.2. Isotopic Fractionation

and *20, is defined as the abundance ratio of the two molecules in the
dissolved gas to the corresponding ratio in the gas above the sclution. In the
notation employed above,

34 32
« = ongl*ng _rq (18)

|

!

|

j . The equilibrium isotopic fractionation factor « for the solution of 30,
i

i 34’1“/32"’“ r\l

]

With algebraic rearrangement and the use of Eq. (17), this becomes
o« = 3 (19) i

[Negligible error is introduced by assuming that the factor (I + AP,) is the
same for the two molecular species.] Consequently, measurement of the
isotopic fractionation factor yields the ratio of the Henry coefficients for
the two gases.

Mass spectrometric techniques make it possible to determine « with very
high accuracy. lon beams produced from the two isotopic molecule are 7
simultaneously collected in separate Faraday cups, and a quantity P, pro-
portional to their ratio, is measured with a voltage divider in a null arrange-
ment. Then by feeding the undissolved and dissolved gases alternately into the
mass spectrometer ion source, a direct determination of the difference
AP = Py — P, is made. From

BEa—lzr.d_-:!z.A_})

ry Py (20)

3 and « can be calculated. Systematic cffects like ion-source discrimination
tend to cancel, and with appropriate techniques the precision and accuracy
usually are limited by noise. For the work reported here, the values of é lie
within the range 0.5 to 0.9 per mil and, from repeated mass spectrometric
measurements on the same pair of gas samples and on gases from separate
equilibrations at essentially the same temperature, the precision is better than
0.02 per mil. This means that the ratio « = 32 /34 can be measured with
an error less than 20 ppm, and the uncertainty in the values for 34 is deter-
mined by the accuracy of 2k rather than by the mass spectrometry.

For the isotopic measurements we used a modified version of the single-
focusing, 60" magnetic sector mass spectrometer described by Nier."® It is
equipped with a dual system“? for rapid interchange of samples into the ion
source, and the mass spectrometer tube is designed to permit null measure-
ments for pairs of ions with mass ratios up to 3/2 by insertion of the appro-
priate dual collection system. To measure small isotopic effects of the kind

!
i
H

TP R

—— e et aa it ol s




668 Benson, Krause, and Peterson

reported here, it is important that the mass spectrometric analyses be made
twice, one immediately after the other. with the gas samples exchanged
between the two sample systems between analyses. This compensates for
possible differences in the fractionation caused by the capillary leaks, and for
the minute differences in the background contaminations from the sample
systems. Although the latter effect normally is small, we have found that,
even with a very ‘““clean™ spectrometer, it usually is the more significant
source of potential error. The average correction in the oxygen measure-
ments to be reported here was only 0.007 per mil, but in isotopic analyses of
some other gases, corrections up to 0.05 per mil have been required.

3. RESULTS AND DISCUSSION

3.1. Data

According to Eq. (17), at fixed temperature, k' should be a linear function
of P, with intercept k and slope AA. We have made sets of measurements of L
k' vs. P, for oxygen at each of four temperatures, 0. 15, 35, and 55°C. Two of
these are illustrated in Fig. 2. where it is evident that within experimental
error the relationships are linear over the indicated pressure ranges. Although
the value of A at each temperature can be calculated directly from the ratio
of the slope of the line to its intercept, it is useful to replot the data as k'/k vs.
P, because the slopes of the resulting lines are the values of the corresponding
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Fig. 2. Graphs of k" vs. P, at 0 and 35°C. ; 4
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Fig. 3. Graphs of k'/k vs. P, at 0, 15, 35, and $5°C.

X's. This is shown in Fig. 3, where it is clear that A decreases as the temperature
increases. Furthermore, a graph of A vs. 1 is linear according to

A = 0.002805 — 0.0000375¢ 2n

where ¢ is in degrees Celsius. The reason for this empirical resuit is not
obvious. Recall that if one uses the Lewis and Randall rule, A = y + 8, + 6.
Furthermore, y is small. Therefore, because values for 6 calculated from the
second virial coefficient for oxygen between 0 and 60°C, given by Sengers
et al. 3" fit approximately the function

6 = 0.000975 — 1.426 x 1057 + 6.436 x 10%? (22)

it is surprising that A should be linear in r. With A known as a function of ¢,
Eq. (17) can be used to find & at any temperature from a single set of measure-
ments at any total pressure. Experimental results for k£ and 8 from 0 to 60°C
are given in Table 1. As noted earlier, we believe these values for k range in
accuracy from approximately 0.017, at 0°C to 0.02%, at 60°C, and the values
for 5 are probably good to better than 0.02 per mil.

3.2. The Variation of the Henry Coefficient with Temperature

It is interesting to examine empirically how various functions fit the
accurate data presented here. The results for several types of series are shown
in Table I1. The data have been fitted to each of the series by straightforward
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Table II. Percent Standard Deviations of kK when the
Experimental Values for In k and T Are Fitted to
Series of Various Forms and Numbers of Terms .

Number of terms

Form 3 4 5 6
s T 0.0t76 0.0178 0.0178 0.0164
SNiiinT 0.1338 0.0181 0.0178 0.0163
Valentiner? 0.1358 0.0193 0.0181 0.0164
} SinT 0.2167 0.0197 0.0180 0.0163
sT 0.4887 0.0421 0.0191 0.0164

¢ The Valentiner series is Eq. (1).

matrix-inversion techniques*? on a time-sharing terminal of a CDC Cyber
74 computer. In each case we have used from three to six terms in the ex-
pansion, and then examined the resulting standard deviations. It is evident
that the power series in 1/T provides by far the best fit. In fact, the three-term
expansion in /T fully fits the data, i.e., additional terms provide no improve-
ment and the precision of fit is comparable to the precision of the measure-
ments. For all the other types of series at least four terms are required, and
further improvements are achieved by adding a fifth term. In a related test
i the data have been fitted to three-term power seties in 1/T*, i.e.,

Ink = ap + a;/T* + a )(T*)? (23)

Figure 4 shows the variation of the percentage standard deviation of the
data from each series as a function of the parameter x. The minimum devia-
tion occurs with x very nearly equal to unity {x,, = 0.99)!

The Valentiner series, Eq. (1), is an integrated van’t Hoff equation that
in one form or another has been employed for many years to express the
temperature dependence of equilibrium constants. In 1966, Clarke and
Glew'*® presented a generalized treatment of the integration with an
excellent discussion of the evaluation of the errors in the standard thermo-
dynamic-function changes when Eq. (1) is used to fit experimentally deter-
mined equilibrium constants. In their formalism, Eq. (1) follows from an
expansion of the standard enthalpy change AH“ in a Taylor series in T about
a reference temperature 6. As such it is undeniably an appropriate expression 3
for fitting experimental data. More is claimed for this expression, however.

Clarke and Glew state that “only those equations equivalent to {Eq. (1)]

furnish the unique. best unbiased estimates of the standard thermodynamic- o
function changes for reactions.™ This is too sweeping. Thermodynamic argu- 3
ments alone cannot lead one to predict the otherwise unknown temperature 4




|
|
|
I

The Solubility and Isotopic Fractionation of Gases 673

.08 t

06 |

% STD. DEWV.

04}

02t

4 .6 8 o £ 20

Fig. 4. Variation of the percentage standard deviation of the data from the equation
Ink = ap + &/T* + az/(T*)? as a function of the parameter x. Minimum deviation
occurs at x = 0.99.

dependence of equilibrium constants. The danger in prescribing one functional
form is that it may discourage the use of other, simpler, and equally valid
forms which may give more insight into the underlying phenomena.

In Appendix B we show that Eq. (2), the power series in 1/T, may be
derived in a manner that is identical to that given by Clarke and Glew for
Eq. (1), except that a different measure of temperature, 1/T, is used in place
of T. (One could argue that 1/T is fundamentally just as good a measure of
temperature as 7, or even better because it occurs more naturally in statistical
mechanics.) Expansion of AH° in a Taylor series in 1/T about the reciprocal
reference temperature 1/0, use of the thermodynamic relationships, and
algebraic manipulation lead directly to Eq. (2). The coefficients in this series
are as simply related to the standard thermodynamic difference functions
as are the coefficients in Eq. (1), and the method for determining the functions
and their standard errors is completely analogous. Thus, the type of argument
that leads to Eq. (1) does not produce it uniquely. Equation (2) and other
similarly consistent possibilities are on equal thermodynamic footing with
Eq. (1).

On the basis of thermodynamic consistency, ability to fit accurate data,
and simplicity, Eq. (2), the power series in 1/7, is clearly the best family of
functions proposed to date for representing the variation of k with T. Over
the range of temperature studied here, its three-term member,

Ink = ag + a,/T + a,/T? (24)
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is sufficient to fit the solubility data that presently are available. Values for the
three coefficients for oxygen are given in Table VI. It remains to be scen
whether there is a fundamental significance to Eq. (24). The idea seems to be
supported by the relationships between the molecular properties of the noble
gases and the parameters of their solutions, which emerged from the analysis
of the preliminary data.'®® Below, we shall see that the present results for
oxygen are in accord with that analysis.

Although the solubility measurements reported here apparently are the
most accurate determinations ever made of the equilibrium constant for any
reaction over a wide range of temperature, their excellent fit to Eq. (2) does
not necessarily imply that the equation should be applicable to other kinds
of reactions where the interaction mechanisms are different. We have ex-
plored the literature for the best data on equilibrium constants for other types
of systems such as weak acids and bases in water. Most of the data are either
too imprecise or too limited in temperature range to distinguish between the
ability of Eqs. (1) and (2) to fit them. For the few relatively accurate results
available. viz. the work of Feates and Ives"® and Ives and Marsden“* on
weak acids, Eq. (2) gives the better fit, and again only the three-term equation
(24) is required. while use of Eq. (1) requires four terms. These results suggest
that Eq. (24) {or. more generally, Eq. (2)) may have broader applications
than for gas solubilities, but precise data for a number of other systems are
needed to test this possibility.

3.3. Comparison with Previous Measurements

The fifth column of Table | gives the percentage deviations of the new
data for the Henry coefficient of oxygen from their fit to Eq. (24), the three-
term power series in | 'T. These are illustrated graphically in Fig. 5, where the
new data are represented by the solid circles distributed along the reference
line. For comparison with probably the best previous determinations, we have
recalculated the experimental values of Montgomery, Thom, and Cock-
burn, *” Murray and Riley,?® Klots and Benson,'® and Carpenter®® to give
values for k with appropriate corrections to make them correspond as nearly
as possible to our values. The results are included in Fig. 5. The very high
precision of the new results is evident, but another observation is equally
significant. Visual inspection indicates that the five sets of results are in
excellent agreement, with the four older sets of data points scattered more or
less equally on either side of the smoothed curve for the new data. Table 111
illustrates this in another way. The rms percentage deviation for the new
data is more than an order of magnitude smalfer than that for any of the other
four sets of data. The percentage deviations of the Klots and Benson set, the
Carpenter set, and the Montgomery ¢t al. set average almost to zero, indi-

-
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Fig. 5. Variation with temperature of the percentage deviation of the new measurements
for k, and of the best previous data for oxygen, from the equation Ink = 3.71814 + 3
5595.17. T — 1049668/ T>. The smooth curve of Wilhelm et al. (ref. 3) is also shown. \

cating each is equally scattered about the new fit, while the values of & from
Murray and Riley average 0.187 higher.
This agreement is very important, because it suggests that the results are
probably free from systematic errors well within the random errors in the }
older data. On the basis of our own tests, as discussed in Section 2.1, we
believe the accuracy of the new technique is determined by the random
errors, i.e., approximately 0.01 to 0.027,. but the agreement with the best

Table HI. Comparison of the Deviations of Data from Various Sources

with the Present Results
N 7, deviation [}_’ (% devialion)’]"’
Source n n

Murray and Riley* +0.180 0.264
Klots and Benson® +0.042 0.212
Carpenter© -0.024 0.220
Montgomery, Thom, and Cockburn? -0.079 0.215
Prescnt 0 0.017
e See ref. 22. ® See ref. 16.

¢ See ref. 20. 4 See ref. 17.
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¢ 676 Benson, Krause, and Peterson

previous solubility measurements on any gas adds confidence to that judg-
| ment. This independent confirmation of the method is significant also for
results we shall report later on other gases, because for them the previous
data are of lower quality than for oxygen and no significant comparison with
the new results will be possible.

The curve obtained by Wilhelm, Battino, and Wilcock® by fitting
selected data to a four-term series of the Valentiner type, Eq. (1), is included
in Fig. 5. The comparison is not significant with respect to the merits of
Eq. (1) relative to Eq. (2) because other less accurate data'?’ were used by
Wilhelm e al. for the high-temperature region, but it is clear that above 40°C
their smoothed values become quite incorrect.

3.4. Thermodynamic Properties of the Solution

For systems of this kind, the standard state of the gas in the vapor phase
atany temperature is usually defined to be that in which the gas has a fugacity
of 1 atm, while the standard state for the dissolved gas at any temperature
is the hypothetical state found by extrapolating the line representing Henry's
law on an fvs. x graph to unit mole fraction for the dissolved gas. With these
choices, and Eq. (24), the changes in the partial molal thermodynamic
functions are

AG°® = Rla,T + a, + a,/T) (25) !
AH° = Rla, + 2a,/T) (26)
AS° = R[~ay + a,/T?) @n
~and
AC: = —2Ra,/T? (28)

[Note that these differ in sign from those given earlier®® because Ink,
rather than In(1/k), has been used in Eq. (24).] Values for AG°, AH°, AS®,
and AC; are given at four temperatures in Table 1V, with numbers calculated
by Wilhelm, Battino, and Wilcock® and the theoretical predictions of
Pierotti.*® The percentage standard deviation in our values for In k (and,
therefore, AG®) is 0.0016%,. This leads to a random error in AC] equal to
0.15%,, with a 95%, confidence level. As would be expected from Fig. 5, the
improvements over the Wilhelm er al.* results are small except for AC; and
at higher temperatures. The Pierotti values are systematically below the
experimental ones, with AC; smaller by approximately 30%, at 298°K.
Reference to Pierotti’s paper also shows that the predicted rate of change of
AC; with temperature is only 1/3 the experimental value. It should be noted,
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Table IV. Comparison of Vlues for AG®, AF ", AS°, and AC: with Litera-
ture Values®

AG- AH: Ag kYo
Source (cal-mole ') {cal-mole ') (cal-"K ~* mole~')(cal-*K ~*-mole~')
283.15'K
Present 5846.0 - 3613 —33.41 52.03
Wilhelm ef al.® 5847 ~ 3594 —33.34 47.19
298.15°K
Present 6327.4 —-2872 —-30.85 4693
Wilhelm er al.® 6328 — 2882 —30.89 47.75
Pierotti, theoretical® 627 —~2423 —28.5 322
313.15°K
Present 6773.3 —2201 —28.66 42.54
Wilhelm et al.® 6774 —~2162 —28.52 48.31
328.15°K
Present 7188.7 —~1592 —26.76 38.74
Wilhelm et al.® 7184 ~1433 —26.26 48.88
@ See ref. 3.
® See ref. 45.

¢ R = 198717 cal-"K ~'-mole ',

especially, that Eq. (28) states that AC; varies inversely with the square of
the absolute temperature. !

3.5. Solution Parameters and Molecular Properties of the Gases

From analyses of preliminary experimental data for seven gases, Benson
and Krause'?® found that when the variation of & with T was expressed by
Eq. (24). relationships emerged among the solution parameters and the
thermodynamic and molecular properties of the gases. This became partic-
ularly apparent when Eq. (24) was rewritten in the form

a4 (D _ T, )2
Ink = Aa( A ) + A2(T ) (24a)
and the data were smoothed by requiring that the constant 4, be the same for {

all the gases. (Some other parameters are defined in terms of a,, a,, and a,
in Table V.) Benson and Krause found that “although the A, smoothing
slightly increases some values and decreases others, for all parameters the
patterns of the numbers are skewed very little in any systematic way.”
Furthermore, each of the parameters, a,, a,, 43, T, A3, and others, became an
essentially linear function of (e/ky)! %, the square root of the force constant

. ot i T SO ——— -
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Table V. Definitions of Some Parameters

T, = —2ayi{a, + (& — daea:)*?) Ao = ag

As = —(@} ~ daoax)* ¥ T, A, = a,/T,

M = [—a? + dapay]idaz A, = aiiT?
TM=—‘202/111 Ao + Ar + A2 =0

¢ T 1s the absolute temperature at which the Henry coefficient &
hypothetically would be unity, if the systems hypothetically had
the same properties outside the experimental temperature
range.

> M = In K max-

¢ Ty is the temperature for maximum 4.

of the gas. They concluded, ** The implication is strong that with more accurate
measurements Ay and (AC3), would be found to be the same for all the gases.™

A partial test of this suggestion is possible from a comparisun of the
values for the parameters obtained here with the corresponding values pre-
dicted from the preliminary data smoothed on the assumption that A,
should be common to all the gases. These are shown in Table VI, together
with the preliminary “raw™ values. The improvement achieved by the A,
smoothing process is striking, and it lends support to the idea that Eq. (24a)
is a universal solubility equation in the sense that A, is common to all the
gases with only T, and A4; being characteristic of the specific gas.

Table VI. Comparison of the Values for Various Parameters with the
Smoothed and Raw Values Obtained in the Preliminary Work (Reference 28)

a —a,

1

Source a, = Aq °K x 10-%) (°K? x 10-%) T, (°’K)
Present 3.71814¢ 5.59617¢ 10.49668 ° 168.667°
Preliminary, smoothed 3.7671 5.5869 10.5075 168.85
Preliminary, raw 4.0605 5.4167 10.261 168.22

Source A, - A, — A M Twu (°K)
Present 33179 36.897 40.615 11.177 375.14
Preliminary, smoothed 33.088 36.855 40.622 11.193 376.15
Preliminary, raw 32.200 36.261 40.321 11.209 378.87

2 The three present primary parameters, ao, @, and a,, and T, individually are not
accurate to the number of figures given, but they are coupled by the fitting process and
it is useful to carry an extra figure for internal consistency in parameter conversion.
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Equation (24a) expresses & in terms of the *‘scaled temperature™ 7/7.
The equation also may be written as

T T,\?
Ink = A + AI(T‘) + AZ(T‘) (24b)
which is similar in form to Eq. (24), but here the third term on the right, and
therefore AC;) = ~2RA,(T,/T)?, would be the same for all gases at the same
scaled temperature. (Note that because T = T, when k = [, 4, + 4, + A,
= 0, and Eq. (24b) involves only three independent constants.)

3.6. Values for k at Temperatures above 60°C

Values for & at high temperatures, well beyond the range of our deter-
minations, are needed for many purposes. Although measurements that have
been reported for temperatures above 100°C are much less accurate, we have
attempted to relate them to our work. The result is only partly successful,
but at least for the present it provides both the best and easiest way to calculate
values for & at elevated temperatures.

To test the ability of our data and Eq. (24) to give correct values when
extrapolated to higher temperatures, the data for four ditlereat temperature
ranges. 0-20, 0-30, 0-40, and 0-60°C, have been fitted separately to Eq. (24)
and then used to predict & at temperatures above the range of each set of data.
The results are shown in the first four rows of Table VI1. (The “extrapolated
value ™ at 60°C for the 0-60"C range is underlined to indicate it is not extrap-
olated.) The predicted ot extrapolated values from the data for 0-20. 0-30,
and 0-40 C agree extremely well with the measured value at 60°C. For
example, the 0-30°C results, when extrapolated to twice the temperature
range of the data, disagree with the measured value by only 0.067,.

The most extensive measurements of oxygen solubility at high tempera-
tures and pressures have been those carried out at the Battelle Memorial
Institute and included in the report by Stephan, Hatfield, Peoples. and
Pray.“*® They defined k as the ratio of the partial pressure of the gas in
pounds per square inch absolute to the solubility in milliliters of gas at STP
per gram of solution, in the limit as the partial pressure approaches zero.
In the fifth row of Table Vi1 we have reexpressed their results in atmospheres,
but their experimental method does not permit calculation of a k that would
correspond exactly to the Henry coefficient defined in Eq. (3). Despite the
lack of equivalence of the two A’s, it is useful to compare the Battelle experi-
mental results with the values obtained by extrapolating the Eq. (24) fit to
our complete set of data for 0-60 C. At 100°C the numbers differ by 1.9%,.
which is within the uncertainty of their experimental numbers. At higher
temperatures, however, the difference becomes progressively greater.
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The significance of these differences is not clear. but 1t 1+ interesting to
note that application of Eq. (2) with four terms to a combination of the data
of Stephan ¢t al. for 100-288 C with our data for 0 60 < (with equal weight-
ing for all points despite the disparity in precisions) fits all the Stephan er al.
data with a rms deviation of 2.07,. which is within their experimental error.
Refer to the sixth row in Table VII. Between 0 and 60 C the deviations con-
siderably exceed the uncertainties in our measurements, but they are never
greater than 0.7 The fit to the high-temperature data is better than that
given by the more complex Himmelblau*"" equation. and calculation of &
for a given T is much simpler.

Until more accurate data become available for temperatures above 60 C.
we recommend on the basis of the results above that values for & be calculated
from one of two equations, depending upon the temperature range involved:

(a) For very accurate values in the temperature range 0--100 C:
Ink = 3.71814 + 5596.17/T — 1049668/T* (29)
where f = kx (3)
(b) For values above 100 C:
Ink = —4.1741 + 1.3104 x 10*/T — 3.4170 x 10%/T?
+ 2.4749 x 108/T* (30)

where p = kv, and p is a partial pressure (in atmospheres) of the gas in the
vapor phase. calculated by subtracting the water vapor pressure given in the
steam tables from the total pressure, and x is the mole fraction of gas in
the solution. Within the experimental errors, this corresponds approximately
to the Stephan ¢r al. results, on which Eq. (30) is based.

3.7. Isotopic Fractionation during Solution

In column 6 of Table I the measured values for & range from approxi-
mately 0.85 per mil (« = 1.00085) at low temperatures to 0.55 per mil
(« = 1.00055) at 60 C. In Fig. 6. these results are plotted as In «( x 10?) vs.
I/T. together with the data from Klots and Benson*® and Kroopnick and
Craig.™ Note that the ordinate in Fig. 6 is essentially equivalent to &
(expressed in per mil), because

Ine =1In(l + 8) =8 — 8§%7/2 + &%/3 +...

Consequently. since 8 < 0.001 for oxygen, 8%/2 and higher-order terms are
negligible. and to a very good approximation

e - 6
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Fig. 6. Variation of the logarithm of the fractionation factor a for oxygen with the
reciprocal of the absolute temperature. Results from previous work are also shown.

The high precision and relatively wide temperature range of the new
measurements make possible an attempt to explore the variation of « with
temperature. From Egs. (19) and (24),

Ino = In%% — In 3%

= (**ay — M) + (P*ay — ¥a)T + (Pa; — ¥a)/T?
or
Ina = Aag + Aa, [T + Aa,|T? 3hn

which is similar in form to functions considered by Bigeleisen,*” Bardo and
Wolfsberg,*® Rolston et al.,'*® van Hook and Phillips,*® and others, in
discussing isotope effects. Table VIII summarizes the results of fitting the
data to various combinations of terms in Eq. (31). The standard deviation of
in « for all forms is 0.017 per mil, which is comparable to the estimated pre-
cision of the measurements, Clearly, on the basis of these oxygen data alone,
it is not possible to choose one of the functions as preferable. (Although the
standard deviations are the same, the deviations at any specific temperature
may differ slightly. The fit used in obtaining column 7 of Table 1 is the three-
term fit, No. | in Table VIIL)
If desired, 2*Ak at any temperature may be calculated from

In 3% = 3.71937 + 5595.45/T — 1049624/T* 32)
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Table VIII. Fits of the [sotopic Fraction-

ation Factor « to Functions of the Form

Ine = Aa, + Aa,/T + Aa,/T?, for Various
Combinations of Terms

(1) lna = =0.0012263 + 0.72466/T — 44.398/T*

(2) Ina = —0.00072951 + 0.42696/T

(3) Ina = -0.00001621 + 63.609/77
4) Ina = — 0.0092203,T + 64.914/T*
5)Ina = 62.223/T*

¢ In all cases the standard deviation of both In « and
5 is 0.017%,.

where the coefficients have been obtained from the relationships 3%q, =
32q, — Aa,. (Again, the three-term function for In « has been used.)

If it is assumed that the isotopic fractionation is due to a difference in
the zero-point energies of the two types of oxygen molecules in solution, then
a calculation like that of Muccitelli and Wen ** leads to a value of approxi-
mately 2.5 A for the size of the solvent cage. For the solution of hydrogen,
Muccitelli and Wen obtained approximately 3 A. It might be argued that a
smaller value should be expected for oxygen than for hydrogen. because the
larger oxygen molecule would make the effective size of the cavity smaller,
but additional precise measurements on other gases, and further theoretical
studies of quantum effects in aqueous solutions, are needed before our
understanding becomes more than qualitative.

It is evident that differences between 320, and 3O, for the partial molal
function changes may be calculated very simply from Eqgs. (25) to (28) by
substituting for ao. a,. and a, the coefficient differences Aa,, Aa;. and Aa,,
respectively. For oxygen. of course, the difference in the change in heat
capacity cannot be determined from the present data, because reference to
the values for Aa, in Table VIII shows hat the difference in AC} could be
zero, negative, or positive, depending upon the function chosen for In .
On the other hand. the values shown in Table X for the other differences in
thermodynamic changes are independent of the function chosen. The vaiues
for (AH )A(AH ) and (AS )/M(AS") are interesting because they indicate
that substitution of an 'O, molecule for an 320, molecule in solution in-
volves a change in enthalpy with relatively little change in entropy.

4. CONCLUSION

A new method has been presented for determination of the Henry
coefficient & and the isotopic fractionation factor « of gases dissolved in
liquids. For oxygen the precision and probable accuracy of the measurements
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Table IX. Differences at 298.15°K between

320, and **Q, for the Partial Molal Thermo-

dynamic Function Changes between the
Usual Standard States

A(AG ) = 0.418 cal-mole ™! AG°1A(AG°) = 15,100
AAHA ) = 0.85 cal-mole ? AHIAAH ) = 3,400
A(AS ) = 00014 cal- K '-mole! ASY/AAS ) = 21,400
*AAG ) = (AG i — (AG )y, etc.

of k are an order of magnitude better than previous results on any gas. This
very high precision has shown that the best form for the variation of & with
T. and perhaps for equilibrium constants of other systems, is the three-term
power series in 1/T proposed by Benson and Krause. Their suggestion that
the equation may be rewritten as a universal solubility equation is supported
by the new oxygen results. The isotopic effects are small. but very precise
analyses have provided the first quantitative determination of the variation
of « with temperature for oxygen. Accurate values have been presented for the
partial molal thermodynamic function changes between the liquid and vapor
phases, including AC, which varies inversely with the square of the absolute
temperature. The isotopic measurements on oxygen have shown that sub-
stitution of an *'0, molecule for an %20, molecule in solution involves a
change in enthalpy with a relatively small change in entropy. They are
qualitatively consistent with the idea that the fractionation is the result of a
difference of zero-point energy of the two molecules in solution. A new
procedure has been suggested for calculating values for & at high temperatures
until more precise measurements become available.
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APPENDIX A

Although the equilibrator employed in the preliminary measurements
reported by Benson and Krause ‘*® is no longer used, a brief description of the
experience with it should be reported because it suggests the possibility that
solution of a gas in a very thin film of liquid may be influenced by the pres-
ence of the surface supporting the film.

A drawing of the unit is shown in Fig. A-1. It consisted essentially of an
upper chamber A, a lower chamber B, and a connecting tube C. The total
volume of the system was constant, but its distribution between A and B
depended upon the position of the O-ring sealed piston. The piston and

¢ b
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Fig. A-1. Drawing of the equilibrator used by Benson and Krause (ref. 28) for the
preliminary measurements.
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cylinder were made of Type 316 stainless steel. Two kinds of ‘*heads” for
chamber A were used. One was blown from 4-in.-diameter * Pyrex”’ pipe and
included two 6 mm stopcocks at the top. The other was constructed of Type
316 stainless steel with specially designed stainless steel bellows valves, The
O-rings were made of ** Viton-A," and those in contact with the solution were
ungreased.

With the piston in approximately the position shown, chamber A was
filled with degassed water and then closed off. A vapor-phase sample bulb,
with a stopcock and ground joint at each end, was attached to the top of the
equilibrator, and the desired gas put into the bulb, tube C, and chamber B.
The system was mounted vertically and fully immersed in a constant-
temperature bath, the chambers were interconnected, and the piston drawn
down almost to the bottom. The support frame for the equilibrator was
tilted to approximately 45°, and the unit was set into rotation about its
cylindrical axis to bring a continuously changing film of liquid along the wall
of A into contact with the gas in essentially the same manner as that described
by Green, " who attributed the idea to Jacobsen.“? After the desired interval
of time, the vapor-phase sample bulb was closed to isolate a known volume
of gas at the temperature of the bath. Then. in stages, the piston was raised
and the tilt reduced, with rotation continued between adjustments, until the
unit was upright and the lower flange of the piston was firmly against the
shoulder stop on the cylinder. During this process the liquid level rose and
displaced gas from A to B without trapping bubbles at the wall-liquid
boundary and without pressure change within the system. With A closed off
at the top, an accurately known volume of the solution was isolated. Sub-
sequent gas extraction and drying procedures were similar to those described
in Section 2.1.

After eliminating some initial problems with the groove design for the
upper O-ring on the piston, the equilibrator gave very precise results which
permitted detection of relatively small, but <iznificant, systematic effects
apparently associated with the thin film. Summarized briefly, the following
characteristics were observed:

(1) At all the rotation speeds that were employed, the kinetics of
equilibration were determined by the rate of formation of film on the
wall of A.

(2) In the early measurements the kinetics for a given speed of rotation
seemed to follow the Adeney-Becker'®® growth curve (attributed to
Carlson®® by Montgomery et al.*"). Later, however, semilog plots
for long equilibration periods revealed a dual half-time. Typically,
for example, at low temperatures an initial half-time of 15 min
shifted to a half-time of 5 h when the water became nearly saturated.

ame
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This seemed to imply a different control mechanism near the end of
the process.

(3) As the temperature was increased, the rate of equilibration decreased
markedly. This is consistent with the very large decrease in the
viscosity of water at high temperatures, which would lead to much
thinner films on the surface and reduce mixing in the bulk of the
liquid.

(4) Approach to equilibrium from both the undersaturated and super-
saturated states showed that, near equilibrium, the same concentration
was reached from both initial states, but that the common value for
the concentration increased and approached the equilibrium value
with the longer half-time. It is clear that this traditional test for
equilibrium 1s not conclusive unless the pairs of measurements are
shown to give the same results for several different equilibration
periods. Later, after results were available from the equilibrator
described in Section 2.1, it became evident that, in the very long
equilibration periods, the thin-film equilibrator could yield solutions
apparently slightly supersaturated relative to the bulk liquid.

(5) The value of k depended upon whether the liquid film was in
contact with a stainless steel wall or a glass wall in chamber A. For
example. with both oxygen and argon at 2°C, & was greater by
approximately 0.1%, with stainless steel.

(6) Tests showed that these effects were not caused by contamination
from either real or virtual vacuum leaks, by incomplete mixing in
chamber A, or by vacuum grease in the stopcock at the top of
chamber A in the glass head.

After the equilibrator in Fig. | proved to give excellent results without
any of the above problems, no further attempts were made to pursue the
source of the difficulties. The observations are consistent, however, with the
hypothesis that the properties of a thin film clinging to a wall of metal or
glass may be different from those of the bulk liquid. Adsorption of gas on the
large surface area of chamber A may also have played a role, because
chamber A served the dual function of equilibration vesse! and liquid-phase
sample bulb. Note that the walls of the liquid-phase sample bulb in Fig. | are
exposed only to the liquid phase.

Prior to the preliminary measurements reported in 1976, initial tests were
conducted to estimate appropriate equilibration periods. In carrying them out
it was assumed that the longest times would be required at low temperatures
because of the higher equilibrium concentrations and the (presumably)
slower kinetics of exchange and mixing. After 20 h seemed to be roughly
satisfactory at low temperatures, that period was used for most of the pre-
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liminary measurements. The results for oxygen were that near 0°C the
solution was nearly saturated (k was only 0.11%, high), but as the temperature
was raised the solution became systematically more undersaturated so that k
was 0.76%, high at 35°C. Despite this systematic error, the primary con-
clusions from the preliminary work, i.e., the functional dependence of k on
T and the relationships between solution and molecular parameters, remain
valid.

APPENDIX B

For comparison, the notation here follows Clarke and Glew.®® At any
given temperature the equilibrium constant is related to the standard thermo.
dynamic function changes by
AGT

T

AHr
T

RInk, = - = AS7 ~ (B-1)
where AG7, AS7, and AH7 are functions of temperature only. If we now
assume that the standard thermodynamic-function changes are well behaved
functions of the reciprocal of the absolute temperature 1/7T, then AH; can be
expanded in a Taylor series about the reference reciprocal temperature 1/6.

Then defining

B (B-2)

N -
-

so that B8 = 0 when T = 6, and also denoting the derivatives evaluated at

T = ') by
_ [d'AHE
D, = [_._dﬁ, L_o

we have the Taylor expansion

AHr = AHG + DB + 4D8% + - - (B-3)

We also have the relations
o AAGT) ;
—_ T2 T R

AH? = -T [_—ET ] .

» (B-4)
as; - - [2329] (8-5) ]
and
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so that

A = [~ Dy + Dy(1/8) + -+ -1/T? + [ Dy + - J/T® + - (B-7)

Using the relation between AS; and AC;;, we have

8 °
AS? = ASY + f ALT’”dT (B-8)

8=0

and then combining Eqgs. (B-7) and (B-8) with (B-1) and (B-3), we have

D, D, . D Dy !
702 W*'“}*[’AH°+79' ®tT

3D, 3D, ] 5D, ]
+ ['—T+~2T+"']-T—2+ [—_6—+]Fi+ (B-9)

RInK, = [Asg +

This may be rewritten as

RINK, = ay + ay/T + ay/T? + as/T® + - -~ (B-10)

which corresponds to Eq. (2). From Egs. (B-1), (B-4), (B-5), (B-6), and (B-10)
it is evident that the thermodynamic-function changes AG7, AH7, ASE, and
AC,r are very simply related to the coefficients obtained from fitting the
experimental data to Eq. (B-10) for the temperature dependence of equilibrium
constants.
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The concentration and isotopic fractionation of gases
dissolved in freshwater in equilibrium with the
atmosphere. 1. OQxvgen

Bruce B. Benson and Daniel Krause, Jr.

Department of Physies. Amherst College, Amhberst, Massachusetts 01002

Abstract

Equations and tables are presented trom which accurate values can be obtained, in any of
several sets of units, for the concentration of oxygen dissolved in freshwater in equilibrinm
with the atmosphere from 05 to 40°C and 0.5 to 1.1 atm. They are based on values for the
Henry coeflicient of oxyvgen, k.. which have an estimated accuracy of 0.02%. Equations are
derived which relate &, to equilibrivm concentrations in natural waters. The equations in-
clude corrections for molecular interactions in the vapor phase. Uncertainty about the best
wiy to correct for these interactions limits the estimated accuracy of the derived values to
about = 0.07% at 0°C and 0.04% at 40°C, hat the new results are much more accurate than
values from the UNESCO tables. Within their random errors, previous measurements agree
very well with the new results. Under equilibrivm conditions, and hetween 0° and 60°C, the
per mil difference between the #0,:%0, abundance ratio in the dissolved gas and the air is
wiven by 8 = -0.730 + (427/T), where T is in kelvin and the standard deviation is < 0.02%..

Accurate values for the solubility of

oxyvgen are necessary to interpret dis-
solved oxygen concentrations in natural
waters., For many vears, values based on
the measurements of Winkler (1889,
1891) and Fox (1909) were used as stan-
dards. After the determinations of Trues-
dale et al. (1955) raised doubts about the
Winkler and Fox standards, new mea-
surements were undertaken by many
workers. Klots and Benson (1963a),
Montgomery et al. (1964), Carpenter
(1966), and Murray and Rileyv (1969), us-
ing different methods, obtained agree-
ment within the scatter of their data, i.e.
about =(0.2% for the solubility of oxygen
in pure water over the range (°-35°C,
Until recently these have constituted the
most accurate solubility data available for
any gas.

Results from solubility measurements
have been smoothed in many different
ways, by graphical and analvtical meth-
ods and combinations of the two (see
Benson and Krause 1976). Valentiner
(1927) assumed that the change in partial
molal heat capacity of a gas during solu-
tion was independent of temperature and
derived from the van't Hoft equation the
expression

InL=A,+A/T+ AnT (1)

for the variation of the Ostwald coefh-

cient with temperature. (Throughout this
paper we shall use T for kelvin temper-
atures and ¢ for Celsius temperatures.)

Clarke and Glew (1966) presented a
systematic treatment of the generalized
Valentiner function

Ink=A,+A/T)+ A,InT
+ AT + AT+ L (2)

for equilibrium constants in general.
Weiss (1970) used the oxygen data of Car-
penter (1966) and Murray and Riley
(1969) for both pure water and seawater
to fit series of this form in temperature,
with additional terms for the effect of sa-
linity, to Bunsen coefficients and various
concentration values. Postma et al. (1976)
used the Weiss results to calculate oxy-
gen solubilities vs, temperature and sa-
linity in the UNESCO International
Oceanographic Tables, Vol. 2. We (Ben-
son and Krause 1976) have proposed

Ink =a,+ (a/T) + (as/T?
+ (a /T + ... (3)

for the temperature dependence of the
Henry coefficient of gases dissolved in
pure water, and we found that use of the
three-term version of this expression re-
veals relationships between the molecu-
lar properties of gases and the thermo-
dynamic properties of their solutions.
Benson et al. (1979) have obtained very
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precise and accurate new experimental
results for the Henry coefficient of oxy-
gen in pure water from 0° to 60°C. The
random error in these measurements is
about 0.02%, which is an order of mag-
nitude lower than in previous work.
Agreement within the random crrors in
the earlier studies, and extensive tests,
indicate that the new measurements
probably are free from systematic errors
and that the accuracy is limited by the
precision. The new oxygen data show
that Eq. 3 provides a much better repre-
sentation of the variation of k with T than
the generalized Valentiner function or
any other function that has been consid-
ered. For 37 data points only a three-term
power series in VT is required to give a
precision of fit that is better than 0.02%
tor the tull 60°C temperatare range. Fur-
thermore, Benson et al. have shown that
Eq. 3 tollows from a svstematic thermo-
dyvnamic analysis that is equivalent to the
Clarke and Glew (1966 treatment of the
generalized Vo lentiner function.

Onr purpose i this paper is to derive
from these new re ults very acenrate val-
ues tor the varions quantities commonly
used to spectiv equilibrium concentra-
tions of oxvaen i freshwater from 07 to
40°C. Equations and tables are presented
which constitute significant improves-
ments over the UNESCO tables. Tn ad-
dition, we express the results of our mea-
surements of the isotopic fractionation of
ovveen during solution in a form most
usetnl tor geochemical studies,

We have benefited from many discus-
sions of solnbility problems with DL .
Carritt and J. L Carpenter, We thank D.
F. Carritt and R. Battino for reading the
manuscript critically, Comments from €.
H. Mortimer and R, F. Weiss have been
very useful. This work was supported in
part by National Science Foundation
grant OCE 78-08120 and in part by Office
of Naval Research contract NOOO14-78-C-
0195,

Equilibrium concentration and
the Henry coefficient
Henry's Taw states that f, = k,x,. where

'

f, is the fugacity of the ith gas in the vapor
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phase and x; is its mole fraction in the
liquid phase. Although the Henry coef-

ficieut k, is more fundamental because of

its direct relationship to the changes in
the chemical potential and the other par-
tial molal thermodynamic tunctions, oth-
er ways of expressing gas solubilities are
more useful for studies of natural waters.

Suppose that a body of pure water is in
thermodyvnamic equilibrium with an at-
mosphere of standard composition satu-
rated with water vapor at a total pressure
P. For oxygen we may write Henry's law
as

fo=ky N0 )

, .
n,. + LY + My

where n, and n,,, are the numbers of

moles of water and of dissolved oxygen
in some volume V, of solution, and ny, is
the number of moles of all other dis-

solved gases, i.e. essentially nitrogen, 1f

¢, and £, are the partial inolal volumes
of oxveen and of the residual gas, and M
and poare the gram molecular mass and
density of pure water, the volume V', at
the temperature of equilibrium is given
by

M

V= ["II' SNy U lyy)
f

Iy
ML
Then, solving tor n., in the numerator
of Eq. 4, dividing the vesult by V. and
substituting . 3, we obtain the expres-
sion
N Mg
= .
V.
fop My o+ Mg * Mgy

koM

3

Y T ,I
M, GG 1 Uiy

M

(GY
for the equilibrium concentration of dis-
solved oxvgen in moles of oxvgen per
volume of solution. If we assume that
the Lewis and Randall rule applies to
this svstem,

In = -\‘nf,n‘ (7)
where 7, is the fugacity pure oxyvgen
would have at the equilibrium tempera-
ture if its pressure were the same as the
total pressure P of the wixed vapor phase.
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Benson et al. (1979) showed that
_[‘l) = PZ'() (8)

where Z',, is the compressibility factor for
pure oxygen at the equilibrium temper-
ature and the total pressure P. (Benson et
al. referred to 7, and Z',, as f* and Z* (and
P as P,). The notation is changed here be-
cause, following geochemical custom,
the asterisk is used in conjunction with
o to denote something quite different.]
Furthermore, by definition,

P, = x.P. (9N

It Eq. 7, 8 and 9 arc¢ combined, and
(1 — 6,P) is substituted for Z',, the result
s

fo =Pyl = 8,P) (10

where 6, is the negative of the second
pressure cocfficient in the virial expan-
sion for the real gas behavior of oxygen.
The argument leading to Eq. 10 is essen-
tially equivalent to assuming that for a
mixture of real gases, the virial cross-tenn
B,; is equal to (B, + B,)/2, where the sec-

ond virial coefficient B;; takes account of

interactions between pairs of molecules
of tvpe i, B;, between pairs of type j, and
B;; between mixed pairs of molecules
(e.g. see Guggenheim 1950, Sect. 5.14
and 6.14).

When Eq. [0 is inserted into Eq. 6, and
it is recognized that the ratio in the brack
ets in Eq. 6 differs from unity by onl 20
or 30 ppm (see Enas etal. 1965 for valnes
of the partial molal volumes), the result
is

n P
C, =M= Plo gopy I
] v, kM ( o (
Theretore, at any P, and P the coneen-
tration of dissolved oxvgen can be caleu-
lated from values for &y, 6, and p. From
Benson et al., k, is given by
Ink, = 3.71814 + (5396.17/D
(1.049,668/T* (12)
where T is in kelvin and & inaton, and
for 07+ - 40°C,
e, - 0.000975 - (1.426 > 10 °p)
(6436 < 10 Yt (I3

(Equation 13 is eq. 10 in Benson et al.,
which is based on second virial coethi-
cients given by Sengers et al. 1972))
Furthermore, we have found that over
the range 0°-40°C the density of water
in g cm ? can be calculated from

In p = —0.589581 + (326.785/T)
- (45,284.1/T%) (14

with an error no larger than 20 ppm.
Again, T is in kelvin,

It should be noted that Eq. 11 is not
restricted to the equilibrium of air with
water. Within the stated assumptions it is
valid for any mixture including pure oxy-
gen,

The Bunsen cocfheient

A Bunsen coefficient for oxvgen, 8.,
may be defined as the number of moles
of dissolved oxveen (or, equivalently, the
volume the dissolved oxygen would oc-
cupy at STP it it were an ideal gas) per
unit volume of solution per unit partial
pressure of oxvgen above the solution.
Various workers have defined Bunsen
coefficients in other ways, but this for-
mulation is most useful for geochemical
work. From this definition and Eq. 11,

= Noa _ P = )

o= vp, Ty
This shows that g8, depends upon not
only the temperature through k. p. and
8., but also the total pressure Po Usually,
the Bunsen coetficient is referred to a sit-
uation in which pure oxvigen with a par-
tial pressure of 1 atm is above the solu-
tion, but Eq. 15 implies that the same
result would be obtained with 1 atm pres-
sure of air. Then, denoting this Bunsen
cocfficient by gt

Be = k’)\’ ll S T8 R e B (G}

where P, is the saturated vapor pressure
of water in atmospheres at the tempera-
ture of equilibrinm.

Becanse the present discussion is lim-
ited to temperatures below 40°C, the
quantity 8, can be neglected. (Even
at 40°C, it is - 0.00004) Eqg. 16 then re-
duces to
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Bl = 71\'!{\1 (1 - 8, (17
0

Although the remaining factor (1 - 8,,)
differs only slightly from unity (it varies
from 0.99902 at 0°C to 0.99949 at 40°C),
for accurate values of BY, it must be in-
cluded to correct for molecular interac-
tions in the vapor phase. Substituting
M = 18.0153 g-mol 'in Eq. 17 gives

By = 5.5508 x 107,.\? (1 -8, (18)
0

where 8¢, is in wimol-dm * of solution per
atm when p, the density of pure water, is
in g-em Pand k, is inatm. For g1, in em?
of ideal gas at STP-dm 3-atin !, we re-
place the numerical coefficient in Eq. 18
with 1.24416 x 10°% (The volume of 1
mole of ideal gas at STP has been taken
to be 22,414 ¢m?.)

To facilitate the determination of val-
ues for g, we have fitted the logarithms
of values calculated from Eq. 18 (with the
aid of Eq. 12-14) to a three-term power
series in the reciprocal of the absolute
temperature. The result is

In g, = 13.53246 - (5.26895 x 10%T)
+{LOOIYT x 108 T (19)

where gY, is in gmol-dm *atm U For
values in em? of ideal gas at STP-
dm *-atm 1, we substitute 9.7265 for the
first constant. Over the range 0°—10°C,
values determined from Eq. 19 differ
from those obtained from Eq. 18 by less
than the uncertainty in k. The excellent
fit of In gY, to the three-term series in
/T is not surprising, because pand (1 -
o) vary only slightly with temperature.

Equilibrivim concentrations from a
unit standard atmosphere

For oxvgen, the unit standard atmo-
spheric concentration by volume, C*,,. or.,
more briefly, the unit standard concentra-
tion, is defined here as the concentration
of dissolved oxyvgen per unit volume of
solution (measured at equilibrium tem-
perature) when it is in equilibrinm with
an atmosphere of standard composition
and saturated with water vapor, at a total
pressure (including that of the water va-

m— iz v (A paiTe -

NS

por) of 1 atin. In the past solubility, equi-
librivun solubility, and sometimes air sol-
ubility have been used for this concept.
The first, however, also is commonly
used to refer in a general collective sense
to the solution process and ways of de-
seribing it. Neither solubility nor equilib-
rium solubility suggests that the system
is composed of the solution and the at-
mosphere, while air solubility literally
implies a concentration of air. Although
no procedure, short of creating a new
word, is ideal for both clarity and brevity,
choice of unit standard concentration of-
fers the advantages of indicating that it is
a concentration under standard condi-
tions, i.e. equilibrium with a standard
atmosphere at unit pressure. The unit
standard concentration by mass, Ct,, is
defined in an analogous way, except that
the concentration is referred to unit mass
of solution. If both C*, and C%, are re-
ferred to as unit standard concentrations,
the asterisk and dagger, and the associ-
ated units, will distinguish hetween
them.

In order to write down an expression
for C*,, from Eq. 11, we need an expres-
sion for P,,. For temperatures helow 40°C
the saturated vapor pressure of pure
water is <<0.08 atm. Consequently, the
common practice of taking the difference
between the total pressure P = 1 atm and
the value for P, read from the steam ta-
bles (in atm) probably vields a good ap-
proximation for the partial pressure of the
remaining gases. Then, again using the
definition that the partial pressure of a
gas in a mixture is equal to its mole frac-
tion times the pressure of the mixture, we
have

P, = 0.20946(1 — P,..), 20
and
C*, = 0.20946(1 - P, )P (1 - 8,).

koM
(21

or, in terms of 84, from Eq. 17,
C*, = 0.20946(1 - P8, (22)

The value 0.20946 for the mole fraction
of oxveen in dry air is from Glueckauf
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(195D, For convenience in calenlating
C*, we have expressed the temperature
dependence of P, by

In P, = 11L8371 - (3.840.70/ T

(216,961/TH (23)
where T is in kelvin and P, is in atm.
Between 09 and 40°C Eq. 23 gives values
for (1 - P, that differ irom the standard
values by only 11 ppm rms. Using kq,, 6,,
p,and P, from Eq. 12, 13, 14, and 23, we
have caleulated values tor C*, from Eq.
21 at integral temperatures. These are
given in Table 1 in three sets of units:
pe-atoms-dm 2 em?® (ideal gas at STP):
dm * and mg-dm * [To conform with
the International Association of Physical
Oceanographers (Helland-Hansen et al.
[948) and the Joint Panel on Oceano-
graphic Tables and Standards (Postma et
al. 1976) we have expressed the first set
in ug-atoms rather than wmol. For the last
set 1 mole of oxvgen has been taken to
be 31.9988 ¢}

To obtain C#,, it is necessary only to
divide C#, by the density of the solution,
To an excellent approximation, however,
the latter is equal to p, the density of pure
water. Theretore, from Eq. 21,

Ci,=Co
£ l)
1
= 0.20046(1 — P,) . (1 = 8,).
( Vo )

(249

Values for Ct,, have been calculated at
integral temperatures from Eq. 24, They

are shown in the last three columns of

Tuble 1 in gg-atoms-kg 1 em® (ideal gas
at STPY-ke ' and mg-kg .

For use in either ticldwork or the lab-
oratory Table | provides a simple means
for finding very accurate values for C*,,
and Ct,. Linear interpolation between
degrees introduces an error not >0.017%.
For computer application we have fitted
both In C*, and In Ct,,, calculated as
above, to power series in the reciprocal
of the kelvin temperature, Although, as
we have seen, In g fits a three-term
tunction extraordinarily well, more terms
are required for C*, and Ct,, because (1

P..) has a different functional form
from g',,. The standard deviations for
three-, four-, and five-termm series are
0.16, 0.026, and 0.004%. The two five-
term series are the brietest within the
precision of the Benson et al, (1979) val-
ues for ky,. For C*, in ug-atoms-dm 3,

In C*, = -135.20890
+(1.575701 x 10°/T)
-{6.642308 x 107/T*)
+(1.243800 x 10"/T%)
~(8.621949 x 10'/TYH.  (25)

To obtain C*, in em*-dm * or mg-dm #,
we replace the first constant in Eq. 25
with ~139.70011 or - 139.34410. Similar-

ly, for Ct,, in pg-atoms-kg ',

In Ct, = - 134.60690
+ (1.572288 x 105/T)
- (6.637149 x 107/T?)
+ (1.243678 x 101'YTH
- (8.621061 x 10'Y/T*), (26)

and when Ct,, is desired in em*- kg t or
mg-kg ', we substitute - 139.09811 or
~138.74210 for the first constant in Eq. 26.
Equilibrium concentrations cs.
atmospheric pressure

It is useful to have a simple way of cal-

culating the equilibrium concentration of

dissolved oxvgen in a situation where the
atmospheric pressare is different from
unity. The more general form of Eq. 21,

cr y = ()H’().‘Mﬁ P-P .I.) L -0 ,P N
( ( ,u l'“," (] [} )

is the appropriate equation to use (if we
assume that the composition of the at-
mosphere is uniform), but to use it in
the field would be cumbersome. How-
cever,

Cr = O [(1 - P JPX1 - 0(,1’)]
N ¢ (1 - P, )1 -8,

(28}

Values for the quantity in brackets for
oxyvgen are given in Table 2 for pressures
from 1.1 to 0.5 atm (the latter corresponds
to an altitude of about 5 kin), and for tem-
peratures from 0° to 40°C. Accurate val-

e, . . *
" - ) 4 .
FERERE 5 PRy P,




Table 1. Values tor C*, and CH,in various sets of units at integral temperatures. Linear interpolation
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between degrees will introduce an error - 0.017%. To convert from gg-atoms to gmol divide by 2.

. ot
Femp o B e patoms e I
: dint duy dm hu

0.0 Y13.85 10,2415 1.4.6211 913.99 1-4.6235
1.0 K85.53 9.9577 14.2160 KRK.H2 9.958K 14.2174
2.0 K6.4.36 9.6869 13.8293 864 L 9.6875 13.8302
3.0 S41.28 9.4282 1:3.4600 841.31 9.4286 13.4606
4.0 519.23 9.1811 [3. 1072 K149.26 91814 131077
5.0 TO8.15 89418 12.7699 TUS 1K 5.9452 12.7705
6.0 TITO8 R.TI8S 12.4473 77803 87194 12,4451
7.0 7T38.68 5.5025 T38.75 5034 12.1397
8.0 740,19 %.295-4 T10.31 5.2966 11.8445
9.0 T22.48 K.0469 T22.64 11.5619
10.0 705.50 7.9065 705.71 11.2910
O 68921 77240 11.0270 689,48 110313
12.0 HT3 57 TOART 10,7768 673.91 10.7822
13.0 638.36 73805 10,5366 658.96 10.5431
[EX1) G 13 T2INT 10,3057 644.61 10.3134
15.0 630.25 7.0633 10.0837 630,82 10.0927
16.0 61691 69137 Y.8702 617.55 . 9.8806
17.0 604,06 hT6YT Y.6647 60-4.80 6.7780 9.6764
18.0 391 69 H.6311 94667 592.51 6.6403 9.4799
19.0 57Y.76 64974 9.27534 580.68 6.3078 9.2907
20.0 568.27 6 3686 9.0920 569.28 6.3800) 9.1083
21.0 35717 62443 N.9145 538.29 6.2568 5.9324
22.0 54646 61242 8.7131 547.68 6.1379 5.7626
23.0 336,12 H.0083 K.3776 537,44 6.0231 8.5987
24.0 52611 65062 N HLTR 527.54 5.9122 8.4404
25.0 516.44 5.7578 8.2628 517.97 3.8049 8.2873
26.0 307.08 5.6828 S.1130 508.71 5.7012 5.1392
270 198101 5.5512 TH6TY 499.75 5.6007 7.995%
25.0 48922 54827 TRN2T2 491.07 5.30:34 7.8569
29.0 180.69 33871 THY08 482.65 5.4091 7.7222
30.0 172,42 52944 75384 17449 53176 7.5915
iLo 16138 3.2043 g RAYE 466.56 5.22K87 74647
32.0 156,36 5167 T048 458.85 5.1424 T4
33.0 14596 3.0315 TN 131.36 5.0584 7.2215
3o 14136 19186 T.0617 144.06 19767 71048
35.0 13435 £86TT 6.9493 136.96 4.8970 6.9912
36.0 $27.31 4.7884 6.836K 430.04 41.8194 6.8803
37.0 §20.45 47120 6.72649 423.2% 4.7437 6.7722
5.0 11374 1.6368 68,6196 116.68 $.6697 6.6666
39.0 10718 1.5633 65.5147 $10.22 4.5974 6.5634
103,91 4.5266 6.4623

10.0 100.76

14913

64114

nes for €7, can be obtained by simply
multiplying C*,,, from either Table 1 or
Eq. 25, by the product of P and the ap-
propriate value for the bracket from Ta-
ble 2.

Linear interpolation in P and ¢t will in-
troduce an error --0.02% in the upper and
left sections of Table 2. Interpolations
from numbers in parentheses will lead to
errors - 0.05%. With the numbers in
brackets, the interpolation errors rapidly

become larger, but this region for P and
t is not usually of interest in geochemical
studies. It is obvious that Eq. 28 and the
procedure just described are equally ap-
plicable to Ct,,.

Isotopic fractionation of atmospheric
oxygen during solution

From direct mass spectrometric com-
parison of the *0,:0, abundance ratio
in the dissolved gas with the correspond-
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668 Benson and Krause

Table 2. Values for quantity bracketed in Eq. 28 vs. P and t. Linear interpolation in P and £ will
introduce an error < 0.02% in upper and left sections of table. Interpolations using numbers in paren-
theses will lead to errors < 0.05% . With the numbers in brackets, interpolation errors become larger,
Either temperature or pressure may be interpolated first, as illustrated for ¢ =3.00°0C and P - 0.67 atm

by the two arravs helow the body of the table.

P, atm

":: [} 1o [{R] (3] 07 N 0.6 o 05

0.0 1.0005 1.0000 0.9994 09987 0.9977 0.9963 0.9944

5.0 1.0007 1.0000 0.9491 0.9980 .9966 0.9946 0.9918
10.0 1.0010 1.0000 0.9987 0.9971 0.9950 0.9922 0.9882
15.0 1.0015 1.0000 0.9982 0.9959 0.9929 (0.98K89) (0.9833)
20.0 1.0021 1.0000 0.9974 03.9942 (0.9901D) (0.9845) 10.9767)
25.0 1.0029 1.0000 0.9965 0.9921 (0.9861) (0.9787) [0.9680]
30.0 1.0039 1.0000 0.9952 (0.9892) (0.9514) 10.9711) 10.9566)
35.0 1.0053 1.0000 (0.9935) (0.9854) (0.9750) [.96101] 10.9415]
4.0 1.0071 1.0000 (0.9913) (0.9805) [0.9665) [0.9479) [0.9217]

Temp first Preas. first
07 067 0.6 [{in) 0.67 (11}

0 0.9977 0.9963 0 0.9977 0.99728 0.9963
3 0.99704 (L9965 0.99528 3 0.9965
5 0.9966 0.9946 5 1.9966 .99600 0.9946

ing ratio in the gas above the solution,
Benson et al. (1979) confirmed the earlier
observations by Klots and Benson (1963h)
on oxygen in pure water, and by Kroop-
nick and Craig (1972) on oxvgen in sea-
water, that at equilibrium the heavier
molecule is slightly more soluble. In ad-
dition, however, the higher precision and
the wider temperature range of the new
measurements provide quantitative in-
formation about the variation of the oxy-
gen isotope fractionation with tempera-
ture. These results are directly applicable
to atmospheric oxygen, because the pres-
ence of the other gases should not influ-
erce the fractionation significantly, but
for geochemical purposes the most usetul
way to express the fractionation as a func-
tion of temperature is

&= —-0.730 + (427/T) (29)

where T is in kelvin, and 8 is the per mil
difference between the 0,0, abun-
dunce ratio in the dissolved gas and the
#0),:%20), ratio in atmospheric oxvgen
when freshwater is in equilibrium with
air.

We emphasize that Eq. 29 will give the
isotopic difference between dissolved
and atmospheric oxyvgen under equilib-

rium conditions only. In addition to bi-
ological and chemical activity, physical
kinetic effects can influence the isotopic
ratio in the dissolved gas. For example,
during our preliminary measurements
(Benson and Krause 1976), we deter-
mined the isotopic ratio in the dissolved
gas as a function of the interval after the
degassed water was brought into contact
with the gus. Initially, as a result of the
faster kinetics of the lighter molecule, the
#(0),:%(0, ratio in the dissolved gas was
found to be lower than in the gas above
the solution, but as time progressed the
dissolved ratio increased, then surpassed
that of the gas above, and finally stabi-
lized at the higher equilibrium value.

Discussion

The empirical method described by
Benson et al. (1979) determines k direct-
Iv. It vields fully corrected valties for k
without the necessity of making theoret-
ical assumptions about how to take care
of molecular interactions in the vapor
phase. Similarly, the methods used by
Montgomery et al. (1964), Carpenter
(1966), and Murray and Riley (1969) de-
termine C* directly. To calculate C* from
k. or vice versa, however, it is necessary
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Oxygen in freshwater

to include virial corrections if the data are
sufficiently accurate. In the absence of
experimental information about cross-in-
teractions in gas mixtures, we have in-
voked the Lewis and Randall rule and
assumed the applicability of the defini-
tion of partial pressure which is implicit
in the expressions P, = xoP and P, =
0.20946(P ~ P,,). Other theoretical pos-
sibilities exist. For example, in our ex-
perimental measurements of k we initial-
ly tried to correct for interactions between
gas and water molecules in the vapor
phase by calculating the virial cross-term
Bj;, using methods discussed in Hirsch-
felder et al. (1967). The results were not
adequate for the high precision of the
measurements, and we finally adopted
the empirical approach.

In Fig. 1 we illustrate the significance
of these corrections and compare the ex-
perimental values for C*, from Mont-
gomery et al., Carpenter, and Murray and
Riley with those calculated from Eq. 21
using our values of k. {The results from
Klots and Benson (1963¢) are not includ-
ed here because we want to focus on the
directly measured C*,, values. Benson et
al. (1979) showed that the results of Klots
and Benson, Carpenter, and Montgomery
et al. are quite similar.] The reference
line in Fig. 1 is based on our smooth val-
ues for k,,, and the tight fit of the solid
circles to it indicates the high precision
of the measurements. Before plotting the
percentage deviations of the experimen-
tal values for C*,, from the three sources,
we  expressed their values in ug-
atoms-dm ? as follows. Montgomery et
al. expressed their results as the number
of milligrams of dissolved oxygen per li-
ter of solution, with the volume deter-
mined at 20°C rather than at the temper-
ature of equilibrium. We have used
< %]
2x 100 p

(2%
where pand p,, are the densities of water
at the equilibrium temperature and 20°C,
to obtain the corresponding values for
C*,. Only values from Carpenter’s table
1 have been included here, and they
have been multiplied by his conversion
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Fig. 1. Percentage deviations from our present

smoothed values for C*,, in ug-atoms-dm ?, of the
measured values from Montgomery et al., Carpen-
ter, and Murray and Riley, and of the UNESCO
smoothed values. Dashed lines indicate possible
range of uncertainty of our present smoothed val-
nues.

factor 89.28 upg-atoms-ml-'. Murray and
Riley stated that they used a modification
of the method of Carpenter (1965), in
which the factor 5,598 ml of O, per equiv-
alent is given. Accordingly, we have mul-
tiplied the Murray and Riley experimen-
tal values (by the Winkler method only)
by 89.318 pg-atoms-ml-"'.

The dashed lines in Fig. 1 indicate the
range of possible virial corrections for
oxyvgen. If no correction were made, i.e.
if the factor (1 — 6,) in Eq. 21 were taken
to be unity, the reference line and the
solid circles would move upward (rela-
tive to the other three sets of results) to
the position of the upper dashed line.
The shift would vary from about 0.1% at

Table 3. Comparison of deviations of experi-
mental values for C*, from our present results,

< % dev. o (% dev F1'2
Sotree X % dev. lz&::’:,]

H n

Murray and Riley 1969 -0.15 0.25
Carpenter 1966 -0.05 (.22
Montgomery ot al.

1964 +0.02 0.20
Present [} 0.017
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0°C to 0.05% at 40°C. On the other hand,
if we assumed that the correction for the
air—-water system were the same as the
empirical correction found by Benson et
al. (1979) for the pure oxygen—-water sys-
tem, then (1 — 6,,) would be replaced by
[1 = (Ao — 60)], where A, is given by Ben-
son et al. as a function of temperature.
With this assumption the reference line
would become the lower dashed line,
which is about 0.085% lower at 0°C and
0.03% lower at 40°C.

In principle, comparison of the results
from the two kinds of measurements
could test the possibilities discussed
above, but it is clear from Fig. 1 that the
scatter in the three sets of previous data
is too large. A precision of about 0.02%
for the direct C*, measurements would
be required for such a test. Nevertheless,
within their random errors the older data
are in general agreement with our re-
sults. The Montgomery et al. and Car-
penter values are distributed approxi-
mately equally above and below the
reference line, while the Murray and Ri-
ley points tend to be slightly lower.
These comparisons are expressed in
another way in Table 3, which shows that
the Montgomery et al. and Carpenter de-
viations ecach average essentially to zero
with an rms deviation of about 0.2%, and
the Murray and Riley deviations average
0.15% low with an rns deviation of
0.25%. Table 3 differs somewhat from
Table 3 in Beunson et al., primarily be-
cause there the [1 ~ (A, - 8,)] correction
was applied to the three sets of experi-
mental C*,, values, and a different con-
version factor was used for the Murray
and Riley values.

Although we cannot determine the
best correction to choose for calculating
C*, from values for k,, the two dashed

lines in Fig. 1 provide probable limits of
uncertainty and permit an estimation of

the accuracy of the values in Table 1. Be-
cause the second virial coefficient tor ni-
trogen is smaller than that for oxygen, the
[1 = (A, = 8,)] correction probably is too
large. On the other side, it is improbable
that no virial correction would be re-
quired. Including the possible 0.02% sys-
tematic error in ky, given by Benson etal,

we estimate roughly that the values of

C*, and Ct,, in Table 1 are good to better
than =0.07% at lower temperatures and
perhaps £0.04% near 40°C. These uncer-
tainties are negligible for studies of nat-
ural waters.

Weiss (1970) fitted the Carpenter
(196B) and Murray and Riley (1969) data
for both freshwater and seawater to four-
term Valentiner-tvpe functions for the
variation of C*,, and C*,, with tempera-
ture, with an additional three terms for
the dependence on salinity. His values
lie below our results by only 0.05-0.10%
at low temperatures. Although they de-
viate more significantly above 20°C, the
values of Weiss still agree with ours with-
in the uncertainties of the previous data.

In 1976, Postma et al. constructed the
UNESCO International Oceanographic
Tables from the equations of Weiss, Un-
fortunately, they apparently assumed that
the values of Weiss were given as the vol-
ume the gas would ocenpy at STP if it
were ideal. (The factor 89.23 used by

Postina et al. to convert from volume of

gas at STP to uyg-atoms is equivalent to
22,414 ¢m?*-mol ) In fact, Weiss (pers.
comm.) intended his values to be ex-
pressed in terms of the volume which
would be occupied by a real gas at STP.
{(The corresponding conversion factor
would be 89.318, which is equivalent to
22,392 ¢im®-mol 1) The UNESCO values
are systematically low by from 0.15 to
0.35%. This is shown in Fig. 1, which in-
cludes a plot of the deviations of the
UNESCO values from ours.

It should be noted that it is equally
proper to express the amount of dissolved
gas in terms of its STP volume as a real
gas or as a hypothetical ideal gas, procid-
ed that it is made clear which is being
used. We prefer the ideal gas notation,
because the values specified do not de-
pend on the state of our knowledge of the
virial coefficients of the gas. The best
procedure, however, is to eliminate the
source of confusion by v\pros\mg the
amount of dissolved gas directly in ug-
atoms (or gmol) or mg. Other reasons for
this choice are discussed by Helland-
Hansen et al. (1948) and Carpenter
(1966). We have included the volume
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specification in our equations and tables
only because of its historical use.

We pointed out earlier that the Henry
coefficient k is the quantity most funda-
mental to describing the solution pro-
cess. On the other hand, for many geo-
chemical and engineering purposes C*
(or Ct) is the directly applicable quantity.
To obtain the Bunsen coefficient from
either k or C* requires assumptions about
the behavior of the vapor phase. Further-
more, because of molecular interactions
in the vapor phase, the Bunsen coeffi-
cient is not a constant at a given temper-
ature, but is a function of the total pres-
sure (Eq. 15). This means that for precise
work the Bunsen coefficient loses its pri-
mary usefulness, because we cannot sim-

ply multiply it by the partial pressure of

the gas above a solution to obtain the
equilibrium concentration of the gas in
the solution. In general, it is necessary to
use Eq. 11 to calculate C or, when the
gas mixture is air, C*, Ct, or C” can be
used as discussed above. For these rea-
sons, we suggest that in describing the
solubility of a gas, emphasis should be
placed on k, C*, or Ct rather than on the
Bunsen coefficient. Avoiding the latter

would have the additional advantages of

eliminating the confusion associated
with the many different ways it has been
defined and of settling the conflict over
whether to use the symbol a for the Bun-
sen coefficient or for the isotopic fraction-
ation factor. We agree with the sugges-
tion by Weiss (1970) that a be used for
the latter.
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