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PREFACE

[ feel that the 1982 Federal Acquisition Research Symposium effectively
focused the attention of the Federal acquisition community on ths need for
thorough procurement research efforts.

Procurement research is both a means by which new theories are conceived
and a risk reducing venture. You are all aware of the many efforts
currently underway to improve the procurement process, not the least of
which are those directed by Executive Order 12352 which mandates Federal
Procurement Reform. It is particularly important that changes be thoroughly
researched prior to implementation. Unnecessary problems must be avoided
to the maximum extent possible if we are to achieve the ultimate goal of
insuring that public funds are used most wisely, prudently, and efficiently.
Procurement research programs are a key factor in achieving this goal. I
fully endorse continuation of a strong procurement research program and lock
forward to its development of innovative solutions to both present and
future procurement problems.
. T
;;.(,/441,2>C-l-o<_‘;,z. S e
.\J
WILLIAM A. LONG
Oeputy Under Secretary of Defense
for Research and Engineering
(Acquisition Management)

[ have for many vears been a strong proponent of procurament research as a
means to improve the system and make it more effective. Therefore, [ am
especially pleased to endorse the results of the 1982 Federal Acquisition
Research Symposium. [ strongly encourage continued procurement research to
help analyze and resolve our common procurement problems and assist in
implementing the procurement reforms called for in the Uniform Federal
Procurement System proposal and Executive Order 12352 on Federal Procurement
Reforms. The Office of Federal Procurement Policy, through the Federal
Acquisition Institute, will continue to promote and coordinate research in
procurement concepts, techniques, systems, policies, regulations, standards,
procedures, forms and the so called "unknown unknowns."

Correspondence relating to procurement and acquisition research should be
addressed to Mr. William Hunter, Director, Federal Acquisition Instituta.
726 Jackson Place, N.W., Washington, 0.C. 20503. The FAI will monitor
follow-up actions and render all assistance possible to assure maximum
effective results from the coordinated actions of all concerned.
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nistrator for Federal
Procurement Policy
Office of Management and B8udget
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PANEL A

ACQUISITION RISK AND UNCERTAINTY

PANEL CHAIRMAN

Dr. Alan J. Rowe

School of Business Administration

Department of Management and Policy Sciences
University of Southern California



RISK ANO UNCERTAINTY: STATE-OF-THE-ART IN APPLICATION

Dr. Waldon R. Kerns, USAFR

Air Force Business Research Management Center
Wright-Patterson AFB, Ohio 45433

ABSTRACT

This paper provides a review of the state-of-
the-art in application of risk and uncertainty
analysis within the acquisition process and
provides an evaluation of selected obstacles
to its use. Two distinct but closely related
aspects of the risk and uncertainty issue are
discussed. One aspect is technical analysis.
The other is acceptance of the analysis and
implementation of the results. Subjective
assessments of input data receive major
emphasis because they place a primary con-
straint on acceptance and implementation of
risk and uncertainty analysis.

INTROOUCTION

Most individuals involved in program manage-
ment for acquisition of major weapons systems
are curiously aware of the recent emphasis on
risk and uncertainty analysis. Only a limited
number, however, have been adequately involved
in development and application of risk and
uncertainty analysis. The intent of this
paper is to review the state-of-the-art in
application of risk and uncertainty analysis
and to discuss some obstacles to its use in
the acquisition process.

Two clearly distinct but closely related as-
pects of the risk and uncertainty issue exist.
One is technical analysis. The other is
acceptance of the analysis and implementation
of the results. Technical aspects are dis-
cussed in this paper, but primary emphasis is
placed on the discussion of the acceptance and
implementation issues.

EMPHASIS ON RISK AND UNCERTAINTY

The Secretary of Defense in the early 1970s
recognized the need: 1) to identify areas of
high technology risk; 2) to accomplish formal
risk and uncertainty analysis; and 3) to ex-
pand program management practices to include
explicit consideration of risk and uncertainty
assessment, risk reduction, and risk avoid-
ance. In response to this recognized need, a
USAF Academy Study Team undertook in 1971 an
evaluation of risk and uncertainty anmalysis.

The Academy study team determined that, in its
state of evolution at that time, risk analysis
was not yet a science and consequently did not
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readily lend itself to application. (1)
Furthermore, in the systems acquisition
process risk analysis was so nebulous and
i11-defined that identifying basic concepts,
developing meaningful guidelines, and
describing effective methodologies were
difficulties of the first magnitude. The
study team concluded that formal attantion to
the matters of risk and uncertainty was a
vital, missing element in the conduct of an
effective and efficient systems acquisition
process. In the area of gquantitative assess-
ment, the study team determined that mechan-
jcal aggregation techniques (such as network
and decision analysis) were far more advanced
than techniques for obtaining the data %o be
used in these techniques. For instance,
techniques for obtaining subjective proba-
bility of certain events occurring at a given
time are only now being develaped.

In April 1976, Office of Management and
Budget (OMB) Circular No. A-109 on major
systems acquisitions clearly placed emphasis
on ensuring that appropriate trade-offs among
investment costs, ownership costs, schedules,
and performance characteristics were made.

It also emphasized the need for acquisition
strategy to include methods for analyzing and
evaluating contractor and government risks.

2

DOD further emphasized the intent of OMB
Circular No. A-109 with DOD Directive Number
5000.1, dated January 18, 1977. This direc-
tive requires program managers to “ensure
that contract types are consistent with
program characteristics including the risks
to be shared by the contractor and the
government, and that the investment of
resources to accomplish successive program
objectives is based on demonstrated achieve-
ment and acceptable risk." (3, pg. 6) The
directive states that schedules and funding
plans shall be prepared to accommodate areas
of program uncertainty and risk, and that
productivity considerations shall be included
in the evaluation of alternative design
concepts to determine production risks and
the actions necessary to eliminate risks. In
response to these directives, it is necessary
that all person involved in the acquisition
process understand pertinent concests and be
able to use available methodologies to solve
risk and uncertainty problems.



RISK, UNCERTAINTY AND PROBABILITIES

As a generalized definition, risk is charac-
terized by a distribution of events occurring
according to reasonably well-known probabili-
ties, even though their sequence and time of
occurrence cannot be determined. Predictable
risks are based on past experience and
predictable or foreseeabie trends. Uncer-
tainty on the other hand is characterized by
the absence of any known probability distri-
bution of events. [t is a situation where the
probabilities of the possible outcomes are
completely unknown--a reasonably well-known
probability does not exist. Some authors 1o0ok
at uncertainty as being concerned with risky
choice--the problem that prevails when a
decision maker must choose between alterna-
tives, some or all of which have consequences
that are not certain. In a strict theoretical
sense, the concept of risk is differentiated
from that of uncertainty. But for purposes of
the present discussion we will treat the two
concepts as synonymous.

An understanding of probability theory is
basic to the application of risk and uncer-
tainty analysis for estimation of the chances
of meeting a goal or having a successful
program. Probability theory has been used to
estimate randomness of events occurring in
such activities as cost, performance, and
schedule. Probability theory permits develop-
ment of a distribution of the Tikelihood of
different events occurring. For example, a
distribution of cost for any activity will
give a minimum and a maximum cost. Also, cost
can be bounded or given a range over which the
true cost will most Tikely occur.

CURRENT STATUS

A review of relevant literature which has been
published since the 1971 USAF Academy report
indicates that a great deal of effort has been
devoted to development and understanding of
the technical aspects of risk and uncertainty
analysis. From an academic perspective, these
technical aspects have become a reasonably
well-defined process as is demonstrated by the
recently published body of knowledge. (4 and
5) Numerous examples exist of the application
of risk and uncertainty analysis to problems
of specific nature and generally within a
narrow area of interest. The following
discussion is not all inclusive but is indi-
cative of current applications.

The first catedory of models is the sto-
chastic/probabilistic group which includes
PERT, VERT and a Risk Analysis Model. (5, pq.
53) The Program Evaluation and Review Tach-
nique (PERT) model examines uncertainties
involved in answering questions (such as, how
time delays in certain elements influence
completion) and provides a basis for evalu-
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ation of alternatives. The technique has
been primarily used on large, complex systems
where the high cost of operating Lhe analysis
is of minor concern.

The Venture Evaluation and Review Technique
(VERT) has been used to determine best balance
between cost, schedule and performance.
Probability or decision rules are based on
specific relationships. This technique
employs a Monte Carlo simulation to develop a
trial solution to the problem. The program
generates frequency distributions, scatter

.diagrams, and probabilities of exceeding

given values. The Risk Analysis Models
provide statistical and probability distri-
butions for schedule, cost and performance
variables and represents the risk factor as a
utility or preference functions. As an
example of this category, Worm provides an
excellent discussion of a specific pricing
model developed for performing a risk analy-
sis on Air Force Systems Command contracts.

(6)

The second category is general models.

Within this cateqory, parametric cost esti-
mating has been the primary costing methodo-
logy for DOD. Cost estimates are based on
historical data of previous or similar
systems and the analysis utilizes statistical
relationships between cost and performance
parameters developed from these previous or
similar systems. Although this method has
many advantages, collection of data is time
consuming as well as subjective. Also,
keeping the cost data-base relevant is a
major problem.

Dynamic modeling is a third category and 1is

pased on a complex system of mathematical
models and works well for comolex, continuous
systems. All decision variables are inclyded
in a continuous information-feedback system
and all variables must be quantified. t s
a complex, costly technique that needs
considerable data and knowledgeable people to
employ it.

The fourth categorv is the causal integrative

modei (CIM) which is used to determine how a
change in economic uncertainty affects the
Tevel of environmental uncertainty which, in
turn, affects mission, scope, and funding.
Economic and environmental conditions affect
changes in three identified activities within
which risk and uncertainty occurs--organiza-
tional slack, technological uncertainty, and
customer urgency.

These above modeling methodologies are fairly
well-developed and orovide a good ‘ramework
for future work. Fach of these methodoiogies
have been aoplied in a limited sensa with
respect to *echnical risk, cost risk, and
schedule risk.




A primary conclusion of a group of speakers at
a recent workshop on management of risk and
uncertainty was that, even though technical
aspects have been well-developed, a primary
need still exists to develop an awareness and
a better understanding of risk and uncertainty
in order to enhance its application in the
acquisition process. {5) Practical applica-
tion has been hindered by a general lack of an
adequate framework to allow effective consi-
deration of all factors which are important to
this decision process.

In a logical analysis of decisions under risk
and uncertainty, emphasis must be placed not
only on a correct formulation of the problem
and correct use of statistical analysis, but
also on the development of methods by which
the persons who are responsible for a program
can most effectively provide input for the
analysis. Certain inputs can only be supplied
on a subjective basis by a select group of
individuals.

In analyzing the decision process, Strauch
demonstrates that technical methodology and
judgment must aid and support each other
rather than compete as so often has happened
in the past. (7) Consequently, we need to
develop better tools for the use of intuition
and subjective judgment. This intuition and
subjective judgment most often must come from
professional assessment and expert opinions of
those working close to the activity. In
acquisition, this group generally includes
engineers, budgeting, pricing and cost esti-
mators, buyers or contract personnel, and
various levels of program management.

In the final analysis, many decisions depend
an management's own preferences for the
possible consequences of the various courses
of action. We must, therefore, learn how to
incorporate management's judgments concerning
the chances of those consequences into the
analysis. Consequently, the major constraint
to application of risk and uncertainty analy-
sis is how to deal with expert opinion and
subjective judgment.

THE APPROACH

Three general types of subjective factors are
important for analysis of decisions under
uncertainty. (8) The first is the structure
of the decision itself. The second deals with
subjective probability assessment. The third
deals with evaluation of outcomes.

Structure of the Decision

Much of risk and uncertainty analysis has been
discussed in the literature as an integral
part of the very broad topic called decision
analysis. Decision analysis has emerged as a
highly valuable tschnique for allowing deci-

sion makers to formulate important problems
in a logical framework which incorporates
factual as well as judgmental information to
?r;ive at a consistent, realistic solution.
9
Successful decision analysis which includes
prior probabilities, consequences, choice
criteria and strategy factors is not a single
event but a complex, prolonged sequence of
behavior. Several approaches, some more
detailed than others, have been proposed for
structuring of the decision situation.
Aspects of these approaches are presented
here as a logical approach which emphasizes
the subjective factors:

(a) Statement of the problem to be
solved. The objective or multi-objective
must be delineated and specified. Critical
decisions must be identified. A broad set of
ground rules for gathering information which
includes consideration of decision-makers'
preferences must be established.

(b) Evaluation of measures to be used.
A level of priority for each goal and each
objective must be established. Relationship
between project risk and individual profes-
sional risk must be clearly specified.
Measures of effectiveness in achieving
objectives must be established. Quantitative
tools must be reviewed and needed estimates
by specialists identified.

(c) Correct formulation of interac-
tions. Analysis and Judgments must be based
on economic and political as well as tech-
nical aspects. Analysis must include inter-
actions among all sources of uncertainty--
logistics, pricing, budgeting, scheduling,
etc.

(d) Select viable and achievable
alternatives. Appropriate sub-efements of
each alternative must be identified and
defined. A range of eventualities and future
possibilities must be determined. Experi-
enced judgment must be used to determine what
is likely or highly unlikely to occur.

(e) Obtain and understand obiective and
subjective Inputs. The influence of decision
makers' preferences or choice among alter-
natives must be determined. Key variables
must be isolated and defined. The analysis
should utilize multi-attribute utility
assessment.

() Apply risk and uncertainly analy-
sis. Use oT expectations and iikel1lhood
concepts must be understood. Appropriate
utility and preference models must be selec-
ted. The degree of risk must be judged and
evaluated. Uncertainty must be translated
into trade-off options. Evaluation of
alternatives should be displayed.




Many individuals and groups are involved in
the analysis and decision process. Certainly
the decision analyst is a key figure. While
the actual decision makers are not decision
analysts, they nevertheless need to learn
basic decision analytic concepts and feel
comfortable providing the inputs required for
analysis. They need to learn more about
interpreting the output of the anmalysis
before they will use it on a routine basis.

Subjective Probability Assessment

Statistical probabilities are limits of
relative frequencies of events and occur-
rences. They are used routinely in decision
analysis. But, in many cases, avaflable
probabilities are not relevant to a current
acquisition decision process because the data
base is outdated or the current system does
not have a close counterpart upon which to
base estimates. Subjective probability then
becomes the valid concept where probabilities
must be formulated from the opinion and
experience of experts and specialists.

[n almost all cases in the weapons systems
acquisition process, the opinions of experts
and specialists have been critical to the
measurement of risk and uncertainty. These
opinions have been used* to develop the sub-
jective probability that an event will occur
and have allowed analysts to attach a specific
probability to those events. Even in the
narrowest concept of the acquisition process
where risk factors in schedule, cost, and
performance activities are treated, estimaticn
has been largely a matter of polling profes-
sional judgment.

In order to use grouo opinion, analysts find
themselves faced with the problem of aggre-
gating probability assessments of group
opinion. Recent research has clearly demon-
strated that groups have repeatedly outper-
formed individuals at these estimation and
assessment tasks. Consequently, methodology
must be refined for using group opinions as
entering estimates in risk and uncertainty
analysis. A concerted effort is needed to win
the acceptance of professional judgment as a
valued assessment of risk and uncertainty
analysis. (4, pg. 7)

The most comprehensive effort to evaluate
behavior aspects of risk and uncertainty
decision analysis within the DOD acquisition
procass was published by Sweeney and Rippey in
1980. (10) They concluded that subjective
Jjudgments are used in almost all cases
throughout the acouisition organization.
However, documentation on evaluation of the
application of group decisions and use of
consensus building techniques to develop
subjective judgments is almost nonexistent in
the acquisition organization. Very little
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information exists anywhere that directly
addresses group behavior in certain decision
environments such °s the acquisition process.

[nformation is available, however, on several
behavioral interaction techniques. B8ut the
majur concern in using these techniques to
arrive at a decision is to eliminate undue
infiuence of persuasion, previous expressed
opinion, majority opinion, and higher level
arm twisting.

Much of the work on group decisions and
consensus building techniques has been
academic exercises designed to demonstrate
that group decisions are better than indivi-
dual decisions when subjective judgments are
used. Most of the demonstrations have used
the application of statistical averaging
techniques to show the benefit of statistical
averaging. Another technique, scoring rules,
has been used to motivate honest assessments
and to evaluate quality of assessments in
such activities as point spreads for ball
games, weather forecasting, stock market
projections, and purchase of new automobiles.

The most well known consensus building
technique is the delphi method. [t is a
method of elicitation of opinions with the
object of obtaining a group response. The
delphi method has been applied since the
early 1960s to a large number of acquisition
related problems such as industrial target
systems, number of A-bombs reguired, forecast
of business conditions, and forecast of
economic indices. The technique relies on
successive iterations in which judges make
anonymous assessments and are then given
anonymous statistical feedback about the
assessments of other judges to arrive at a
final assessment. Some variations of the
delphi method allow for group interaction
rather than statistical feedback. The
technique has been expanded from its original
objective of providing judgments on tech-
nological forecasting to include judgments
about values, goals and alternatives. The
delphi technique has not been scientifically
tested. (11)

The other major consensus building technigue
is classed under the heading of social
Jjudgment analysis. [In this analysis the
integration of information to form a judgment
includes: (a) placing a particular degree of
importance (weight) on each piece of infor-
mation; (b) developing a specific functional
relation between each piece of information
and final judgment; and (c) using a selected
technigue for integrating all dimensions of
the problem. But the combining of individual
Jjudgments into a grouo consensus is a formi-
dable task. Individuals often disagree in
judgment because of the importance that esach
assigns to the available information and




because of the manner in which each relates
the data to his final judgment.

While social judgment analysis may be an
effective means of reducing disagreement in
group decision making, the problem of struc-
turing the group process in order to improve
actual group performance remains an open
issue. (11) Many group methods are subject

to the serious drawback that the consensus

may be more a reflection of the relative
strengths of the personalities of the group
members. With this method one very forceful
individual may be able to impose his point of
view on the group. Some group methods involve
a tradeoff between calibration and extremeness
of responses. Interaction among group members
reduces differences, reduces calibration of
Judgments but increases the extremeness of
Judgments. (12)

Martin, et al., describes a successful use of
subjective assessment. For several years the
Boeing Vertol Company has used a subjective
assessment of probability distributions for
application to program elements considered to
have moderate risk. (5, pg. 228) Estimates
and associated probabilities are used to
construct a "probability curve". Interpreta-
tion of the probability curves is, of course,
subjective evaluation based on personal
experience. Probability curves are used to
help determine the final cost estimate for a
contract.

Fischer found general agreement that subjec-
tive probability distributions can be substan-
tially improved by aggregating the ooinions of
a group of experts rather than relying on a
single expert. (8) From a practical stand-
point, he contends that there is no evidence
to suggest that the method used to aggregate
these opinions will have a substantial effect
on the quality of the resulting subjective
probability distribution.

Sweeney and Rippy found that much disagreement
exists concerning optimization of group
performance in weapon systems acquisition. (5,
pg. 76) Researchers such as Sweeney and
Rippy, and users of these techniques such as
pricing personnel, cost estimators, contrac-
ting-buying personnel and program managers all
agree that in order to improve group consensus
the training of experts, specialists, decision-
makers, and managers at all levels in probabi-
listic thinking and consensus building

could lead to significant improvement in the
use of the techniques and the application of
risk and uncertainty analysis. (13)

The study of individual and group judgment has
become the focal point for analysis of subjec-
tive values and tradeoffs in finding solutions
to many complex acquisition problems. Xaolan

has identified the components of any "judg-

ment" as the person forming the judgment,
information about the judgment, information
about the judged object, and situational
requirements associated with the judgment.
(14) The process of aggregation of individual
Jjudgments into group decisions remains a
problem. In this aggregation process one must
be concerned with verifying the assumptions
made, which value functions or utility func-
tions to use, and who assesses and weighs
relevant factors.

A primary assumption in aggregation of
individual judgments is that people make
probability judgments in much the same way
they make estimates of other quantities (such
as distance) by using certain perceptual
clues. For instance, Anderson believes any
rational person will strive to achieve
consistency in his whole network of degree of
belief., (15) Furthermore, assumptions about
expertise in a given subject area may not be
the important factor in performance of a
probabilistic task. Maybe the ability to
deal with probabilistic thought is what
produces good probabilistic assessments. (12)

Many mathematical and behavioral techniques
have been used %to combine individual judg-
ments into a single group estimate when
several individuals have been able to influ-
ence a decision. But scientific testing of
the value of these techniques has been
inconclusive, The future success of group
decision technology must lie in its ability
to focus attention to individual value-rele-
vant factors. Thus, group value functions in
risk and uncertainty thinking must be based
on individual beliefs and preferences. A
most formioable task is to find procedures
which permit the combining of utility €unc-
tions of the group members before oroceeding
to an analysis of a decision using group
beliefs and preferences. (15) In the selec-
tion of techniques one must be aware that
more complicated assessment procedures may
not provide better overall success. (16)

At the present level of development, the
final decision maker often must combine the
expert's distributions into a group type
consensus. Most often this is done separ-
ately from the group efforts. The lack of
more active involvement of the decision maker
has been defended by arguments of his inac-
cessibility or unidentifiability, his unwil-
lingness or inability to reveal his prefer-
ences, and his lack of clarity about his own
preferences and the subsequent proolems this
implies for assessment procedures. 3ut in
those instances where the decision maker is
relatively ignorant of issues under ccnsi-
deration, he may not be well equipped to
evaluate the opinions expressed by the
experts.



A missing Tink in subjective assessment and
probabilistic analysis is the unavailability
of utility theory to reflect uncertainties,
values, and pr.ferences relevant to risk and
uncertainty decision. (17) Since determi-
nation of an objective function is neces-
sarily closely tied to measure of conse-
quences, one must be concerned with criterion
of maximizing expected utility which in fact
reflects preferences. But utility is some-
thing unique to the individual that cannot be
measured on an absolute scale. Individual
differences are expressed through differences
in information evaluation, differences in use
of additional characteristics, differences in
integrating information, and differences in
pre-existing response dispositions. (14) Only
if the group becomes well integrated with a
strong common interest can it be expected to
form a group utility function.

Evaluation of Outcomes

It is generally agreed that risk and uncer-
tainty analysts must deal with preferences and
Judgments of experts and specialists as well
as persons responsible for decisions. In
turn, decision makers must obtain a basic
understanding of risk and uncertainty and the
meaning of a solution because as they choose
between probability distributions of conse-
quences they are trying to balance a number of
possible consequences simultaneously. (5, pg.
258) This implies the use of the concept of
expected utility (which is simply a concept of
expressed preferences). The utility function
is simply a device for assigning numerical
utility values to consequences in such a way
that a decision maker should act to maximize
subjective expected utility. For instance, in
2conomic terms, only when we can assume
something about preferences can we identify
decisions that are efficient.

We must recognize that decisions will always
depend on the decision makers' own preferences
for the possible consequences of the various
courses of action and, therefore, must depend
on his own judgments concerning the chances of
those consequences. But, the important point
is that he must be educated in the handling of
those preferences and judgments.

SUMMARY

In the acquisition process, the program
managers' most difficult task will be to cope
with the scarce and incomplete information
which is available about those factors which
have uncertain aspects. Even though a areat
deal of concern exists relative to the ac-
curacy and adequacy of sstimates, improved use
af technigues for getting subjective input
Inta the anelysis #i11 help gain acceptance of
risk and uncertainty analysis. A primary
benefit of risk and uncertainty analysis in

its current state of evolution is that it
shows the relative impact of uncertainties
associated with selected factors. It also
reveals where we ought to spend more time
refining the data.
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ABSTRACT

The probabilicy density function which
is used to define the variability in the cost
of an acquisition also defines the risk
involved in the contractual action. This
paper describes how continuous, variable
sharing arrangements can be developed

through the use of mathematical transforms of
the probability deasity functionm representing
cost. Two procedures are presented. The
firsc procedure is practical when the ne=
gotiations use a total cost or price basis
for sectlements. The second method should be
used when learning curves are used as the
settlement basis.

INTRODUCTION

The purpose of this paper is to intro-
duce a new theoretical approach for quancify-
ing comtractual risk and determining cost/
savings sharing arrangements which is cur-
rently under consideration for use in the
Deputy for Propulsion’s Technology Moderniza-
tion Program. It begins by focusing on the
problem of defining risk and uncertainty in
an acquisition enviromment. Probabilicy
density functions, cumulative probability
funccions, and cumulant functions are intro-
duced as methods of quantifying risk and
uncertaincy wichin the acquisition environ-
ment. From this discussion on risk and
uncertainty, the paper provides two practical
@echods of measuring risk and uncercainty.
One method is based upon PREDICT 2000, che
other is based upon Underlying Learning
Curves. These methods provide a means of
quantifying risk and uncertainty. Wich
these tools in hand, it is then possible to
address some innovative methods of incentivi-
zation giving consideration to both the
@anagement responsibilities of the seller and
the risk and uncertainties surrounding the
business deal. Use of these techmniques
should enhance the negotiation process and
help attain its goal of a fair and reasonable
price.

ACQUISITION RISX AND UNCERTAINTY

While the cost of a specific product or
service is usually treated as a constant,
@ost people recognize intuitively that che
cost is variable and is dependent upon many
different factors. The variability of cost
can be described using either a proba-
bility density function as shown in Figure 1
or a cumulative probability Zunction as shown
in Figure 2. The cumulative probability
function is cthe integral of che probability
density functiom. While the probabilicy
density function relates directly to human
perceptions of cost, the cumulative probabil-
ity function serves as a basis for analycical
applications.

User Specified Ranges
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COST IN THOUSANDS OF JOLLARS

The typical acquisition enviromment has two
parties =~ a buyer and a seller. Within that
environment, the variabilicy of the cost
relates to the seller's risk associated
with producing the product or service at a
specific price. This risk can best be
described using a cumulant function which is
shown in Figure 3. The cumulant function is
derived by subtracting the cumulative

probability function from one. As shown in
the cumulant funetion, the seller’s risk is

highest at the lowest possible cost and
lowest at the highest possible cost. The
seller's determination of what is fair and

reasonable relates to this risk and a deter-
minacion of what the market will bear. If
the market will bear a cost which is near but
below the highest cost, che seller will
normally settle che negotiation at a point
which will at least create a break-even
situation at the highest cost. The buyer's
perception of a fair and reasonable cost is
usually based upon the lowest possible cost
with some consideration for the seller's
risk and cthe uncertainty surrounding the
production of the product or service. Since
it is usually che buyer's purpose to acquire
the product or service at as low a price as
is feasible, and the seller usually desires
to settle at as high a price as is feasible,
the negotiation process can become quite
lengthy. While a negotiated settlement
provides a practical definition of a fair and
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reasonablé price, a study of statfistics
suggests that the mean or average value of
the cost probability demsity functicn
provides the best value upon which to base
the contract price. Using the example shown
ia Figures 1, 2, and 3, the average cost
is $116,860. However, if a 13.5%7 profit
under a firm-fixed price non-competitive
contractual eavironment is assummed, the
seller would probably not settle under
$185,022. This value is obtained by dividing
$210,000 (cthe highest value) by 1.135 (the
factor for cost + profit). The $185.022 has
a cumulative probability of 977 and a cumu=
lant value of 3%, while the mean value has a
cumulacive probability of 552 and a cumulant
value of 45%. The difference of 568,162
bectween the mean value and the probable FFP
settlement represents a 582 opportunity
loss.




It is the thesis of this paper thatc the
negotiation process can be enhanced and the
dialogue improved by quantifying the cost
realistically as a variable using statistical
techniques. However, traditiomal statiscical
tools possess two problems which must be
overcome for a statistical tool to be prac-
tical for use in negotiations:

(1) a substantial amount of relevant
history is required to quantify the variable,

(2) simplifying assumptions must be made
concerning the basic mathematical shape of
the function.

This paper presents two approaches which
solve those problems allowing the development
of sharing arrangements based upon the
probability density function. The first
technique which is presented uses PREDICT
2000, a software package developed by the
aucthor that generates probability deasity
functioas from sparse data. The second
method is based upon using the error fuaction
of the Underlying Learning Curve. The
Underlying Learning Curve concept provides
the methodology to make past data relevant to
new programs. Both techniques quantify the
risk and provide a basis for sharing arrange-
ments based upon the risk.

MAKING RISK ASSESSMENT PRACTICAL IN
NEGOTIATIONS - PREDICT 2000 AND
UNDERLYING LEARNING CURVES

PREDICT 2000 solves a major operations
research problem which concerns how one
generates an appropriately shaped probability
density function when only sparce data is
available. PREDICT 2000 can generate cu~
mulative probability distributions based upon
the thirty-seven different generic shapes
shown in Figure 4 from experiential data.
Although each of the twenty-five group II
shapes is shown unskewed (that is, 50% of the
function is on each side of the mode), each
shape can assume any level of skewness.

The PREDICT 2000 computer software interacts
with user through a mini-computer. It uses
one measure of central tendancy (the mode)
and two measures of dispension (a 1002
percentile range and another range specified
by the user) to provide its output. The mode
was chosen as the PREDICT 2000 measure of
central tendancy both because people can
estimate the mode more accurately cthaa the
mean and because the mode has analytical
importance in determining the probability
density function's shape. The ranges are
also easy for people to estimate and provide

a2 basis for determining the shape of the
probabilicy demsity function. In summary,
PREDICT 2000 requires eight pieces of data to
provide an output:

(1) The variable's name which is used to
identify the output.

(2) The variable's dimeasion which is
used to label the output. For this applica-
tion, the dimension is dollars.

(3) The user defined percentile range.
This percentile range is symbolized by R and
ligs between points R} and R;. These
points will be identified by the user. The
value of R is used to define the area below
R} and above Ry. N has a value of
((1-8)/2) x 100%.

(4) The lowest possible value (cosc).

(5) The value (cost) associated with
Ry. This is the value above which NI of
the function is found.

(6) The most likely value (cost), this
is the mode of the probability deamsity
function.

(7) The value (cost) associated with
Ry. This is the value below which NZ of
the function is found.

(8) The highest possible value (cosc).

These eight data poiats, which are defined
through the negotiation process, generate the
cumul ative probability function for the cost
of the product. PREDICT 2000 also calculates
the mean or average cost. It is the mean
cost which is identified as the negotiated
target cost.

The underlying learning curve technique
provides a mecthod of defining the cost of an
acquisition based upon the cost of previous
similar programs. The technique eliminates
the impact of any costs due to "work expand-
ing to fill the time alloted” (Parkinson's
Law). This is accomplished using the Ffol-
lowving procedure:

The first step of underlying learaing curve
analysis is to review the contractor's work
@easurement system. This is done at the
contractor's plant. It is important that
each industrial engineer setting time stand-
ards via time study be required to demon-
strate rating proficiency within a known
accuracy at least annually,
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The second step in the analysis is to gather
the data required for the underlying learning
curve analysis. This requires an under-
standing of the contractor's cost accounting
system as well as an understanding of the
work measurement system.

The cthird step is to perform the underlying
learning curve analysis. This consists of
four different learning curve calculations:

(a) The earned hours learning curve.

(b) The worker learning curve.

(e¢) The underlying learning curve.

(d) The standard learning curve (actual
hours) .

The learning curve technique is used for
earned hours because the industrial engineers
use a classic Pareto analysis in implementing
methods improvements., The learning curve
technique is used for worker learning because
a4 tremendous number of studies suggest that
the power form of the learning curve des-
cribes worker learning. The analysis of the
worker learning is based upon a regression
analysis of the reciprocal of the ratings in
the time studies. This provides a reliable
method of measuring the actual worker learn-
ing during a production program, providing
the industrial engineers maintain their
capabilities to accurately rate the worker's
efficiency through proficiency examinations.
However, cthe worker efficiency measured by
the cost accounting system is an unreliable
measure of worker efficiency since it may
contain nonproductive time due to Parkinsons
Law (Parkinson's time). parkinson's time can
be eliminated by changing the target hours.
The legitimate non-productive time that is
charged to nonproductive cost account

codes can not be eliminated so easily; it can
only be reduced through aggressive manage~
ment. Parkinson's time exiscs because
zanagement believes that the workers perform
at a lower level of efficiency than the level
experienced as an average efficiency in the
time studies. These expectations concerning
worker efficiency exist becauae any analysis
using standard learning curves also contained
Parkinson's tzime. Underlying learning
curves provide management with a tool which
can be used to establish realistic targets
for (1) methods improvement, (2) worker
efficiency, and (3) tocal manhours.

This tool is made more valuable because of
the statistical nature of the regression
analysis, The error functions for the
(1) earned hours (2) worker efficiency and
(3) total hours cam be used to establish
tolerance bands for mnanagement by exception

using traditional statiscical quality coatrol
methods.

The use of nonlinear regression analysis
provides an added benefit when the regression
analysis is to establish target hours. For
the purpose of this discussion, the error
function will be assummed to be normally
distributed. The actual distribution does
not effect the overall results of this
discussion, however it is easier to provide a
graphic illustration of the process if the
normality assumption is made. Usually the
error function is attributed with the prop—
erty of showing the relative ljkelihood of
achieving the average cost and costs around
the average cost. However, if the average
cost which is the cost identified by the
learning curve is called the target cost,
then the error function can also be thought
of as demonstrating the relative difficuley
in achieving a value which differs from the
target. Thus, the error function can serve
as a basis of either an award fee which
varies proportionally to that difficuley.

INCENTIVE SHARING AND AWARD FEE
ARRANGEMENTS

The object of either an award fee or an
incentive sharing arrangement is to provide
the contractor with an incentive to manage
the program so that the actual hours expended
to produce each system are reduced %o a leve]
below the target hours. The determination of
whether the basis is an award fee or in-
centive is dependent upon whether the action
will be subject to the disputes clause.
Either PREDICT 2000 or an underlying learning
curve error function will provide a cu-
mulative probability function which is
related to the program risk and uncertainty,
Given the cumulative probability funcetion
(Figure 5), it is only a two step procedure
to transform it into either an award for or
incentive sharing arrangements. The first
step is to divide the values between zero
probability (corresponding to the lowest
value) and cthe probability of the mean by the
probability of the mean. This provides a new

function that is zero at the mean minus three
standard deviations and one at the mean. For
the values between the mean and one (cor-
responding to the highest value) subtract the
probability of the mean from each value and
divide by one minus the probabilicy of the
mean o0 form the new function. This step is
showan by Figure 6. Next, subtract cthe
first function derived in :“he second step
from one. Multiply the values from the mean
to the highest value by a negative 1. This
step is shown by Figure 7. This provides
functions with a value of one at the mean
plus or minus three standard deviations and
zero at the mean; these functions corresoond
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to the inherent difficulty in achieving a
value lower than the mean.

When this technique is used as an award fee
with underlying learning curves, the avail-
able award fee for the program is divided
among the number of units being produced.
The award fee for each unit is aultiplied by
the function value corresponding to the
actual cost to obtain the incentive for each
unit. The incentive is positive below the
mean and negative above the mean. The
negative incentive should equal the positive
incentive so that the contractor will be
rewarded for sustained improved management
and the associated reduced program costs,
FPigure 8 shows how this incentive works.
Assume that the contractor delivers the first
two units, as shown in Figure 8. The first
unit takes 14 hours less than predicted by
the underlying learning curve and the second
unit takes 7 hours more. Assume 2 fee per
unit of $10,000. The contractor would have a
positive $7400 reflected for the firse unit
and a negative $5000 dollars for the second
uait for a net award fee of $2400 at the end
of two units. The resulting positive and
negative awards for successive units are
summed until the end of the contract. Ar
that time final disposition is made of cthe
award fee.

An incentive sharing arrangement is based
upon the philosophy that the organization
respoansible for manufacturing the product
should share in the savings or costs in
direct proportion to the difficulty in
achieving the actual cost. The target cost
is the baseline from which the amount to be
shared is measured. This method recognizes
that both the lowest possible cost and
highest possible cost are equally unlikely if
@anagement is attempting to achieve an actual
cost which is at or below the target cost.
This difficulty of achieving any cost is
shown by the Probability deasity function for
the cost. Thus, it follows that a transform
of the probability density function could be
used to proide a fair and reasonable measure-
@ent of the difficulty in achieving an
actual cost which is differeat from the
target cost. The transform should provide
the seller 1002 of the savings at the lowest
possible cost and require that the seller pay
in 100% of the added cost at the highest
possible cost. The sellers share should be
0% at the target cost. The buyers share of
the savings should be 1007 at the target cost
and 0% at both the highest and lowest pos—
sible costs. If the total cost is 2qual to
the cost plus a profit plua the incentive,
and the sharing arrangement shown in Figure 9
is used (based upon the example shown in
Figures 1, 2, and 3), the profit versus cost
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curve for a 13.5% fee is shown in Figure 10.
Note how this compares to the Firm Fixed
Price contractual arrangement discussed
earlier and to a typical Fixed Price In=
centive Firm Contractual Arrangement where
the ceiling is 125% of the point of total
assumption. It is important to note that
while the average cost of this new arrange-
ment is lower. For the buyer, the profit
potencial for the seller is greacer. Note
that the new arrangement is bounded by two
Firm Fixed Price Lines. 4 price versus cosc
curve shows this more claarly (Figure 11).
The mean for the FFP contract is §210,000,
the mean for the FPIF concract is $160,780,
and the mean for the new arrangement is
$135,920. This new arrangement gives the
seller the incencive to lower coscs so thac
higher profits can be achieved. For the
buyer, it provides a method of reducing the
average price and reducing the range of the
price gziven a wide range in cost. It also
provides an analycical basis for deter~
mining a fair and reasonable basis for a fim
fixed price concracec. When the cost of
contract administration for an FPIF or
sharing arrangement concract is greater cthan
the range in price, then a firm fixed price
contract which is based upon the upper bound
of the price range should be used.

SUMMARY
Probability functions and their transforms
can be used to quantify risk in the acquisi-
tion process. Defining the risk ‘quanti-
tacively also results in the opportunicy
to define an incentive plan which is relaced
machemacically to the risk. This relacion~
ship is defined throwgh transforms and the
choice of the values required for the trans-
forms is relaced to the cumul acive probabil~
ity of the mean.

The use of the probability density function
for defining acquisition risk through the use
of transformations provides a continuous
sharing arrangemenc. This technique can
resulc in sharing arrangements which vary
concinuously between two firm-fixed price
lines when viewed on a profic versus cosc
curve. An analysis of a price versus cosc
curve shows thact the technique can help in
both budgeting and determining when an
acquisition should be handled as a firm-fixed
price contracc.
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ABSTRACT

With the growth in acquisition time,
cost, and technological complexity
of new weapon systems, concurrency
has been proposed as a specific
method for shortening the acquisi-
tion cycle and reducing the problem
of cost growth as well. This paper
describes the problem of concurrency,
attempts to define the term opera-
tionally, and reports on some new
research in the area.

In evaluating concurrency as a
method for reducing acquisition
time, the Program Manager (PM) has,
in the past, been constrained by
not having a formalized approach
for evaluating the short- and long-
term program impacts of his deci-
sions. Frequently circumstances
arise which force concurrent sche-
duling of activities late in the
program, when activity dependence
is the greatest.

PURPOSE

Management Consulting & Research,
Inc. (MCR) under contract to the
Office of Naval Research (ONR),
is developing an approach to as-
sist the PM in making trade-off
decisions concerning concurrent
scheduling of program activities,
specifically addressing the as-
sociated cost and schedule risks.
This paper presents the prelimin=-
ary findings of this research.
The following topics will be ad-
dressed.

® a background discussion of
the problem,

e the various interpretations
of concurrency,

e risk analysis,
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® concurrency considerations,

e the needs of the Program Man-
ager in relation to concur-
rency,

e a brief overview of the de-
scriptive model, and

e a summary of conclusions.

BACKGROUND

The first major weapon system pro-
curement in the U.S. occurred on
March 27, 1794 when Congress autho-
rized the building of six large
frigates by the U.S. War Depart-
ment. Some seventeen months later,
six keels were laid. Due to sche-
dule slippage and cost overruns,
the progri.x}l was cut back to three
frigates.—' Now, almost two hun-
dred years later, the problem of
schedule and cost is being redis-
covered as a "new" problem. The
difference now is that the concept
of "concurrency" is being suggest-
ed as a potential solution.

General Bernard Schriever is cred-
ited with coining the term "concur-
rency" in early 1958 while describ-
ing the Air PForce Ballistic Mi§7ile
(AFBM) program. A 1958 report—
described this program and the Navy's
Polaris program as successful exam-
ples of the "concept of concurrency."
Throughout the 60's several programs
including several which were cancel-
led such as MBT-79, F-111B, Condor,
and Cheyenne, allowed production ef-
forts to begin prior to completion
of full-scale development. However,
enough problems had occured that were
attributed to concurrent scheduling
that by the Spring of 1969, then
Deputy Secretary of Defense David
Packard promulgated the philosophy

of "fly-before-buy." Several stud-
ies also echoed similar concerns
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and advocated producing only after
the systemséevelopment had been
completed.=' The formal guidance
came in the 1971 version of DoD
Directive 5000.1 which noted that
one should not propose ". . . un-—
necessaﬁy overlapping or concur-
rency. "-

By 1977, however, the concept of
concurrency was beginning to be re-
established. Dr. Richard DeLauer,
then of TRW, Inc. and currently
Under Secretary of Defense for
Research and Engineering, chaired
a Defense Science Board (DSB)
Summer Study to examine the prob-
lem ofsyhe lengthening acquistion
cycle.= The report noted that

it often takes 12-13 years to com-
plete the acquisition cycle from
Program Initiation through Deploy-
ment. In fact the average time

to DSARC II grew from two years

in 1950 to five years as of 1977
according to the report. Of more
importance was the report's obser-
vation that programs are not can-
celled for reasons of concurrency,
but rather for reasons of a tech-
nical or political nature, or
changes in requirements.

Two recent articles descrig7 the
advantages of concurrency.-' In
addition, DoD Instruction 5000.2
now notes that:

. . consideration (should be given)
to minimizing acquisition cycle
time by planned concurrency.
This may include increasing
funding, overlapping, combin-
ing or omitting the phases of
the acquisition process, or
overlapping or combining de-
velopmental T & E with opera-
tional T & E. The amount or
degree of such concurrency
should be based on the extent
of the potential savings in
acquisition time balanced
against technical, cost and
supportability risks and na-
tional urgency J,z) each acqui-
sition program.-—

This paper describes preliminary
concepts and considerations neces-
sary in the development of a theory
of concurrency. More importantly
it establishes the framework for
development of tools which can spe-
cifically assist a Program Manager
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in evaluating the opportunities
for concurrently scheduling pro-
gram activities and the associated
risks.

INTERPRETATIONS OF CONCURRENCY

The 1977 DSB study restricted its
definition of concurrency to:

The conduct of the steps lead-
ing to production for inventory
before the end of the full-scale
development time span.

In examining the literature, how-
ever, one finds the most frequent
interpretations of the term concur-
rency to include:

e parallel (back-up) technolo-
gical development,

e concurrent, but independent
subsystem development and
testing,

® co-production, and

® overlap of dependent, normal-
ly sequential activities.

In addition, in examining alterna~
tives to reduce the acguisition
cycle time, it is clearly not suf-
ficient to concentrate solely on
the development/production overlap.

Thus MCR's initial research conclud-
ed the following:

e There is no universally ac-
cepted definition of concur-
rency:;

® Few studies have been conduct-
ed which specifically address
the effects of concurrency
on program acquisition;

® People have historically per-
ceived concurrency to be a con-
tributor to serious acguisition
deficiencies:

e Virtually no formal direction
is provided to the Program
Manager concerning technigues
for developing or evaluating
alternative program schedules.

Concurrency should be examined in
light of two alternative planning con-
cepts:

® schedule protection: recog-
nizes that the need to ex-
tensively revise the program
schedule may occur in the




future. The PM can attempt
to avoid a crisis later on
by identifying concurrency
options and potential alter-
natives before a crisis oc-
curs.

® schedule compression: fre-
quently, despite the best
planning, a schedule must
be revised due to condi-
tions such as earlier sche-
dule slippage resulting in
less time available for the
remaining activities; the
moving earlier in time of a
deadline; the avoidance of
cost increases due to a
longer acquisition cycle,
etc. Any or all of these
occurances can result in the
need to limit an already
existing or imminent crisis.

RISK ANALYSIS

In considering the use of concur-
rency as a scheduling option, it
is important to analyze the po-
tential risks associated with the
decision. A body of knowledge al-
ready exists to allow analysis of
some of the risks associated with
concurrently scheduling program
activities. Typically "risk anal-
ysis" is used to assess the degree

to which a proposed system is like-
ly to achieve its predicted perfor-
mance within cost and schedule goals.

In conducting a risk analysis it

is esseng}al to consider these three

aspectsg:—

® Risk Assessment: the iden-
tification of the degree of
risk with respect to the
realism, soundness, and cre-
dibility of the programs
cost and schedule, and the
system's performance.

e Risk Management: The devel-
opment of a plan for manag-
ing all types of risk (risk

minimization plan) as a func-

tion of time (i.e., Acgquisi~-
tion Milestone I, II, and

I1I).
risk, such as quality assur-

ance, and other hedges against

new technology failure are
considered here.

Methods for minimizing
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® Risk Demonstration: The for-
mulation of a test and eval-
uation demonstration plan
will allow early identifica-
tion of risks. Specifically,
the steps required to reduce
high risk program elements
to acceptable levels as well
as the cost of doing so are
demonstrated.

A risk assessment includes not only
an evaluation of the likelihood of
success, but also must include as-
sessment of the consequences of
failure in measureable terms, usu-
ally dollars. Hence the concept

of a "cost-risk analysis" becomes
of interest. The analysis of con-~
currency, as part of the overall
development of acquisition strate-
gies, is part of the risk assess-
ment process. It does not obviate
the need for continued risk manage-
ment or risk demonstration. Sev~
eral models are currently avail=-
able to assist in the analysis of
acquistion activities. These are
typically network analysis or cri-
tical path techniques. Some of

the best known include:

Gantt Charting
ritical Path Method (CPM)

Program Evaluation and Re-

view Technique (PERT)

® Program Evaluation and Re-
view Technique/Cost (PERT/-
COST)

® Graphical Evaluatién and Re-
view Technigue (GERT)

® Venture Evaluation and Re-
view Technigque (VERT)

e Simplified Network Analysis
Portrayal for Planning and
Control (SNAP)

® Risk Information for Sche-

dule and Cost Analysis (RISCA)

Many more techniques are currently
in use. The Services have not at-
tempted to standardize or institu-~
tionalize one specific technigque
for a Program Manager's use. Al-
though there has been a move to
advocate the use of the Total Risk
Assessing Cost Estimate {TRACE)
methodology, or a similar method,
by all services, this model only
looks at cost uncertainty, not
schedule uncertainty.



Conceptually the cost/schedule
risk problem can be described as
shown in Figure I. A baseline
program schedule (presumably "op-
timal” in some sense) has a peri-
od of performance and level of
funding associated with it. It
also has implicitly (at a point
in time) a chance of requiring
additional time or cost. If a

PM is willing to accept a non-
zero chance of exceeding his
funding level or time estimate,
then he can begin to trade-off
cost/schedule/risk. For example,
suppose a 50 month program, fund-
ed at $52 million has a 10% chance
of exceeding those values. Then
the schedule can be shortened by
additional funding, while main=-
taining that same 10% risk level.
Alternatively, the funding level
can be maintained or even reduced
as the schedule is compressed
simply by accepting an increased
risk of exceeding those values.
This is the risk assessment pro-
cess. By using a proper risk
management plan, however, the ini-
tially higher risk level can be
monitored and minimized over time.
Risk demonstration through well
designed test procedures can po-
tentially result in a program
lower in cost and shorter in time
than the initial "optimal” base-
line schedule.

CONCURRENCY CONSIDERATIONS

In attempting to understand what
concurrency involves, specific
factors and criteria must be de-
veloped for considering program
activities and decisions required
of the Project Manager. The basic
components in creating program
schedules must be identified.

Then program activities and events
can be considered in light of the
components.

Specifically, it is necessary to
consider:

e Phases: acquisition phases
such as Concept Exploration,
Demonstration and Validation,
Full Scale Development, and
Production.

e Functions: major categories
of work performed in, or un-
der the direction of, the
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Program Management Office
such as Technical Management,
Logistics Management, Busi-
ness Management, etc.

e Task Areas: subtasks of func-
tional work such as hardware
design, software design, test
and evaluation, etc. under
Technical Management.

e Events: end points such as
document delivery, design
review meetings, milestones,
and initiation of develop-
ment of documents.

e Activities: efforts involved
in preparing for a particular
event, or following a start-
ing event (e.g. preparation
of a baseline, review of a
procurement plan).

® System Type: generic type
of weapon system related to
the program schedule (i.e.,
ship, aircraft, missile).

® Subsystems: level 3 work
breakdown structure elements
of hardware which may be on
different developmental sche-
dules, but which collective-
ly constitute a viable weapon
system.

Figure II illustrates representa-
tive acquisition activities.

In examining the degree of desir-
able concurrency for a particular

program many factors must be con-
sidered. The following consider-
ations are briefly summarized here:

e factors influencing the ap-
plicability of concurrency,

e acquisition cycle-related
problems,

® previously suggested alter-
natives,

® pros and cons of increased
concurrency, and

e factors for changing pro-
gram concurrency.

It is not clear that concurrency

is applicable to all system acqui-
sitions. Development factors such
as design status/familiarity of
technology, environmental charac-
teristics, program personnel ex-
perience, contractor availability/
experience, etc., and production
factors such as production resource
availability/manufacturing capabil-
ity, sources, and level of previous
program involvement are all impor-
tant. But so, too, is the discip-
line required (risk management) of
scheduling far in advance of actual
requirement (i.e., consider produc-
tion and logistics problems very
early in the cycle). Risks of tech-
nological advancement or lack of
maturity of design balanced against
high development cost or high cost

Figure II.

Acquisitions Activities (Ships)



uncertainty can doom a program and
require higher costs of maintaining
low risk alternatives. There is a
complex hierarcay of responsibility
and review that also contributes to
the problem rather than to the solu-
tion.

Various prior studies have suggest-
ed alternative ways to shorten the
acquisition cycle. These include:

e reduction of in-service review,

® reorganization of the DSARC
process and reassignment of
hierarchical responsibilities,

® explicit emphasis on develop-
ing techniques for shorten-
ing the acquisition cycle,

® increased emphasis on front-
end analysis and development
of design philosophies,

® committment to freezing de-
signs, development of sche-
duled Top Level Requirements/
Top Level Specifications
(TLR/TLS), and the applica-~
tion of Pre~Planned Product

Improvement (PaI),

® increased coordination of
DSARC and PPBS, and

e development of techniques
for quantitatively analyz-
ing impacts/risks of program
schedule changes.

Many of these alternatives have
been specifically addressed by the
DoD Acquisition Improvement Pro-
gram promulgated by Deputy Secre-
tary of Defense Carlucci.

The basic arguments for and against
use of concurrency can be summar-
ized as follows:

® Potential Advantages: con-
currency potentially allows
the attainment of an earlier
IOC, increased likelihood of
meeting intermediate goals
and thresholds, lower over-
head costs, work force con-
tinuity, and increased work-
er motivation.

® Potential Disadvantages:
concurrency may lead to pre-
mature committment to high
Cost program elements, ex-
cessive and higher cost
changes in design after pro-
duction has commenced, unre-
liable equipment in service,
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and degradation of training
because of multiple config-
urations and faulty systems.

The problem with any discussion of
concurrency, however, is that of
over-generalization. A given pro-
gram can easily be affected by
threat induced changes in IOC, ini-
tial overly ambitious schedules,
redefinition of the need and chang-
ing technologies to meet that need
resulting in program restructuring,
as well as the need to compensate
for other program delays. One of
the overriding conclusions of
MCR's initial research, however

is that continuous risk analysis

is required, as well as careful
planning of funding support and
program stability. The Carlucci
initiatives collectively solve
many of the problems previously
preceived as overriding disadvan-
tages.

PROGRAM MANAGER NEEDS

Based on the conclusions noted
above, we believe the Program Man-
ager has four specific needs. He
must :

¢ Define the amount or degree

of concurrency deemed desire-

able for his particular pro-

gram:

® Determine the set of program
activities which can be con-
gurrently scheduled consider-
ing:

- the amount of dependence
on activities in the pre-
vious phase,

- whether there are high
costs associated with the
particular activity,

- whether failure to meet the
schedule/cost objectives of
the activity will produce
long-term increases in the
program costs, and

- whether failure to meet the
schedule/cost objectives of
the activity will produce
long-term increases in the
program schedule;

® Evaluate the cost-risk impact
on program goals, thresholds
and requirements; and

® Justify these decisions to the
Service hierarchy and OSD.




In addition to these needs the pro-
gram schedule must also be analyzed
in terms of its sensitivity to ex-
ternal forces such as political/
budgetary decisions.

DESCRIPTIVE MODEL

Figure III shows the descriptive
model MCR is developing. This model
is composed of seven basic steps

to be performed by, or under the
direction ¢of, the Program Manager.
The first step involves the devel-
opment of the initial program sche-
dule which forms the basis for con-
currency and cost/schedule risk
analyses. t also includes the
formulation of the rules and cri-
teria for performing the analyses,
and the identification of an ini-
tial set of concurrency options.

“RC Dascriptive Model

Figure III. Descriptive Model
Having set up the problem, the
second step concerns the consider-
ations of the constraints that

the PM must respond to in the sche-
dule. These constraints may be
pre-existing or newly imposed, en-
dogenous or exogenous to the pro-
gram. This step is closely related
to step three, determining the rea-
son for considering concurrency.

In evaluating the constraints the
PM must determine the desirable
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scope of the concurrency, i.e.,

the phases, functions, task areas,
and activities affected by the
implementation of concurrency. In
recognizing the motivation, the PM
is also considering the ultimate
purpose to be achieved by using
concurrency as a scheduling mech-
anism, as well as the circumstances
driving the decision, i.e., earlier
schedule slippage, protection of
the remaining schedule, incorpora-
tion of changing direction, etc.

In the fourth step the PM deter-
mines the magnitude of acceptable
risk to be considered in develop-
ing and selecting alternatives.
This narrows down the set of pos-
sible alternative schedules which
could fulfill the requirements.

It is at this point that decisions
are made about acceptable degrees
of concurrency. Based on the anal-
ysis performed in the previous
steps it is possible that there
may be more than one set of con-
current activities in an alterna-
tive, each of which will have to
be decided upon.

The fifth step involves the devel-
opment of alternative schedules
which are within the scope of the
preceeding constraints and risks.
A variety of alternatives addres-
sing one or more of the previous
selected sets of concurrency op-
tions may be developed.

The companion to this step is the
analysis of the risks associated
with each alternative, performed
in the sixth step. The evaluation
of the alternatives is performed
using checklists tailored to the
particular characteristics of the
system type, the stage in the devel-
opment of the system, and the par-
ticular task areas and activities
involved. Development of these
structured checklists is begun
with the selection of the concur-
rency options in step one and is
continued through each step, in-
corporating the refined direction
that is being developed in this
process. They are tailored to re-
spond to the PM's information needs
necessary to make an actual deci-
sion.



Having evaluated and scored the
alternative scheduling options,
the final step is the selection

of the alternative which most
adequately satisfies the require-
ments at the time of the decision.
Using the basic criteria developed
in the first step, and refined for
the actual decision, the PM trades-
off the options presented in the
alternatives among cost, schedule,
risk and the program environment.
The ultimate selection is the re-
vised schedule. Although a single
alternative may be selected in
this process, it is often the case
that other potentially viable al-
ternatives have been developed

and should be monitored in the
process of subsequent schedule
reviews.

Initially several assumptions are
made:

e the Program Manager is as-
sumed to have a Baseline
Schedule,

® funding and schedule con-
straints can be defined,

® resource estimates (time
cost) can be made for each
schedule component,

® analysis will be made for
alternative schedules
representing relatively
fixed performance, and

® concurrency can be meaning-
fully considered in terms of
potential savings in time ver-~
sus cost-risk.

The Top Level Hypothesis (TLH)
are simply that:

® program schedules can be
quantitatively and gualita-
tively evaluated,

® quantitative or gualitative
risk analysis measures can
be developed and applied to
evaluate degrees of program
concurrency,

e the Program Manager can him-
self make meaningful deci-
sions regarding shortening
the program acquisition cycle
using a structured checklist
methodology.
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Given the TLH, the PM must be able
to intelligently apply available
analytical technigues to his pro-
gram in order to make concurrency
decisions. Some of the alterna-
tives he needs to consider are:

e funding of parallel activi-
ties, in order to increase
the probability that one of
the alternatives will suc-
cessfully meet the goals of
the program:;

o funding repetition of activi-
ties, when a critical activity

has not been previously success-

ful;

® scheduling activity "slack
time," to allow for the un-
foreseen extension of the
duration of an activity:;
and

e lowering performance objec-~
tives of a high-risk activi-
ty and compensating by in-
creasing the performance
requirement for a lower risk
activity.

CONCLUSIONS

Several major conclusions result
from the research conducted on
concurency to date:

e To be effective, concurrency
must be specifically planned
for in the program.

® Technigues such as network
analysis models and cost
risk analysis models, use-
ful in assessing impacts of
concurrency are already
available, but have not been
coordinated in a consistent
methodology useful to a Pro-
gram Manager.

e In order to evaluate concur=-
rency, the relationship be=-
tween program events and ac-
tivities must be defined and
specific "checklists" devel-
oped so that technigues al-
ready available can be tai-
lored to specific PM needs.

The Program Manager's Dilemma is
that he must (1) determine the




magnitude of acceptable risk, and
(2) apply a methodology to quanti-
fy risk in order to effectively
make cost/schedule/risk trade-offs.
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INTRODUCTION

There have been numerous instances where
acquisitions in both military and civilian
projects have had costs exceed the original
estimates. With increasing levels of system
complexities, limited resources, concurrent
develooment and production, constant changes
in scope, continuous advance in technology
and urgency in achieving operational status,
the probability of cost growth is a critical
aspect of the acquisition process.

ACOUISITION UNCERTAINTY

Uncertainty or variability are recognized as
inherent aspects of the acguisition process.
Because "as contracted costs," are, in
effect, single pofnt estimates, they do not
reoresent a meaningful basis for controlling

cost. The objective of this paper is to
describe an aoproach for predicting cost
uncertainty, which recognizes that

variability cannot be aliminated but rather
that there are trade-offs that are available
to decision makers. These tradeoffs are
based on cause and effect models which can be
used to improve the acquisition process.
Inherent in the aoproach oresented here is
the dvnamics, interdependencies, variability,
ind uncertainty in the acquisition process.
These include: concurrency, learning, curve
effects, design changes, technological
advances and program management, which
contribute to the cost effects observed.

THE ACOUISITION PROCESS

Any description of the acquisition process
is, at best, only a static representation of
an extremely complex set of interdependent
activities. For our purpose, we will use two
basic diagrams to aid in understanding the
process. The first, shown in Figure 1
descrihes the kinds of uncertainty associated
with acquisitions (28).

The matrix shown in Figure 1 is used as a
basis for understanding causality. Thus,
internal control assumes all things are known
and controilahle with estimates based on past
data, procedures, designs, etc. The other
three cateqories, ' however, reoresent the
reality in major acquisition. It is this

uncertainty that has significant
cost and
paper.

impact on
is the principal emphasis of this

An aporoach which will be used to describe
the acquisition process and the inherent cost
overruns is represented in Fiqure 2.
I1lustrated are the factors, the
interdependencies, and the processes involved
in acquisition management. B8ecause the
acquisition process is as extremely complex
network of activities a static model is
unsatisfactory. A comouter simulation model
is proposed which can be used to predict cost
overruns.
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does not reflect the
interactions that occur in an
on-going organization, it does illustrate a
numher of key concepts that will be
developed. The Tlinkages between the four
basic uncertainty variables and acquisition
management help to define the orocesses,
activities or variables that contribute to
the uncertainty of acquisition management.
The four basic uncertainty variables are:

Although Figure 2
dvnamics and

1. Organizational Slack: A
measure of the organiza-
tion's ability to perform
the task requirements.

2. Customer lraencv: The time
compression, concurrency,
or deqree of overlap betwen
nhase of development,and
changes in scope.

3. Technolooical Uncertainty:
A measure of the state-of-
the-art and the degree of
interdeoendency among
system components.

1. Environmental Uncertainty
The factors that cause
disruption, delays, short-
ages, ‘failures, etc., that
are not under the control
of management in the
acquisition orocess.

The exterior linkages identify secondary
effects and relate the four uncertainty
variables. The variables and linkages define
31 network of interdependencies which ulti-
mately contribute to the uncertainty and the
consequent cost problems in the acquisition
process.

A CAUSAL BASIS FOR DEFINING UNCERTAINTY

ATthough uncertainty is defined as lack of
knowledoe about soecific effects, it can be
examined in terms of the factors that con-
tribute to disruotion and in turn attempt to
understand the causal relations that lead to
cost increase. The premise is that control
of the variables contributing to uncertainty
is an effective means for controlling cost.
This is 3nalogous to queuing theorv where a
knowledge of queue behavior and sequencing
rules permits servicing the maximum demand
with available resources. Delays are not
eliminated; rather, they are reduced by
adding capacity or are modified by changing
prioritv rules. ODisruption in the acquisi-
tion process can be considered similar to
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queuing delays in limited capacity servers.
8y understanding which factors cause disrup-
tion, management can alter the expected cost
growth by controlling those factors. Typical
factors leading to disruption are shown in

Table 1.
1. Delay: gaps in carring out
a program
Ho Interruption: short term
delay
3. Stretch-out: slow down of
program

4, Interference:
other projects

5. Redesign: change in scope
or rework

6. Work stoopage:
tion of work

7. Interdependencies: in-
direct delays caused by
external factors

8. Shortages or errors:
delays due to Tack of
material or components

9. Concurrency: interference

and delay resulting from

overlap

Redirection of effort:

disruotive effect of

reorganization

delay by

interrup-

10.

TABLE 1 FACTCRS IN DISRUPTION

Two key factors that contribute to disruption
in the acquisition process are concurrency
and technological uncertainty. Concurrency
is most often a result of customer urgency in
attempting to meet tight deadlines. Delivery
urgency enforced by competitive conditions
exerts strong oressure on suppliers to commit
to delivery dates which are inherently
optimistic or hased on the assumotion that no
serious problems will develop. The plan
becomes critical when combined with tech-
nolooical uncertainty.

TECHNOLOGICAL UNCERTALINTY

As used here, technological uncertainty
refers to two conditions. One is the highly
abstruse demands at the very forefront of
scientific knowledge or state-of-the-art. [t
also refers to a major gap hetween an organi-
zation's area of exoertise and what is
required to oserform effectively. Raoid
technological change can have a major finan-
cial impact on an organization which can he
catastrophic and can be termed a “technical
disruption.”




Uncertainty occurs where conditions of rapid
technological change exist. Managers must
rely on the recommendations of ‘technical
personnel and yet, they must he able to
detect errors and inconsistencies based on
incomolete knowledge.

In order to examine technological advance,
factors are needed to determine the state-of-
the-art. Ones shown in Table 2 provide a
starting point:

1. Size - number of inter-
related components, phys-
ical volume

2. Comlexity - difficulty in
meeting performance re-
quirement

3. Experimental nature of
technology - has it been
oroven.

4. Degree of nswness - percent
of components of proven
technology

5. Company's experience in the
field - work on similar
programs

©8 [nterdeocendency of sub-
systems - number of link-
ages

7 Degree of precision -
quality requirements

3. Unique resources - testing,
or tooling requirements

9. Definitive specifications -
clarity in meeting require-
ments

10.  Design flexibility =
tolerance level, substi-
tutes available

11. Required theoretical
analvsis - need to support
orooosed design !

12.  Degree difference from
existing technology - life
cvcle of technoloqgy

1'3p Infra-structure support
required - degree of depen-
dency on vendors

TABLE 2 FACTORS WHICH CAN BE USED
TD DETERMINE THE STATE-OF-THE-ART

The factors shown 1in Table 2 include the
newness as well as the design requirements
for determining the state-of-the-art. Thus,
state-of-the-art for a given organization can
be construed as the "ability" to produce a
given design, in addition to the newness of
the technology involved.

An  approach to determining technological
advance was developed at the RAND Corporation
{26) is shown in Figure 3. The range is from
0 to 20, where the newness of the design
determines the advance in state-of--the-art.
Examples of a number of military and commer-
cial aircraft, as well as a number of dif-
ferent missiles are shown on the chart.

Uncertainty often arises from the overlap or
"concurrence" of development and production.
The perceived necessity to initiate the
ponderous and involved processes of produc-
tion before there is certainty as to the
stability of the product design, places
programs at the mercy of changes which occur
in the design. Such delays or changes are
more likely to occur as the degree of cancur-
rency increases.

Concurrency can be costly because of the
effort and cost needed to establish produc-
tion momentum. It might seem obvious that
the solution is to avoid concurrency, how-
ever, alternative courses of action offer
options which can avoid real failure. Rapid
technological change produces pressure to
implement new ideas. However, doing so
entails greater risk than under conditions of
technological stability. Technological
disruption can be characterized as follows:

--Programs are promised in an
unreasonable or unrealistic time
period.

--The product is not fully design-
ed, but is considered within the
current state-of-the-art.

--Unanticioated technological
problems arise which require
extensive time to resolve and
result in suhstantial changes to
the original product and to
production.

-- The changes increase costs
substantially.

-- Intensive effort is required to
minimize deviation from the
original delivery schedule and
product soecifications.

Much interaction occurs among the various
stages and avents of each situation, and the
end result is often a cost overrun of signi-
ficant nroportion .
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INTERDEPEMDENCY

If the degree of state-of-the-art is a driver
of technological uncertainty, then interre-
latendness is a major multiplier on cost of
development and production. Interrelatedness
of design relates a change in one component
or subsystem to many others. Interrelated-
ness can also affect production and vendor
activities, since a change in oroduction
methods or delivery cycle in one area or
component may affect production of other
components or work in other areas. A product
in an advanced area of technology will be
subject to higher levels of interrelatedness.
Interrelatedness can be described in a matrix

form as shown in Figure 4.
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ORGANIZATIONAL SLACK

Two additional factors compound the disrup-
tive effect of concurrency. First, the level
of resources available to the oroject, and
second, the degree of external control over
events. The level of resources comprises all
twes of resources technical, managerial,
facilities, financial, etc. Adegquacy of
resources is measured by the variable
“organizational slack”.

This factor is based on the organization's
experience using the basic technology invol-
ved. It provides a fund of knowledge on how
to handle the inevitable unexpected oroblems
which arise. A second problem is the degree
to which the frame of the project, which may
leave inadequate reserves for use on unex-
oected problems. This inadequacy can be a
critical flaw, given the intense time com-
pression inherent in concurrent design and
production.

Organizational slack, thus, defines the level
or degree of unknowns that are internal to
the system rather than the external exigen-
cies. Factors related to internal uncert-
ainty could he measured using dimensions such
as:

1. The organization's ability
to respond to new or
unforeseen requirements.

2. The slack or flexibility
that has been built into
the organization.

3. Prior experience with the
given technology.

4., Number of linkages of
subsystem dependencies or
interaction with other
projects.

5. Percent of the oroject's
subsystems being developed
that are at the state-of-
the-art of the technology.

6. The amount of time compres-
sion or tightness of
schedules (concurrency).

7. Availability of, or access
to, resources.

8. Maturity in the planning
and control of operations,
including computer systems
and organization structure.

3. Amount of overlap of
development, design, and
implementation.

10. Number of contractors or
organizations involved in
the project.

These factors contribute to management's
ability to cope with uncertainty. In turn,
the delay, disruption, or slippage that can
be anticipated would be measured by the
relationship of this capacity to customer
demand as shown in Figure 5.
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3Y DEGARE OF CONCURNENCY

FIGURE 5 IMPACT OF CONCURRENCY ON OIRUPTION
ON DIRUPTION AND RESPONSE CAPACITY



Expacted Adisruption is an expanentially Perry, in a study of acquisition strategies,

increasing function which is dependent on the recommended that acquisition management use
organizational response capacity, which in an incremental aporoach (25). This support
turn depends on the level of concurrency. was based on an analysis of 36 major DoD
Thus, when the level of concurrency ap- programs which revealed that high cost growth
proaches the response capacity, the delay was due to:
increases. This formulation does not deal
with uncertainty per-se, but whether the 1. Willingness to pay the
organization is able to cope with problems as price for having high
they arise, or is able to anticipate pro- technology with compressed
blems. In turn, the amount of slack or schedules.
flexibility in the organization determines 2. Over-optinﬁgm regarding the
the ability to respond to uncertain require- cost of coping with Tong
ments. If management is operating with term technology.
minimum slack, then any disruption can cause 3. Little evidence that the
a large delay. programs had extreme
- . urgency.
Angther perspective of management practices 4, Little improvement in cost
is shown in Table 3 for four government based on:
agencies based on a RAND (27) study of R&D
management. An examination of the findings a) contractual approaches
reveals the considerable latitude given b) complex management
program managers in dealing with creative ref orms
individuals needed in RZ0 programs. Given c) improved estimating
this kind of organizational envimnmgxt, the d) early identification
accuracy of estimates is highly questionable. and correction of cost
At best, the estimate is a target that growth.
permits a level of effort to be apph'ed‘in
attempting to achipve what are often elusive Despite these four factors, a number of
objectives or requirements. programs had surprisingly good outcomes and
B were able to predict cost performance and
schedule. Using their findings, the authors
Pregres
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suggested that an incremental strategy and
control in the early phases of development
would have the most effect on avoiding cost
growth,

The incremental strategy recommended
the following steos:

1. Resolve uncertainty early
in the program.

2. Avoid concurrency of
development and production.

3. Separate performance from
reliability and maintain-
ability.

4. Require periodic reassess-
ment, redefinition, and
readjustment regarding
prodosed changes.

5. Conduct tradeoff studies to
resolve restructuring.

The banefits from an incremental approach to
management would lie in greater predict-
ability based on orototyoe demonstration and
in uncovering difficulties early in program

Tife. It would also encourage competition
and transfer of technology as the need
reguired.

Another consideration relating to organi-
zational slack is oresented in the study by
Moeller (23) of the OSARC management review
nrncess to determine its affect on the length
of major svstem icquisitions. He found that
Although DSARC demands considerable time and
generates a sizeable workload for the program
office, there was no axcessive delay in 11 of
the 13 programs examined. His conclusion,
therefore, was that regardless of how cumber-
some the review process might be, it had no
significant effect on the length of the
acquisition cycle because the review was
concurrent with the production activities.
Rather, the primary contributer to lengthen-
ing the development process was lack of
adequate funding or instability which caused
stretchouts. Another significant factor in
lengthening the cycle was the lack of agree-
ment on configuration and performance par-
ameters. This lead to indecision or incon-
sistency in meeting technical requirements.
There were a number of delays resulting from
testing reguirements. Two significant
recommendations were the judicious use of
concurrency, such as for logistics and more
flexibility in the approach to acquisition.

ORGANIZATIONAL PERFORMANCE

Another asgect
relates to axoected performance.

of organizational slack
Cochran (8)
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has identified key factors which contribute
to disruption and which management can review
in order to achieve more effective control:

1. CONTRIBUTORS TO TASK
VARIABILITY

a) Inadequate definition
of oroduct specifica-
tion.

b) Underestimating the
"state-of-the-art"
(SOA).

¢) Poor cost engineering
or organization plan-
ning.

d) No allowance for
uncertainty in meeting
plans.

e) MNo "backup" activitias
in the event that the
design approach fails.

2. MEANS FOR OETERMINING
CISRUPTION

a) Review the degree of
rigidity in the de-
livery date.

b) Analysis of the SOA
tradeoffs.

¢) Examine areas where
tasks could not be
anticipated.

4) Qefina the deqree of
SOA advancement re-
quired, and the cost
involved by area.

e) Determine the risk
alements involved andg
their effects.

f) Define specific cost
increase relationships.

g) Develop mode 1ing
techniques to conduc*
appropriate analysis.

Considering that industry is often confronted
with untenable contractual procedures,
including peroetual specification change and
rigid contracting requirements, as well as,
unanticipated orice changes, inflation,
changes in the number of systams, and the
impact of new technology, it is small wonder
that acquisition managers do not have affec-
tive means for handling uncertainty.

Cochran (8) also described the S-Curve
oatterns of labor hours as a cause of disrup-
tion leading to substantial cost averruns
when develooment of 2 major new dasign is
concurrent with oroduction and under severe
delivervy pressure. Labor cost reflects the



impact of design delays, growth, and changes
in the production function. The disruption
caused by the S-Curve effect generally
Continues well beyond the first units pro-
duced, because of *he way in which production
operates. The procedures, tools, and methods
establis hed during the start-up period
inevitably carry forward to subsequent
periods. Costs follow accordingly and
managers generally acknowledge that it is
harder to revise engrained organization
practices than it is to start from scratch.
Further, design growth and changes cause
revisions to production methods and sequenc-
ing, and in facilities usage. If a change is
introduced after production has besn estabe
lished, considerable time is required to
fully implement the program. If design
changes occur after the affected components
have been completed, this requires rework and
reinstallation, which involves extra cost.
The cost of such work is dependent on the
degree t which it is different from the
position or sequence normally assigned to the
original task. Such wark also creates
extensive interference with other on-going
tasks, which can involve correspondingly
greater cost penalties.

Another cause of disruption carryover is the
"queuing effect®. For example, work still in
Process must be held up because of design
delays, design changes, or the need t5 per-
form a sizable amount of rework. Inventory
control demands frequent rearranging to
locate items currently required from the
shop, and other double handling affects units
in process. In turn, the clogging up of
valuable staging areas and even workspace may
cause direct interference with follow-on
units,

The repeated delays imposed on the production
organization in the early stages of a new
product cause deceleration of previous
activities and rework with their many cost
penalties. But beyond that, the relentless
need to deliver "on-time* causes a corres-
ponding acceleration later, with its own cost
penaities. The repeated cycles of decelera-
tionacceleration generate a pulsation which
Sweeps across every phase of production,
gaining momentum and leaving confusion and
wasted effort in its wake. The effects on
production procedures, facilities utilization
and personnel deploynent and morale are
profound, and account for mych of the cost

overruns and schedule slippages encountered
in production.

DETERMINING A PATTERN OF DISRUPTION

The ability to define causal relations among
variables in disruption and uncertainty is a
first step in predicting cost overruns and in
determining which actions a program manager
should take to avoid cost growth. For
example, Augustine (3) proposed using addi-
tiomal plaming funds based on an assessment
of risk, He contends that even the most
capable program manager is not able to
forecast all the problems that will be
encountered in a develomment program spanning
anywhere uwp to ten years. However, it is
quite possible to forecast the "probabi Tity
that additional funds will be required. He
recommended the use of TRACE (Total Risk
Assessing Cost Estimate) as the basis for
Justifying the additional funding.

One of the early attempts to deal with
uncertainty was proposed by Marshak, Glennon
and Summers (18). They indicated that where
"component® interrelatedness is defined, one
can predict the effects that are likely to
occur. Under conditions of uncertainty, low
slack heightens interrelatedness and substan-
tially increases the risk of redesign.
Furthermore, the risk of redesign is sensi-
tive to the degree that design reaches beyond
past state-of-the-art and where there are
requirements to use existing components which
can strain the designer and lead to subopti-
mization. Based on three conditions describ-
ing component interrelatedness, one is in a
position to predict potential disruption.
When there is a high degree of close cowling
or interrelatedness, the likelihood of design
change is substantial. Where there is loose
couwpling and engineering slack, when com-
ponents are redesigned the deviation does not
influence the other components, and there is
less propensity to redesign. It is argued
that the tightness of component interrelated-
ness can be traded off against uncertainty,
and thus achieve more effective control.

Another measure of uncertainty is system
compiexity which contributes to determining
the entropy in a system. Table 4 illustrates
the impact of compliexity on maintainability
and availability. Complexity is indicative
of the uncertainty related to potential
disorder and resultant cost overruns,




Mean Flight

Degree Not Hours Maintenance
of mission  between man-hours
Complexitv cacable failure per sortie

Air Force

A-10 Tow 32.6% 1.2 18.4
A-70 medium 38.6 0.9 23.8
F-4E medium 4.1 0.4 38.0
F-15 high 44.3 0.5 33.6
F-111F high 36.9 0.3 74.7
F-111D high 65.6 0.2 98.4

Navv/Marine Corps

A-2M Tow 27.7% 0.7 28.5
AV-3A T low 39.7 0.4 43.5
A-7E med ium 3.7 0.4 53.0
F-4d med ium 34,2 0.3 82.7
A-6E high 39.3 0.3 71.3
F-14A high 47.1 0.3 97.8

TABLE 4  COMPLEXITY, MISSION CAPABILITY, ANO MAINTAINABILITY OF VARIOUS
WEAPON SYSTEMS.

(Source: Armed Forces Journal Internatioral, May 1380)

RISK MOOELS

Many causal relations currently applied
utilize risk, rather than uncertainty to
predict possible outcomes. Figure 6 shows
the relationship between risk and uncertainty
as related to causality. Models of known
phenomena provide a mare certain basis for
prediction than random events which are used
for estimating probabilities. Uncertainty,
on the other hand, covers those areas that
are illdefined or where there is a lack of
knowledge of effects.
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FIGURE 6 TAXONOMY OF CAUSALITY AND FIGURE 7 RELATION OF STATE-QOF-THE-ART
UNCERTAINTY TO CONCURRENCY



Figure 7 attempts to relate state-of-the-art
to interdependency and level of concurrency.
The likelihood of disruption is shown as a
function of varying levels of concurrency.
The more complex the program, and the higher
the interdependencies the greater the like-
Tihood of disruption. Thus, the Tlikelihood
of disruption increases with increasing
concurrency.

In regard to technological uncertainty,
Duvivier (9) recommends the use of tech-
nological forecasting to assess the risk in
meeting the demand for increas ingly advanced
technology. He postulates that advances are
extrapolations of current knowledge and that
breakthroughs are rare. Even when occur,
such as the laser, it takes 8 to 12 years to

incorporate them in new systems. He shows
examples of engine weight, 1ift and fuel
consunption all following smooth curves.

Thus, the cost and benefit of new tech-
nologies can be based on an extrapolation of
technology growth curves.

Because technological uncertainty impacts
projects with advanced state-of-the-art,
reduction in development time is possible by
maintaining a strong research and develoment
(R&D) posture. New technologies can be
tested and evaluated prier to incorporation
in major systems and thus “avoid* some of the
uncertainty., Considering that new technology
is limited to a small percent of components,
advanced or anticipatory develomment can
contribute significantly to the reduction of
technological uncertainty, reduced need for
concurrency and ultimately reduced disrup-
tion. Thus, “demonstrated” technical cap-
abiTity could suplement "fly before buy" as
an approach to the management of risk and
uncertainty in major acquisitions.

This latter position is consistent with DOD
5000.3, dated April 1978 which states, "Test
and evaluation shall be commenced as early as
possible and con ducted throughout the system
acquisition process as necessary to assess
and reduce the acquisition risk®. It also
concurs with OMB circular A-109 which states,
“When risks can be accommodated and progress
indicates that a proof of concept demon-
stration is in order, the alternative system
design concepts selected for consideration
for competitive demonstration are to be
sumitted to the agency head for approval,
along with other alternatives which were
identified and evaluated." Although early
prototyping offers a number of advantages,
the maintenance of a basic technological
capability consistent with emerging needs can
effectively collapse the time span taken for
major developments. In the commercial field

IBM and Bell Labs are examples of maintaining
centinuous, high technology, R&D capability
which has payoff in terms of capability in
developing new technology.

CURRENT APPROACHES TO ACQUISITION MOCELING

This portion of the paper will examine
representative models that are currently
being applied to the acquisition of major
systems. For our purposes the types of
models will be grouped into two major cate-
gories - probabilistic/stochastic models and
general models. Within this framework
several aspects of each of the models will be
explored - namely, the basic approach of the
model, how it is used, results of its use
(postmortem analysis will be included where
available), the requirements for its use,
and, the problems or limitations. The
selection of the models chosen for analysis
is not intended to be exhaustive, but rather
indicative of the type of models currently
being used or proposed for use in the acqui-
sition process.

The extension of the two groups of models
leads to a proposed approach - the Causal-
Integrative Model (CIM) - which is suggested
as a means to deal with factors beyond those
used by many of the current models.

Stochastic/Probabilistic Models

Within this category, two models will be
discussed. These are - VERT, and a Risk
Analysis Model presented by Adniral Freeman
at the 1979 Symposiun on Risk and Uncer-
tainty.

YERT - Venture Evaluation and Review
Technigue

VERT was developed in 1973 by Gerald Moeller
(5) and has been used almost exclusively by
U.S. Army program managers to determine the
“best” balance among the three program
parameters: cost, schedule, and performance.
The model evolved from earlier methodological
approaches such as GERT (Graphical Evaluation
and Review technique), CPM (Critical Path
Method), PERT (Program Evaluation and Review
Technique), MATHNET (Mathematical Network
Analyzer), and RISCA (Risk Information System
and Cost Analysis). The short comings of
these earlier models when compared with VERT
was their failure to include the performance
variables along with the cost and schedule
variables in th total risk-analysis method-
ology. The VERT model corrects this problen.




The VERT approach is a general networking
method that determines program risk analysis
through two basic steps: construction of the
graphically representative network and
analysis of the network using the VERT
software. The first step entails development
of the ordered series of activities or
subtasks that lead to a specific task. This
network includes all aspects including
decision points - required to complete the
event. If the problem is quite large and
complex, Tower level networks or subnetworks
of the major Subsystems are developed.

Once the network (or networks) is developed,
the program is converted {nto the VERT
sof tware compatible terminology. The soft-
ware allows for a variety of input capabili-
ties that make 1{t possible for decision
events and activities occurring within the
network to be described. Numerical values
for a task's time, cost, and performance are
assigned along with probabilities or decision
rules based on a specified relationship. The
process involves a Monte Carlo simulation in
which the design of the network flow across
the entire network or subnetworks from the
start to an appropriate decision point leads
to a trial solution of the problem being
modeled.

The process is iterated as many times as the
need warrants in order to create a large
sample of possible outcomes concerning: slack
time, completion time, cost, and performance.
Frequency distributions, scatter diagrams,
and probabilities of exceeding given values
are also generated. Finally, pictorial
histograms are generated for desired events,
giving the program manager an integrated risk
analysis for a particular point of interest
in the program. Mann (17) reported in
Defense Management Journal that “some minor
problems have arisen with VERT, but none are
considered major obstacles to i{ts effective
use.” The problems center about the prob-
ability distributions. Most data sets in
VERT are triangular indicating pessimistic,
optimistic, and most Tikely values. This
factor reduces the flexibility of the model
and the accuracy of the simulations. Another
problem, according to Mann, s the inability
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to obtain expert estimates of the time and
cost requirements. The experience is that
most of the values obtained have been overly
optimistic - which affects the usefulness of
this approach.

Risk Analysis Model

RADM Freeman's risk analysis model allows
various alternatives or systems to be objec-
tively compared through aggregate risk
analysis. The process begins with a segmen-
tation of the various program functions into
categories reflecting the schedule, cost, and
performance variables. Risk distributions,
represented by utility functions, are used to
determine utility values versus a change in
one of the variables. For example, the
question of "how much additional risk is
presented by a change in performance variable
A ?" is answered. The next step consists of
developing a Risk Matrix where the options
(or alternative systems) are presented versus
the criteria for choice. The summary risk or
probability for each system/alternative can
then be compared on a quantitative basis.
The term risk factor is presented in the form
of an eguation:

Re= 1 - Pg(l - Cp)

Where: Ri= Risk Factor
Pg = Probability of Success
Cf= Consequences of Failure
With: 0s Pysl
0= Cfsl

If C¢s the consequence of failure, is inter-
preted to represent a utility function, then
the risk factor curve will be defined as a
utility function. The shape of this function
will be in the form of a negative Pareto
curve. If the system criteria and associated
risks developed from the Risk Matrix earlier
in the sequence were plotted in rank-ordered
fashion, it too would be representative of a
negative Pareto function.



General Models
Within this category, two types of models

will be discussed - parametric cost estima-
tion and dynamic modeling.

Parametric Cost Estimation

Parametric Cost Estimation is the primary
costing methodology for DoD weapon system
acquisition. This approach evolved from
research by RAND Corporation in +the 1late
1950's. The basic idea was to make accurate
estimates of weapon system costs at the early
stages of system design. This approach uses
performance variables such as speed, weight,
range, power, etc. to predict costs since
estimates of these parameters are usually
known early in the design phase.

These estimates are based on historical data
of previous or similar systems and utilize
statistical relationships between cost and
the performance parameters of these past or
similar systems. These statistical relation-
ships, called cost estimating relationships
(CER), take the form of an equation using
cost as a function the performance variables
and constant coefficients. McNichols (20)
describes the relations in simplified format
by:

C="Ff(X)= f(x], xz, .......
where X1 denotes, a performance parameter.
The total cost would then depend on each of
the values of Xy based on data from histori-
cal or similar systems., McNichols criteria
for selection of the variables is given by:

¢ The logical or theoretical
relation of a variable to
cost (thus implying that a
real dependence between cost
and the value of the parti-
cular variable or set of
variables exists, subject to
some random disturbance or
uncertainty.)

8 The statistical significance
of the variable's contr ibu-
tion to the explanation of
cost (thus implying that
relevant cost experience
exists to test and calibrate
the postulated cost depen-
dence - subject to measure-
ment uncertainty.)
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o The dependence pattern of the
contr ibution made by a
variable to the expianation
of cost (thus the analyst
must have sufficient con-
fidence in the relationship
that he is willing to extend
it to estimate a new item -
and diff erent analysts will
have different degrees of
confidence).

There are several adavantages to the para-
metric cost estimation approach. First,
since the method consists of a series of
CER's and requires aggregation, it is easly
adapted to a computer. Output and turnaround
for new estimates can be obtained quickly
when compared with the detailed engineering
aporoach. Second, sensitivity analysis is
easily performed using this method. For any
change in a given parameter, the correspond-
ing change in cost is easily deter mined.
Third, cost/benefit analysis or trade-offs
are also easy to perform. Fourth, each time
a later generation system is estimated, the
historical data base already developed can be
updated amd used.

is not without its disadvant-
First, the cost of computer resources
Collection of the data
is time-consuming as well as subjective.
Second, keeping the database relevant is a
major problem. Haese (14) states that the
tremendous technological advances of weapan
system state-of-the-art have tended to out-
date cost data even before it is reported.
Thus, cost data collected on the latest
weapon system may not represent the cost
of current technology. With changes from
discrete components to integrated circuits,
from compound metals to composite materials,
etc., what, if any, historical technology is
similar enough to any proposed weapon system

The approach
ages,
could be significant.

to allow valid design and credible cost
comparisons? Third, the relevance of the
cost data base is equally influenced by
differenc:s in weapon system acquisition
management philosophies, contractual ap-
proaches, contract types, and resources
available. Fourth, the comparability of the

cost data among contractor generated cost
reports produces serious problams. Often, it
is difficult to understand what the collected
cost data represents.




Oynamic Modeling

Computer-based dynamic modeling was proposed
by J.W. Forrester in the 1950's as an
approach to help solve problems of complex,
continous systems. Forrester states that a
dynamic model of a system should have the
following characteristics:

e A statement of cause-effect
relationship.

e Simple mathematical relation-
ships.

o Be extendable to large
numbers of variables without
exeeding the computer limita-
tions.

e Be able to handle "contimus*
interactions in the sense
that any artificial discon-
tinuities introduced by
solution-time intervals will
not affect the results. It
should, however, be able to
generate discontimous changes
in decisions when these are
needed.

A dynamic model is based on four factors that
have improved understanding of complex
systems:

o The theory of information-
feedback systems.

e A knowledge of decision-
making processes.

e The experimental approach to
analysis of complex systems.

e The digital computer as a
means to simulate realistic
mathematical models.

Dynamic models should be based on the follow-
ing premises:

e Management decisions can be
shown as information-feedback
systems.

e Model experimentation can
show the way system com-
ponents interact to produce
unexpected over-all system
aff ects.

e Systems are internally
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constructed in a way that
creates many of the effects
that are attributed to
external causes.

e Policy and structure changes
can be made that will produce
substantial change in system
performance.

Dynamic system models contain four essential
features:

o Levels within the systems;
e.g. - number of employees,
work in process. .

e Flows rates that represent
changes 1n contents from one
level to another.

e Decision functions that are
us contro e rates of
flow between levels.

e Information channels that
connect the decision function
to the levels.

Expansion of the concepts presented by
Forrester into an acquisition model could
contribute to a better understanding of the
likelihood of cost overrun and disruptions.
The main advantage of dynamic simulation is
that it forces managers to clearly define
their decisionmaking. This approach leads to
greater insights into the acquisition pro-
cess. :

However, dynamic modeling is not without
disadvantages. Among these are:

e In simulation, all relevant
variables and phenomena must
be quantified. The reduction
of all descriptive knowledge
to quantitative measures is
not always valid.

e DOynamic simulation is found
to be most useful in price-
quantity problems, less
useful in organizational
design, and least-useful in
external product-market
strategy.

e Dynamic simulation is not
easy to apply. [t is a
complex technique that needs
considerable data and know-
ledgeable people.



FIGURE 8. CAUSAL-INTEGRATIVE MODEL
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® There are problems in accept-
ance of the amproach because
it is often considered a
research tool,

Causal Inteqgrative Model (CIM)

An extension of the dymamic modeling approach
is described as a causal integrative model.
The modle shown in Figure 8 describes the
processes, flows, variables, feedback 100ps,
delays, exogemus variables and key decisions
as they are related to the four basic vari-
ables in the acquisition process shown in
Figure 2. As noted earifer, acquisition
models currently being used do not address
all of these variables, thus, each of there
models lacks some degree of completeness.

Referring to Figure 8, the Causal-Integrative
Model can be used, for example, to determined
how a change in economic uncertainty affects
the level of environmental uncertainty which,
in turn, affects mission, scope, and funding.
These changes perturbate the system to effect
changes in organizational slack, techno-
logical uncertainty, and customer urgency.
Thus, a change in one variable can be shown
to cause changes in the others through the
pervasive network of interdependencies.
These changes in a key variable impact the
acquisition cycle in ways that are not
intuitively obvious without the aid of a
dynamic model to point out the causal rela-
tionships.

Representative Module of the CIM

A modular approach was used to develop the
Causal-Integrative Model. This method
entails developing one module at a time in a
dynamic mode and interfacing it with the rest
of the model being kept in a static mode.
After the first module ig developed and the
interfaces are valid, a second module is then
deveioped and integrated into the total
model. The interfaces of the two modules are
then tested for proper operation with the
Same approach used for the single module.
This process is repeated until all the
modules are completely integrated into one
model with many sutmodels on modules. QOata
from projects can then be used to test the
model for variations in actual versus pre~
dicted values.

The aggregate variable Organization Slack
(0S) will be used to briefly demonstrate this
modular process for the single module. From
Figure 8, the subvariables for Organizational
Slak are those shown in Table 5. Added to
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this Table are some criteria measures that
can be used to quantify these subvariables.

Organizational Capacity (ORCA) -
people, experience levels

Organizational Qemand (OROE) -
hours required for task

Subcontract Slippages (SUSL) -
percent delay, time

Change in Scope (CHSC) - varia-
tion from contract, percent
change

Level of Resources Allgcated
(REAL) - people, budget levels

Learning Curve (LECU) - rate of
learning effects

Key Personnel Turnover (KPTO) -
percent change

Key Equipment Oelays (QEKE) -
percent time

Subcontractor/GFE Oelays {QESE)
- percent time

Changes in Technological Un-
certainty (CHTU) - state-of-the-
art advances, complexity, # of
components

Changes in Rate/Quantity {CHRQ) -
- production required concur-
rency

Level of Competition (LECQ) -
price levels in real percentages

TABLE 5 SUBVARIABLES FOR ORGANICATIONAL
SLACK

As an initial step, the development of the 0S
Module would start with a system dynamics
representation of the events and processes
that make up this aggregate variadle. Once
this step, and the programming effort is
campleted, test data for the subvariables can
then be used to check the module operation.
Oata inputs from autside of the module can he
of either table "look-up” type or of func-
tional relationships {curves). Thus, when
the module "needs" external values, they are
developed from computations utilizing the
functional relationships or from a data
matrix.



With programmatic test data in the module and
empirical data used in the rest of the CIN,
the output variables can then be observed as
functions of changes in the Organizational
Slack module. For example, output curves of
Cost Performance can be generated by varying
the Level of Resource Allocated (REAL).
Sensitivity studies could be made regarding
Cost Performance and the impact of variation
of the Organizational Slack subvariables on
this output peformance mesure,

The direction in acquisition management
prompted by this approach requires the
following:

¢ developnent of a complete
computer-based model,

¢ testing of the model with a
completed program,

¢ validation of the model using
current programs,

¢ implementing the model for
policy level decisions in
acquisition management.

CONCLUSION
The material presented here has attempted to
highlight important advances that have been
made 1in improving the acquisition process.
Because of the pervasiveness of the subject,
of necessity, mt all relevent research or
applications could be included. Rather, what
has been presented here can be considered as
indicative of the current state-of -the-art in
acquisition management and a Saseline ap-
proach for future developments.

At the outset, the report emphasized the need
for a causal basis for under standing the
factors that affect cost gverruns. A number
of illustrations were presented that clearly
identify that cost growth is a phenomena that
is related to the acquisition of complex
projects, both civilian and military.
Further more, that four primary variables
contribute tc cost growth. These include
environmental uncertainty, technological
uncertainty, customer urgency and organiza-
tional slack. The discussion pointed out
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that program control as currently practiced,
is not appropriate to avoid cost overruns. A
nunber of research reports were cited which
showed reasons for cost overruns. Among the
key contributors to incurring higher “tnan
budgeted costs are the four primary variables
in the acquisition process described.,

Having established a basis for understanding
why cost overruns occur, the next considera-
tion was to examine risk and uncertainty
aspects of the problem. This material
provided a foundation for the section on a
causal basis for defining uncertainty. A
number of studies were presented to help
understand what causes uncertainty and how to
approach it in the acquisition process.

For example, it was pointed out that un-
certainty and disruption cannot be elimi-
nated, but rather can be contrclled if there
are causal models such as relating cost to
advance in state-of-the-art.

Given the foundation presented to this point,
a set of causal relations among variables in
disruption and uncertainty were examined in
order to establish a "pattern of disruption“,
This was followed by the section on current
approaches to acquisition model ing, including
ones used for risk analysis.

The final section presented a “Causal-Inte-
grative Model*, which illustrates the compl ex
relationships that exist among the variables
that affect the acquisition process. Al-
though this is a preliminary model, it
provides a basis for integrating the ap-
proaches to date to managing the acquisition
process. It includes many causal sub-models,
such as concurrency, learning curve, dis
rwption, etc. It also covers the dynamic
interdependencies that exist and the treat-
ment of risk and uncertainty as integral
parts of the model.

Acquisition managers who use more sophisti-
cated tools can improve the potential of cost
control, Qbviously, mo set of tools or
techniques is a substitute for the management
process; however, the well informed program
manager can increase the likelihgod of
decisions in "managing* cost. The causal
integrative model approach described -of fers
the potential for achieving this goal.
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DETERMINING COST UNCERTAINTY IN BOTTOMS~UP ESTIMATING

J.J. Wilder and R.L. Black

GRUMMAN AEROSPACE CORPORATION
Bethpage, New York 11714

ABSTRACT

This study addresses the problem of deter-
mining the uncertainty associated with a conven-
tional Work Breakdown Structure (WBS) estimate.
It treats both the independent and completely
dependent relationships among WBS elements to
establish a probability region of cost risk.

Approximation methodologies are shown that
are adequate for many (if not most) applica~
tions, and may be performed on a hand held
calculator.

INTRODUCTION

This paper describes procedures for esti-
mating the total cost uncertainty in a Bottoms=~
Up estimate by using the uncertainties in the
individual task estimates. As long as the tasks
may be considered independent a straight forward
analytic procedure may be employed. However,
dependency usually exists; for example, if some
part of a project rums into trouble, other parts
are almost always affected. Then a more complex
approach must be employed.

Traditionally, attempts to improve a
Bottoms-Up (Grass Roots) cost estimate have
concentrated on improving the accuracy of the
point estimate. Lately there has been growing
interest in determining the amount of uncer-
tainty in the estimate itself. This information
can be used to identify estimating errors or can
be considered a measure of the risk associated
with the particular task.

The latter purpose was recognized in
Revision 2 of DoD 5000.2 which stated that
"Although there is comsiderable uncertainty
early in the acquisition process, every effort
must be made to use the best available data and
techniques in developing estimates. Bands of
uncertainty shall be identified for point
estimates.” This position has been spelled out
in more detail in the recent DoD recommendacion
on Yew Management Initiatives (ASD R&D memo
april 30, 1981) which has ordered the services
to develop procedures to calculate this risk
estimate and include ifr as an integral part of
the budgetary process.

A Grass Root estimate consists in dividing
the completed project into idencifiable activi-
ties which taken together include all required

tasks-~-a Work Breakdown Structure (WBS). The
cost to complete each activity is separately
estimated, usually based on a mixture of exper-
ience and analogy with previously completed
similar tasks. These WBS element estimates are
then added to become a total cost estimate.
Usually man-hours are estimated and dollars are
found by applying the rates applicable to each
skill code. Also various additional factors are
also included, such as indirect allocations, G&A
and fee. These factors add some computing
complication but do not change the basic ap-
proach, so they will be ignored here.

An uncertainty analysis covers the same
ground. It uses the same WBS. However, the
cost estimates of the individual WBS elements
are expressed as probability distributions
rather than point estimates. Then it adds the
distributions to obtain a total probability
function. This resulitng function expresses the
range of possible costs in terms of their
probabilities of being achieved.

INPUT DENSITY FUNCTIONS

Since we have stated that our estimates are
to be expressed as probability distributions
rather than point estimates, it is necessary to
determine what form our input probability
density function should take. If we assume that
the project is technically feasible, then for
each element:

[] There is a greatest lower bound for
the resources required for che task to
be accomplished with a probability of
zero.

. There is a least upper bound for the
resources required for the task to bhe
accomplished with a probability of
one.

The actual shape of the density fumction
is, in reality, unknown, and probably unknow~
able. We can, however, assign characteriscics
to it chat would be logical.

o It should have fixed, positive upper
and lower bounds

o It should not be necessarily symemtric
It should be unimodal
It should be computationally simple.

£~ oW
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Many demsity functions meet all or most of
these criteria. Perhaps the most widely used is
the Beta distribution suggested by the pioneer-
ing work of Dieneman (3), and used by Klein (5,
6) and many others. McNichols (8) uses a Weibul
distribution, which does not require the strict
feasibility assumption since it is open ended at
the top. In this paper, we will use the trian-
gular distribution. It is completely character-
ized by three points, low (1) with an associated
probability of zero, mode (m) the most likely,
or modal value, and high (h) with an associated
probability of one. We usually assign the modal
value to the nominal or point estimate. This
distribution meets the criteria mentioned above,
and a very useful characteristic is that its
inverse transform is closed form and quite
simple, making it very convenient for Monte
Carlo or other simulations.

The requirement, then, is for three esti-
@ates for each element, 1, m, and h. In some
cases the analyst may feel uncomfortable with
trying to estimate the zero and one probability
points. In this case, we ask for a low estimate
(1') and an associated probability of underrun
(s), the mode (m) and a high estimate (h') and a
probability of overrun (p). The 1 and h values
are calculated easily as shown in Appendix A-1.

In some instances it may only be possible
to assign bounds to the estimate. In that case,
we use the uniform distribution. The character—
istics of tbe triangular and uniform distribu-
tions are described in detail in references (9)
and (10).

INDEPENDENT ELEMENTS

If it can be assumed that these estimates,
or WBS elements are independent, them our normal
approach is to use the method of moments. This
approach follows the general approach of
McNichols (7) and is described in detail in
references (9), (10), and (l1). For tbis
reason, only a brief summary is included.

If X is a random variable with mean 13
(first(gfigiu moment) and ing the nomencla-

ture g to signify its i~ central moment,
then its additive moments Ai are as follows:
AL u
A2 « u®
A3 - "(3)
4 aal® g (052

The useful property of these A moments is
that for all independent x,, the a moments of
the sum of the z,'s is the®sum of the A moments
of the individual xi's.

To perform the analysis, we determine the
four A moments of the input distribution and add
them to determine the output distribution's A
zoments. We then fit a Beta distribution ro
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these four moments (reference (1)) and assume
that it represents the output density functionm.
We have developed a library of fortran sub-
routines to determine these for triangular and
uniform distributions and for the Beta fit.

A main program is written to input the
data, call out the required subroutines, and
supply required formatting. These programs are
also written im BASIC for the HP 9830, and are
being translated into BASIC for the HP 9845.

Use of the four additive moments emables us
to shape the output density function, since a
function of A, and A, defines the kurrosis, or
peakedness, and a fufiction at A, and A, defines
tbe skewness. The output Cumulitive D%s:tibu-
tion Function (CDF) is easily found by a simple
numerical integration, and the output probabil-
ity statements obtained from this.

By examining the element results, useful
insights may be obtained into the risk elements
of tbe project. The risk drivers are those
elements with the greatest variance, while the
cost drivers are those with the greatest means.
They are not necessarily the same.

DEPENDENT ELEMENTS

We have used three approaches to perform a
cost risk analysis where the independence
assumption cannot be made. (it is our intuitive
opinion that the independence assumption is

usually invalid)

L. Simulation

28 Moment Function

3. "Quick" and Dircy” Triangle
l.  Simlacion

For the simulation of dependent elements,
the "slice" technique was used. This technique
is described in detail in reference (2).
Briefly, the same input is made to the inverse
transform during a single pass through the
elements as used by Haise (4), except that we do
not use a random input. By using this "slice"
technique, good results are obtainable in as low
as 100 iterations, although we prefer a much
larger number. In the example that follows,
"TEST PROGRAM" used 10,000 iterations. This
done on a HP 9845 and took about 40 minutes
running time.

was

2. Moment Function

For the moment function approach we use the
fact that for the sum of dependent random
variables (i.e. correlation coefficient = 1 for
each pair) the standard deviation of the sum is
the sum of the standard deviations as shown in
Apprndix A-2. The mean of the sum is the sum of
the means for any set of random varibales
(independent or not). For each of our elements,




‘we calculate mean and standard deviation, and
sum to characterize the resulting output mean
and standard deviation. It must be recognized
that the skewness and peakedness characteristics
of the output cannot be defined since we use
only two moments. Strictly speaking, the most
conservative approach would be to use two moment
Tchebycheff-Markoff inequalities to define the
probability bounds, but for convenience, and
supported by much emperical deta, we charac-
terize the output density function as normal,
with mean and standard deviation as described
above. With these caveats in mind, we feel that
the moment function approach is suitable for

many, if not most circumstances.

3. "Quick and Dirty Triangle”

The "Quick and Dirty Triangle" (QD) is not
on as firm an analytical foundation, but seems
to be a good approximation, as we will show in
our example, and supported by emperical data.

We sum lows, modes, and highs and say that for
the dependent case, the output density function
may be approximated by a triangular distribution
whose low, mode, and high values are the sums of
Note that

the element lows, modes, and highs.
we maintain a skewness function.

Generally, the

QD triangle will be more peaked than the results

obtained by simulation (which we assume are

close to the real result), and the modal value

is open to some question.

With the output density function thus
characterized, the CDF and other probabilicy
statements are found, as shown in Appendix A-3

CALCULATIONS

To facilitate calculations and to provide a
tool that an analyst can use without resort to a
computer, the moments function approach for the
dependent case, method of moments (first two
only) for the independence case, and the QD
triangle have been programmed for use om a hand
held TI 59 calculator. The calculatioms in the
worksheets for the two examples which follow
were prepared using the TI 59. Frankly, at the
beginning of this study, we had no idea of
simplifying the procedures to the extent that a
simple hand held calculator could perform the
required computations. It seemed to develop
itself as we progressed. We feel that it is ome
of the most valuable results of our efforts.

Documentation and a users manual are not
complete at this time.

EXAMPLE 1 "TEST PROGRAM"

As shown on the INPUT DATA section of the
Risk Analysis Worksheet (Figure 1), this analy-
sis consists of four triangular and two uniform
inputs. The low, mode, and high for each input

i TEST PROGRAM ANALYST __J- WILDER DATE __ 3-30-82
INPUT DATA ELEMENT RESULTS CUM PROBABILITY POINT
ELEMENT LOW |MODE[HIGH|| MEAN |STD DEV % [IND(0)[DEP(1)] QD
1| TRIANGLE1 || 3 4 9 5.33 131 95( 58.89 | 69.03 | 68.06
2 | TRIANGLE 2 s | 8 | 15 9.33 2.09 90{ 57.30 | 6520 | 64.73
3| TRIANGLE3 || & 8 | 13 9.00 1.47 80| 55.36 | 60.55 | 60.13
4| TRIANGLE4 || 5 9 | 13 9.00 1.63 60| 52.78 | 54.34 | 5355
5 | UNIFORM 1 4 - | 10 7.00 1.73 50| 51.67 | 51.67 | 52.42
6 | UNIFORM 2 ) - | 18 12.00 2.31 40| 50.56 | 49.00 | 48.50
20| 47.97 | 4278 | 4337
10{ 46.04 | 38.14 | 39.75
05( 44.44 | 3431 | 37.18

Z VALUES

% 2z

95-05 | 1.645

90-10 | 1.282

|| 31 | 48 | 78 51.67 10.55 80-20 | 0.842

60-40 | 0.253

So:| 19.28
NOMINAL ___48 EXPECTED __51.67

Figure 1 Risk Analysis Workshest



are entered and the mean and standard deviation
recorded on the worksheet. The summaries, as
indicated, are provided by the calculator
program.

As explained before, for the Independent
and Dependent cases, we assume normality with
means_as indicated and standard deviations
of |yos% and Z91 respectively. To calculate
our Cumulative Percentage Points (CPP), ({i.e.
for any arbitrary value at cost, the CPP is the
probability that the cost will be the arbitrary
value or less) we use the appropriate z value
from a table of standard normal deviates. The
worksheet lists some values of z for this
purpose,

Examination of the worksheet can point to
mean and uncertainty drivers, and provides the
required probability statements.

We ran the independent case by our standard
method of moments, and the dependent case by a
10,000 iteration "slice" simulation. We plotted
the dependent density function derived from the
"slice" simulation and the QD triangle (Figure
2). As expected, due to the two rather powerful
uniform inputs, the simulation density function
is fatter than the QD triangle and has a lower
modal value. An all triangular example would
show closer correspondence.

h; / \eo TRIANGLE

31 N\

a1

4t

3t /

ER! /

1
. Y Y
i i \
28 J8 3T 4@ 45 E@ 55 E@ 65 TR TS =

URITS
Figure 2 Test Program Density Functions
(Dependent Casa)

Figure 3 shows the CDFs for the independent
case determined analytically by the method of
ooments, and for the dependent case determined
by the simulation. Points calculated with the
TI-39 calculator for dependent, independent, and
QD triangle are shown. The correspondence
between the various methods is remarkably close
when it is considered that uniform distributions
were part of the input.
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Figura 3 Test Program Cumulative Distribution Functions
EXAMPLE 2 PROJECT "M"

This example was done at level &4 of a
project WBS. This level consists of 63 ele-
ments, as shown on the worksheet (Figure 4). As
mentioned before, mean and variance drivers are
easily identified and may be singled out for
management attention. The reason for choosing
this example was to show that in spite of rather
large spread in most of the inputs, the leveling
effect of the independence assumption gives the
impression, as seen in Figure 5, that the
project has a very low level of uncertainty,
when, in fact, it was felt to be quite risky.

It is also interesting to note that using the
independent assumption, the probability of
achieving the nominal estimate (sum of the
modes) was substantially zero, while the QD
triangle approach calculates a probability of
.27 (the r value).

In Figure 5, the curve of independent case
was determined by the standard method of mo~-
ments, and Beta fit technique. The hand calcu-
lator results for dependent and independent
assumptions are shown. The dependent CDF was
generated by the "QD".

CONCLUSIONS

Calculating the probability distributions
for a WBS based cost risk amalysis using both
the independence assumption and the completely
dependent assumption provides bounds for the
analysis. The specific location between these
bounds will depend upon the estimated degree of
dependency.

Useful approximations to these bounds,
which should be adequate for most analyses may
be made with the use of a simple hand held
calculator such as the TI-59.




CUMULAT{VE PROBABILITY

TITLE PROJECT M ANALYST _J.WILDER  paye 31882
INPUT DATA ELEMENT RESULTS CUM PROBABILITY POINT
ELEMENT | LOW | MODE | HIGH MEAN STD DEV % | IND{O) | DEP{1) Qo
1 347.04 500 a2 1000 T4 105 95| 106551 ] 115152 | 1162686..
2 348, 04 15000 | 15525 | 22000 17508 1582 90| 105819 112514 | 113582
3 351.04 3000 | 3sa8 | 4500)| amee 309 80| 104919 109318 | 109787
a4 J52.04 400 508 00 503 a1 601 103714 105038 | 104420
Bj 353.04 || 1000 114 1300 1147 &1 50| 103197 | 103197 | 102437
Pt ~500 | 778 | 1280 878 Ed 40| 102680 | 101358 | 100301
NIm | s 358 20 20{ 100575| 97078 96728
{2000l 1720 104 ) 110]100575] 93880 | 94440
T T~ eg)| 11488 -~ 05| 99833} 91242 92824
58| &79.04 E TN
57 679.04 ] T
58] 68004 || 5603| 5914 | &00om. _,/usis‘ﬁ Z VALUES
59 710.04 400 | 41| sso| 458 1 % z
80| 72004 350 | 445 | 500 449 4 9505 | 1.845
81| 72004 0o | s 220 170 o 9010 | 1282
62 332.04 30| 30| 380 90 57 80-20 | 0.842
&3 02.04 ] ] 1] 0 0 6040 | 0.253
I || 8a823 | 97923 |123748]| 103197 7287
: Zat | 4182054
NOMINAL _ 37323 ExrecTep _JONN? A =
Figure 4 Risk Analysis Worksheet
L2 [ '//"—' (3) Dienemann, P.F.; Estimating Cost Uncer-
tainty Using Monte Carlo Techniques; The
- o 2Ly £ G Rand Corporation, RM-4854PR, January 1966.
L v (4) Haese, Edward J.; Cost Uncertainty/Risk
b I Analysis; USAF System Command, March 1976
(5) Klein, Michael R.; Treating Uncertainty In
2.4 ! Cost Analysis; The Beta Distribution; U.S.
[ f‘r Navy CNO Resources Analysis Group March
II'  Ti=gN |MSEPORSENT 1973.
82 .'F Ak o (6) Klein, Michael R. and Jordan, Harley R.; An
] Application Of Subjective Probabilities To
4.2 e ¥ i i F , The Problem Of Uncertainty In Cost Analy—
B 2@ 35 (@@ 145 i@ 1S 128 l2% sis; U.S. Navy CNO Resources Group, Novem-
UNITS ber 1975.

Figure 5 Project “M" Cumuilative Distribution Functions

(1)

(2)
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APPENDIX 1

Determination of 1, m, h when estimates of

h are not at probability 0 and l.*

Given X, A (l*, m*, h*)
and h'* is the high estimate with p» the
probability of overrun

1'* is the low estimate and l-s is the
probability of overrun.

Without loss of gemerality, we subtract m*
each of these quantities, and show the

ty function as follows:

i /40 ~ Al "\
Since this is a density function, area = |

a(h-1) —
3 1

(h=1) =2/a =0
Consider the A a, o, h
a'/a = (h=h'")/h, a' = (h-h")/h

p = (h=h') a'/2 = a (h-h')%/2n

Solving for h
h =h' + p/a + VkZ h'p)/a + pz/a2

In the same way using Aa, o, 1

*Unpu

blished memo R. Dowd to J. Wilder March 1982
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1=1"-s/a- Vs%/a? - (2 1'8)/a

Substituting 2 and 3 into ! and multiplying
through by a

£(a) = (h'-1')a + (p+s+2) + \[2h'pa+p? +

-2l'sa =9

f'(a) = (h'-1') + h'p/ VZh'pa - p2 + 1l's/
s" =2 1'sa
Using the Newton Raphson solution

= - 1
a a f(an)/f (an)
Using a = 1.8/(h'=1") a converges very
rapidly.

and h and 1 are found by using this value
of

a in@ and@

Example:
L',.Xx= 10 0.1
MODE = 18
H',.XX= 25 0.05
LOW = 4.196744201

MODE = 18

HIGH = 28.5951748



APPENDIX 2

Second Moments for Dependent Case

Llet Z =X + Y
then azz = E (Zz) -E (Z)2

=E(@+ D) -E @ + & (D)2
expanding and taking expectations, we have

o "t @ ~E@mieEad -8 @
2 (EXY) - E (X) E (7))

D o= o+ 0l %2 (€@ -E®

E(Y))

Correlation coefficient P is defined

P=(E (XY) - E (X) E (M)/ YV (X) V(D)
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if A= ], then

E(XY) -E(X)E(Y) = W (X) v (V)

Substituting 'in®

2 2 2
9z T 9x *2030y% oy

Z2 = ( oz * aY)2

By induction it can be shown that

if Z = ZXi

o, - zcxi, if p =1 for all Xi pairs




APPENDIX 3

"QUICK AND DIRTY" COST RISK ANALYSIS

This approximates the dependent case for a 4. For P > r, p = l-p
sum of triangular distributions (a few uniform CPP = H =~ p(H-L) (H-M)
distributions won't make too much difference, For P <r, p=p
use m = (h + 1)/2), CPP = L + p(H-L) (M-L)
Example:
l. Estimate lov(li), mode(ni), high(hi)
for each element i Let L = 10, M =17, H = 30
2. Calculate L = 211, M= In, B = Zhy r = (17-10)/(30-10) = .35
3. Catculate r = (M~L)/(H-L) 90X CPP P = .90 > .35, p = |-P = .1
CPP (90%) = 30 - .1 (30-10) (30-17) =
Let P(.xx) be the Cumulative Percentage 24.90
Point (CPP), i.e., for anmy arbitrary value, P is 30X CPP P = .30 <.35 p=7P = .30
the probability that the cost will be that value CPP (30%) = 10 + .3 (30-10) (17-10) =
or less. 16.48
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APPLIED RISK ANALYSIS WITH
DEPENDENCE AMONG COST CDMPONENTS

Dr. George H. Worm

AF Business Research Management Center
81dg 125, Area 8
Wright-Patterson AFB, DH 45433

ABSTRACT

The assessment of uncertainties in
component costs, a method of combining
these uncertainties for determining the
total cost uncertainty, and a method of
presentation for risk analysis results are
discussed in this paper. An extension of
the method of statisttcal risk analysis
which uses the Weibul distribution and the
method of moments is developed for incor-
porating covariance between component
costs.

I. INTRODUCTION

When estimates and objectives are
being established for contract negotia-
tions, numerous sources of information are
available and must be sensitized by the
persons responsible for preparing a pre-
negotiation briefing. Within ASD these
persons are assigned to the Directorate
of Pricing and are referred to as price
analysts. The price analyst has the
responsibility of determining and nego-
tiating a fair and reasonable price for
a contract.

The information available to the price
analyst is generally point estimates of
components which directly affect the total
cost (e.g., material cost, overheads,
labor hours, etc.). These point estimates
for components are generally derived by
engineering, cost, or price analysis. By
combining these point estimates for
components, one can derive a point esti-
mate for the total cost of the contract.

Seldom are the component costs known
with certainty unless there are firm
purchase  orders, negotiated overhead
rates, fixed wage rates, etc. The com-
ponents which are not fixed at the time of
negotiations are the components for which
a point estimate is not sufficient unless
cne has a crystal ball. The components
not fixed wjll be referred to as uncertain
components.l Risk analysis is a procedure
for taking information about the uncertain

components and reflecting how much uncer-
tainty exists in the total cost. An
uncertain component such as the manufac-
turing Tabor hours is often referred to as
random. This is not to say that manage-
ment cannot control labor hours, but
simply implies that under good management
the specific amount of manufacturing labor
hours required cannot be determined
specifically; therefore, there is still
some uncertainty or randomness.

Risk analysis is basically a three-
phased procedure, First, the contract
must be amalyzed to determine where
uncertainties exist and to determine the
magnitude of the uncertainty for each
component.  Second, the component uncer-
tainties must be combined to reflect the
uncertainty in the total cost. Third, the
resulting total cost uncertainty must be
used and presented in a way that aids in
the decision-making and understanding of
the contract under consideration.

The second phase of the risk analysis
is the link betwesn component uncertainty
and total cost uncertainty. This phase is
often considered to be the risk analysis;
however, the first and third phases are
the most important in implementation. The
second phase has been approached many dif-
ferent ways making different assumptions
and using different methodologies (1, 2,
3, 6, 7, 103. Section II contains the
assumptions made, the information con-
cerning components required, and the
results provided by the second phase of
the risk analysis. Section III contains
an explanation of how the resulting total
cost uncertainty can be used and how it
can be presented in order to provide the
decisijon-maker with valuable information.
Section IV contains a description of how
the price analyst can assess the uncer-
tainty in the components. Section V pro-
vides an example of the use of a computer
program designed to perform the calcula-
tions to combine the component uncertain-
ties into the total cost uncertainty. In
Section VI, several recommendations are
made concerning improving the usefulness
of risk analysis.

1Techm’caHy many authors differentiate between risk and uncertainty, but the two
terms will be used interchangeably in this paper.
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IT. STATISTICAL RISK ANALYSIS

In order to discuss the cemponent
uncertainty and total cost uncertainty, we
use probability distributions. The area
under a probability distribution repre-
sents a probability of an uncertain quan-
tity having a value between two points.
For instance, in Figure 1, the probability
(p(c)) of the uncertain component cost
being between $1,000 and $2,000 is given
by the amount of area shaded.

ple)

A

= ' ¢

$looo 42000

Figure 1

In order to describe component uncertainty
and total cost uncertainty, the Weibul
distribution has been chesen. The term
"Wefbul distribution® is used to describe
characteristics of the  probability
distributions. For instance, the Weibul
distribution can have many different
shapes. (See Figure 2). There is a lower
limit on component costs but no upper
Timit. By no upper Timit we mean that the
curve is asymptotic to the axis. The pro-
bability of extremely large over-runs is,
however, approximately zero. The skewness
of the Weibul distribution is a desirable
characteristic for describing cost.

b
J'Illr _-P\‘ 3 b
/

U

\
n

Figure 2

The price analyst must supply the
information necessary to choose the appro-
priate Weibul distribution. The infor-
mation required is three estimates of the
component. First, the price analyst must

estimate the component's most Tikely
value. This is the value which has the
highest probability of occurring. Second,
the analyst must estimate for the com-
ponent a value for which there is only a
one percent chance of being less than that
value, In other words, under the best
circumstances, what would the component
cost actually be? The third estimate is
the high value for the component, one
which has a one percent chance of being
exceeded. In other words, under the worst
circumstances what would the component
cost actually be? The three points are
denoted ML, L, and H respectively. The
three points and a resuiting Weibul
distribution are shown in Figure 3.

Figure 3

Naturally, a different L, ML, and H would
give a different shape to the distribution
for the component cost.

The components for which the analyst
must supply the L, ML, and H are basically
the same as those used in the DD Form 533,
They are:

Material Cost

Material Overhead (not based on
Material Cost)

Material Overhead Rate

Interdivisional Transfer Cost

Engineering Hours

Engineering Wage Rate

Engineering Overhead (not based on
Engineering Cost)

Engineering Overhead Rate

Manufacturing Hours

Manufacturing Wage Rate

Manufacturing Overhead (not based on
Manufacturing Cost)

Manufacturing Qverhead Rate

Other Cost

General and Administrative (G&A)
Expenses

Other Cost with no GZA Expenses

If a component is known with certainty,
then L = ML = H. Section 4 contains
information which should be useful to the




price analyst in determining the L, ML,
and H for each component.

By putting the three estimates for
each component into the computer model
described later, the distribution for the
total cost wuncertainty is determined.
That is, the probability of exceeding dif-
ferent values is printed. These proba-
bility statements are made using a Weibul
distribution for the total cost. The com-
puter program takes the information
supplied by the analyst for the components
and determines the best Weibul distribu-
tion for the total cost uncertainty.

The preceding estimates are used when
the analyst is asked to assess each com-
ponent independently. But quite often
when one assesses the uncertainty for dif-
ferent components (e.g., the amount of
material and the amount of manufacturing
labor), there is a common underlying rea-
son for this uncertainty. This is called
a covariance between the components. The
model being used allows the component
uncertainty to be broken into two parts.
The first part of the uncertainty for a
component is independent of events which
affect other components. The second part
of the uncertainty in each component is
dependent on a common set of events. For
instance, part of the uncertainty con-
cerning the amount of material and manu-
facturing labor hours may be dependent on
the amount of rework. Therefore, material
cost and Tlabor hours would not be
independent. To provide this information
to the model requires the price analyst to
assess the portion of the uncertainty in
each component between the Low and High
which is attributable to the same
influences.

If one of the components is
independent, then the portion of the
uncertainty attributable to common factors
should be zero. If the effects are in
different directions (one positive and the
other negative) this can be reflected by
using a negative proportion. Again,
assistance 1in assessing the amount of
covariance is presented in Section IV.

The price analyst is asked to assess
the amount of dependence between the set
of components listed below:

Material Cost

Material Overhead (not based on
Material Cost)

Interdivisional Transfer Cost

. Engineering Hours

Engineering Overhead (not based on
Engineering Cost)

Manufacturing Hours
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Manufacturing Overhead (not based on
Manufacturing Cost)

Uther Cost

Other Cost with no G&A Expenses

It should be observed that the
covariance bctween the components is a
function of one set of common factors or
events. This single set of factors is
assumed to cause the specific proportion
of variation.

In summary, the assumptions made in
the statistical risk analysis are:

1. Component uncertainty can be
represented using a Weibul distribution.
This assumption is based on what most
analysts feel is a reasonable expression
for the behavior of cost uncertainties.

2. Total cost uncertainty can be
represented using a Weibul distribution.
This assumption 1is based on the same
reasoning as above plus the fact that the
Weibul chosen to represent the total cost
will have the correct first three moments
{i.e., mean, variance, and skewness).

3. The dependence between components'’
uncertainties is related to a common set
of influences or factors.

Naturally, the results of the risk analy-
sis are only as good as the information
supplied by the analyst. It is the opin-
ion of the author that these assumptions
are intuitively reasonable and represent
the current state of the art.

III. RESULTS, USES, AND PRESENTATION

As with any mathematical or statisti-
cal technique, the purpose of risk analy-
sis is to supply information to a decision
maker. The forms of this information and
the interpretation are critical in risk
analysis. Its use must be considered as
only one input into development of a nego-
tiation objective. The overall business
strategy considers many factors. The risk
analysis should be performed in an impar-
tial, objective manner without regard to
gaming, political climate, etc. Analysts
should prepare and/or present analyses
based on their best judgment of the uncer-
tainties involved in the contract.

Quite often the amount of uncertainty
in the total cost is considered unaccep-
table by a decision maker. This would
indicate that more analysis is needed on
some of the components. The specific com-
ponent or components causing the large
amount of uncertainty in the total cost



can be determined through sensitivity
analysis. An unacceptable total cost
uncertainty may be the result of viewing
the results with a knowledge of the poli-
tical climate. Care should be taken not
to "fix" the risk analysis results. This
is one piece of information for decision
making and not the decision.

When the information concerning the
amount of uncertainty is presented, the
primary drivers should identified.
Effectively, one says how much uncertainty
exists and why. Actions may be desired on
the reasons for uncertainty, Ways of pre-
senting the total cost uncertainty will
now be discussed.

At the time of negotiations the future
actual cost, since unknown, must be
estimated. Risk analysis does not esti-
mate the cost but rather estimates its
distribution. A distribution is a pic-
torial representation of the probabilities
of different final actual costs. The pro-
bability density function, Figure 4, is
one way of presenting the probabilities of

different final actual costs. This figure
relates area to probability.
Pl
i
s
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Figure 4

An easier way of presenting this same
information s to wuse the cumulative
distribution shown in Figure 5. From this
figure one can determine the probability
of exceeding a given total cost by reading
the Y axis. For example, from Figure 5 we
can see that the probability of exceeding
$3,000 is .3. This would mean that there
is a .7 probability of being less than
$3,000.

}
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Figure 5
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Usually from a risk analysis, two
other pieces of information are available.
These are the mean and the mode. The mean
reflects the average total cost if the
contract was executed many times. of
course, the contract is executed only once
and, therefore, the mean may not be the
best point estimate. The mode, on the
other hand, is a good point estimate since
it represents the most probable total
cost. Contrary to intuition, the most
probable total cost is not the sum of the
most probable component costs. This can
best be illustrated by using a simple
example. Suppose we have two loaded dice,
where the "one® 1is twice as likely to
occur as the 2, 3, 4, 5, or 6. The anal-
ogy is that the dice represent the uncer-
tain components, each having a most Tikely

value of 1 since each is loaded. Intui-
tion may tell us that the most likely
total of the two dice would be 2. This is

not the case however. The probability of
a 2 with these two dice is 4/49, whereas,
the probability of a 7 with these two dice
is 8/49. The total of 7 is twice as
likely. The same 1is true for the most
1ikely total cost. That is, the resulting
total cost by summing the most likely
values for each component is not the most
likely total cost.

The presentation of the risk analysis
results to convey the most information
might best be accomplished using a display
that gives the distribution of total cost,
the important drivers, and the negotiation
positions.

The rest of this section is devoted to
discussing the use of risk analysis in
structuring contract types. These results
should not be considered rules, but rather
suggestions which may be helpful. If the
total cost uncertainty? is small (e.g., 4
percent), then a Firm Fixed Price %FFP)
type contract would be appropriate. The
price would be the most likely total cost
plus profit as determined by the Weighted
Guidelines (W&).

Although incentive contracts were
designed to provide incentives %o the
contractor to keep the cost down, they can
also be structured to distribute the risk
in a contract. For instance, if the
uncertainty in total costs is between 4
and 16% and the share ratio is 60/40
(government/contractor), then the contrac-
tor is only accepting 40% of the risk or
between 1.6 and 6.4% reduction in profit,
or, given the share ratio remains the
same, an increase in profit if there is a
cost underrun. One might thus consider

2When a single number is used to represent the uncertainty, it is usually the percent
that the 99 percentile total cost exceeds the most 1ikely total cost.
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structuring a Fixed Price Incentive Firm
(FPIF) contract by using the following
rules of thumb:

Target Cost = Most Likely Total Cost
Target Profit = WG (including risk)

Ceiling Price =
99 percentile Total Cost Plus
WG (excluding risk)

WG (including risk) -
Share = AG Eexc]uding risk} X 100

99 percentile -
Most Likely Cost

See the example in Section V for struc-
turing an incentive contract.

Of course, these are only guidelines
and may be totally unacceptable for a par-
ticular contract. For instance, if the
decision has been made to use a FEP type
contract or specific share ratios or
ceilings, then these guidelines need not
be applied. If a contractor has the same
uncertainties as the government (say 16%),
then the contractor will most likely not
consider a FFP Contract with a price equal
to the most likely cost plus WG profit.
The contractor would naturally try to
negotiate a price which would cover a
majority of the risk. It is important to
note that the uncertainty in total cost
might be totally different from the
contractor's point of view as opposed to
the government's point of view.

In summary, the total cost uncertainty
is a result of the uncertainty assessed at
the component level. The accurate reore-
sentation of the total cost uncertainty
and the reasons for this uncertainty
constitute one input into the decision
making. This information reflects the
uncertainties involved in a contract and
should be only one part of sound business
decisions. Its use 1in decisions on
contract type, again is only one of many
factors to be considered. It can,
however, show the effect of different
contract types when uncertainties exist.

IV. ASSESSING UNCERTAINTY

The assessment of uncertainty is by
far the most difficult task in a risk
analysis. It is important to have the
proper perspective of the probiem when one
is attempting to develop the estimates for
the Tow, most iikely, high and the depen-
dence for the components of the totai
cost. This perspective includes:

1. Estimates are for the actual
future cost and not the cost which can be
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negotiated. Actual future cost should be
estimated when determining a fair and
reasonable price.

2. Risk is associated with uncontrol-
lable factors without regard to control-
able factors such as gaming, political
ciimate, etc.

3. Risk analysis is only one input
into  development of a negotiation
objective.

4. Results of the risk analysis will
reflect the inputs; nothing more, nothing
less.

It is sometimes difficult for a deci-
sion maker on one side of a contract to
relate to a risk analysis which is useful
for determining a fair and reasonable
price (the one mentioned above). There-
fore, another analysis viewing the risk
from the Air Force point of view might be
useful. This analysis would not attempt
to estimate the future actual total cost,
but rather attempt to estimate the price
which the contractor would accept. The
two analyses differ considerably because
of the point of view. There are really
two questions. First, what is the distri-
bution of actual total cost? Second, what
is the distribution of the resulting nego-
tiated cost at the end of negotiations?
In the strictest sense, the second ques-
tion is not generally addressed by a risk
analysis, but can be answered by esti-
mating for each component the cost accept-
able to the contractor. Even though the
bottom line is the result of the negotia-
tions, acceptable levels of each component
can be estimated. The discussion in this
section will address the estimation of
component costs when the distribution of
actual total cost is desired.

Table 1 contains a list of drivers for
the uncertainty inveived in a contract.
This list is presented here as a thought
provoker and is not meant to be ail
inclusive.

The analyst must use all of the
resources available in order to estimate
the uncertainty in each component. These
resources include:

- historical records

- axperience

= support groups (engineering, etc.)
- contractor's track record

- similar contracts

The resulting estimates may be either
subjective or a combination of subjective
and standardized factors.



Subjective estimates are difficult to
make and to evaluate; therefcre, there is
often differing opinions of the correct
values. When subjective estimates are used,
try both a conservative and a liberal set of
estimates. This requires running the model
twice. Many times you will find that the
results are approximately the same. A risk
analysis model is very useful in assessing
the "What If" questions. Don't be afraid
to try different inputs to determine the
effect on the total cost distribution.

Table 1
Cost Uncertainty Drivers

Material Elements

Extent of firm POs

Extent of established vendors

Projected inflation

Reliability of estimated allowance
factors

Design maturity

Critical items

Labor Elements

Design maturity/deficiencies

Reliability of estimating methodology
(L/C/ratios/estimates/LOE)

Impact of schedule slippages

Relatable historical experience

Employment population

Production capacity

Labor and Overhead Rates

Status of union agreements
Status of FPRA

Projected inflation

Period of performance

Variance of direct cost elements
Variance of plant volume

Other Costs

Reliability in estimating methodology
Impact from direct cost variances
Reliability of factors

Assessing the dependence between com-
ponent costs involves Tisting the cosmon
cost drivers inherent to all cost elements,
e.g., design maturity, manufacturing
methods, etc.; then estimating the propor-
tion of uncertainty between the low and high
which is due to these cost drivers. For
instance, if the low material = 3000 and the
high material = 7000, and the common cost
drivers cause a total fluctuation in
materials of 1000, then the dependence for
material is 25% (i.e., 1000/(7000-3000)).
Each cost dependence is assessed using the
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same set of drivers. See the list in
Section II for the cost elements for which
dependence is allowed.

A preliminary set of standardized fac-
tors have been developed at ASD Pricing.
These factors are Tisted in Table 2.

Table 2

Draft of Standardized Factors for
Risk Analysis

1. Material: This cost element is broken
into several distinct sub-elements due to
their peculiar nature.

LX HX  Score

a. Raw Material:

-5 +7 1 - 90% firm purchase orders
(POs), established sources
- 2% or less critical
material (titanium,
chromium, etc.)

-5 +9 2 - 80% firm POs; 5% critical
material

-5 +12 3 - 70% firm POs; 10% critical
material

-8 +20 4 - 60% firm POs; 15% or more
critical material

b. Purchased Parts (Suoolier desianed

-5 +7 1 - 90% POs
-5 +9 2 - 75% POs; 25% current quotes
-5 +12 3 - 50% POs; 25% current guotes,

25% history
-8 +20 4 - Less than 50% POs greater
than 25% history

c. Subcontracts (Prime designed items):

-5 +7 1 - 90% POs and current quotes

-5 +9 2 - 75% POs and quotes; 25%
engineering estimates

-5  +12 3 - Less than 75% POs and
quotes; more than 25% engi-
neering estimates

-10 +25 4 - Inhouse engineering esti-
mates + 50%

d. Special Material Factors (Scrao,
rework, freight, receiving insocections,

attribution):

-5 +5 1 - Historical factors well
supported.

-5 +3 2 - Design in minor state of
flux

-6 +12 3 - Design not set; factors not
reliable

-9 +18 4 - New program with Tittle

relevant history




Table 2 (continued)
IS 4 Score

2. Engineering Labor:

-5 +5 1 - Firm design sustaining type
effort

-5 +9 2 - 50/50 mix of changes and
sustaining effort

-8 +15 3 - Oesign set but many changes;
1st production phase’

-10 +25 4 - New program; design not
determined; little histori-
cal basis to estimates

3. Manufacturing Labor:

-2 +4 1 - Firm standards, well docu-
mented learning curves

-5 +7 2 - 80% firm standards less
reliable variance data due
to limited history

-5 +10 3 - 1st production limited stan-
dards & variance data
extensive tooling effort

-7 +15 4 - Model shop operation or
RSED. Tool design not yet
determined.

4. Labor and Overhead Rates:

a. Status of Union Agreement:

-2 +5 1 - Firm 2-3 yrs before renego-
tiation
-5 10 2 - No agreement through 1 yr

before expiration
b. Status of FPRA:

-3 +7 1 - FPRA negotiated

-2 +8 2 - Recommended rates within 5%
of proposed

-5 +5 3 - Recommended rates at more
than 5%

c. Projected Inflation:

-2 +2 1 - Contract includes EPA clause

-2 -15 2 - No EPA - inflation less
than/equal to field rec.

-2 +10 3 - No EPA - inflation more than

field rec.
d. Period of Performance:
-5 +5 1 -1 year

-2 +10 2 - 2-3 years
-0 +15 3 - 4-5 years
-0 +20 4 - More than 5 years

5. Considerations That Are Egqually
Inherent to ATT Cost Elements:

a. Design:
-2 +5 1 - Firm design, mature program
-5 +7 2 - 2nd/3rd production lot
changes predictable
-5 +10 3 - 1lst production/pre-
production
-8 +15 4 - Design/development phase
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Table 2 (continued)
Score
b. Manufacturing Methods:

-2 +5 1 - Standard defined, hard
tooling

-5 +7 2 - 50% standards, production
rate building

-5  +10 3 - First production hard
tooling being developed

-8 +15 4 - Model shop, FSED

This Tist is a first draft and should be
modified and added to as needed. Once an
acceptable set of factors is developed, it
will only be necessary for the analyst to
supply point estimates and identify the
characteristics of the contract as in Table
2. The computer could then apply the L% and
the HX to the component estimates and per-
form the risk analysis. The decision maker
would then know specifically the drivers,
the amount of uncertainty introduced by
each, and the resulting distribution of
total cost.

The advantages of using standardized
factors are:

1. Uncertainty is based on objective
characteristics of the contract.

2. Uncertainty becomes less dependent
on the analyst performing the analysis.

3. The amount of uncertainty due to
characteristics of the contract can incor-
porate different view points of analysts and
management, and

4. Uncertainty assessment is consistent
between contracts.

An effort should be made to modify and
revise the standardized factors to encompass
additional reasons for uncertainty.

The next section demonstrates the use of
a computer program useful for determining
the total cost distribution from three point
estimates of the components' costs.

V. EXAMPLE USE OF COMPUTER PROGRAM

Before presenting an example of the
usage of this program, several input pecu-
liarities need to be explained. A brief
explanation is given below.

1. Overhead rates and dependency are
entered as whole numbers (e.g., 50% is
entered as 50).



2. The distance between the low and the
most likely value should be less than 65% of
the distance between the low and high.
(i.e., (ML-L)/{H/L) ¢ .65)

3. If the computer responds with a
question mark, additional input is needed.

4, If labor is entered as cost rather
than hours, the L, ML, and H for wage rate
should be 1, 1, 1.

5. Independence of component costs is
given when D% is 0.

6. Conversion to 1,000 or 1,000,000 of
dollars and hours may be desirable.

7. When dependence is considered, D%

for material must be other than zero.

The user should always check the reasonable-
ness of the results. If a problem is
perceived, the inputs should be checked.

The program is available through the COPPER
IMPACT computer system. It is executed by
typing RUN RISKAS. An input form has been
completed for a specific contract and is
shown in Form I. The program takes the cost
component input data supplied by the analyst
and provides probabilities of exceeding
various total costs.

The results of this analysis indicate
that the most likely total cost is $19,708
and that there is only a 1% chance of the
total cost exceeding $21,011.

Contract # FORM I
Date
Analyst
INPUTS FOR RISK ANALYSIS
Elements Minimum Most Likely Maximum Dependence Comment
Material Cost 8,400 8,900 10,000 0
Independent 0.H. — - -- e
Rate for Mat. 0.H. 5 5.2 6 XXX
Interdivisional Transfer 1,700 1,850 2,200 0
Engineering Labor Direct 35 45 65 0
Wage rate 11.57 11.57 11.57 XXX
Independent 0.H. -= - == oo
Rate for Eng. Lab, 0.H. 102 102 102 XXX
MFG_Labor Direct 200 205 215 0
Wage rate 11.04 11.5 12 XXX
Independent 0.H. -- - =5 =4
Rate for MFG Lab. 0.H. 150 150 150 XXX
Other Cost with GA 400 450 500 ==
GZA Rate applied to Subtotal 4.92 4.92 4.92 XXX
Other Cost with no GRA -- - =5 =
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In this example the 99 percentile is 6%
larger than the most likely total cost.
This example would be a case in which either
an FFP or an FPIF type contract might be
used. The price would be the target cost
plus the weighted guidelines profit for an
FFP contract, where the target cost is set
by analyzing the results of the risk
analysis. There is no way to state a hard
and fast rule for determining the target
cost; however, the following list of possi-
bilities should be considered.

1. Target Cost = $19,708
Target set at most likely total
cost.

2. Target Cost = $19,774
Target set so there is a 50%
chance of over and under run.

3. Target Cost = $21,011
Target set where the government
absorbs 99% of the cost risk.

4. Target Cost = $18,900
Target set where the contractor
absorbs 99% of the cost risk.

The setting of a specific target would
consider factors not included in the risk
analysis but can be evaluated by the total
cost distribution. For instance, if a
target cost of 320,000 is chosen, there is
approximately a 33% chance that the total
cost will exceed $20,000.

For an FPIF contract, the procedure
given in Section III might be used. For
example, suopose that the weighted guideline
was (including risk) 16% or (excluding risk)
12%, then the following would structure an
incentive contract so that the most probable
profit for the contractor would be 16% and
there would be only a 1% chance of his
having less than 12% profit. This is
achieved by setting

Tar?et Cost = $19,708

WG (excluding risk) = 19,708 - .12 =
$2,365

WG (including risk) = 19,708 - .16 =
$3,153

Point of total assumption = $21,011

Target Profit = $3,153

Ceiling Price = 21,011 + 2,365 = $23,376
(119% of target)

Share = (3,153 - 2,365)/(21,011 -
19,708) = .60 or 60%

Note that quite often this procedure will
come up with unacceptable results. Always
apply sound business judgment when analyzing
the results of these calculations.
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VI. RECOMMENDATIONS

Risk analysis can provide valuable
information to decision makers if it is
developed carefully and presented in a
meaningful manner. Several suggestions are
made here to facilitate its usefulness.

1. Uncertainty information should be
requested from engineering and other support
groups.

2. Several computer runs would be use-
ful to answer the "what 1f" questions and to
analyze the contract from different points
of view.

3. Continued development of standar-
dized factors would help to make the risk
analyses consistent and, therefore, more
meaningful.

4. Good business judgment should be
used when using the results of the risk
analysis.
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ABSTRACT

This paper explores how management of
the systems acquisition process might
be improved through the application of
computer based Decision Support Systems
(DSS) concepts. This approach calls
for a meshing of individual decision
styles, processes, and customized
information requirements with signifi-
cant supportive, personal computing
power at the disposal of a program
manager.

The combination of DSS and DDP concepts
can result in an integrated decision/
information network linking personal
micro-computers and personal data bases
with the central program data base and
other program managers. In the paper
Dr. Gardiner defines the DSS conceptual
framework; Colonel Williams, USMC,
provides a case study from the Marine
Corps acquisitions experience; and Dr.
de Balogh discusses the current state
of DSS in acquisitions management and
what needs to be done to develop such

a capability.

INTRODUCING THE DSS CONCEPT

To start out I would like to set a
continuum of Decision Support for the
Acquisitions area which I'm not sure

I believe in. But, at least it will
give you an idea of where we are
focusing this paper. If you can think
of a computer-based information system
that grinds out big stacks of paper,
that's on one end for decision making.
On the other hand, think of the TV
series Star Trek, and recall what Mr.
Spock used to do when something unusual
came up. He'd run over and talk ro the
compucer and ask for it's advice.

Well, the millenium is not here vet,

so we're nowhere near the Star Trek

end but I think that decision support
svstems are designed to whittle away
towards that direction.

The thrust of our paper is in the
program management area. There is sort
of a new environment afoot with the
Carlucci-Weinberger initiatives now in
place. You, the program manager, have
more responsibility, authority, ac-
countability and all that good stuff
but still you are responsible for
program cost, schedule and performance.
The question is "How can Decision
Support Systems Help?" First, in
defining DSS we can say that it is
designed to help knowledge workers in
using data and models improve their
performance by interactive computer
based components to solve problems.
What are these components? They are
systems of hardware and software which
amplify a manager's judgement. (See
Figures 1-3) They don't replace him.
There is a technical thing called a

DSS generator. There are special
languages involved. It is interactive
SO you can actually sit down and "chat"
with it. Tt will adapt to changes in
the program environment you can’'t
anticipate when you originally built
the thing. It is user Zfriendly so you
don't have to be exposed to a lot of
"computerese' to use it. The user sits
down at a terminal and there is a hig
thing in the hack there called cha 333.
It contains a data base whizh is
managed and a model base with models
"running around" waiting for use. The
user talks with the DSS via a software
system that allows him to translare
what he wants to do in someching fairly
close to Tnglish or by choosing from a
menu. Then the DSS zoes to “talk" with
its data base management system and its
model base management svstem so the user
can get the help he desires. There is
an interface betwesn the user, che
models and the data.

Conceptually, the DSS provides the
support for semi-structured and non-
structured decisionmaking. What this
means is that you can't cover all che
contingencies. Things are bound to
come that you can't preprogram for.

DSS helps integrate decisions across
decisionmaking boundaries, across
organizational lines, and within Zrouns
and among individuals. It can help vou
make decisions, help vou ask questcions,
and it can do this in an independent,
personalized way.

This is quite different from most
current liznagement Information Svscems
(MIS) that you are familiar with., MIS
in many places is focused on middle
managers., But, this is not necessarily
true everywhere. MIS is primarily



oriented around structured information
flows and quite often integrates EDP
jobs by function such as personnel and
finance reports. There is a capability
of inquiry and report generation,
usually with a database.

However, DSS is designed specifically
to support decision making at any and
all levels. It crosses functional
organizational boundries. Whatever
you need to make your decision is

theoretically provided by DSS. It is
flexible, adaptable and quick. It is
user-initiated and controlled. It does

what you want to do when you want it
to. DSS supports varied personal
decision styles. This is very im-
portant because if you foist something
that is not reflective of a decision
maker's style, it may not get used.

Just a word about distributed data
processing. This concept is designed
to decentralize computer power to the
users, through a network which links
users together. When you put DSS and
DDP together there is a very conceptual
framework. DSS helps program managers
in decisionmaking, in asking questions,
or figuring out what questions to ask.
DDP brings the power of the computer

to the program manager. You put them
together and it begins to allow the
program manager to link his key people,
provide computing power to his staff
and also allows him to amplify his own
judgement and look at how his program
is progressing.

DSS AND THE MARINE CORPS: A CASE

STUDY IN PROGRAM REQUIREMENTS ANALYSIS

THE USMC SYSTEM ACQUISITION PROCESS

To begin with I would like to describe
a very simple model that might orient
all of us exactly with the ' systems
acquisition process. (See Figure 4)
Most of that capability you need is
relative to the weapons system. If
the homework's been done, that weapons
system and the ensuing combat capa-
bility is relative to the mission of
the service. In turn, that is rela-
tive to who the enemy is and what his
capabilities are.

The thing that most of us tend to for-
get when we start to lay out the first
stages Of the systems acquisition
business is that it's just not a
weapons system by itself. But, it is a
weapons systems composed of the way vou
intend to use it, the organization that
you use it in,

the way you train with it and the way
you support it, And I would propose

to you that this is an iterative
process that lasts throughout the life
of the weapon system not just in the
beginning but always. I liken it to a
potter's wheel that has to be kept
smooth throughout the life of the
system because things always change.

It is this change, I think that is best
handled through a DSS in order to keep
up with the dynamics of the system.

So the system I have to talk about
today, the mobile protected weapons
system, I'd like to represent in a way
with a view of the total process in
mind and looking at the capability we
try to acquire again in the terms of
the iterative systems acquisition wheel
that we try to look at. (See Figure 35)

DEVELOPING SYSTEM REQUIREMENTS FOR A
MOBILE PROTECTED WEAPONS SYSTEM

One of the key components of the
acquisition process is the big '"R"
-REQUIREMENRTS- which always gives a
person big problems: 1) trying te
figure out precisely what our require-
ments are; 2) successfully communi-
cating those requirements both to thcse
who have the resources and to industry
SO you can get back what you had in
mind; 3) industry's reaction to those
requirements through their response in
the sense of a proposal; and 4) our
evaluation of that response.

In general terms, any requirements
determination is certainly based on the
analysis of the threat and it's capa-
bility. This calls for some antici-
pation of future of the world and what
our environment might be like. There
is the usual problem of making de-
cisions in a realm of uncertainty.
operational experience of those who
might be using the system and de-
termining what qualities it should have
must be incorporated. Accomodating
technical reality in getting something
that would really be there in the time
frame that vou wanted it and, an acqui-
sitions strategy on how to get there
all play a role. My case study is
called "Mobile Protected Weapons
Systems"”. Mobile in the semse that it
is on wheels or tracks. It is a
vehicular system. Protected in the
sense that it has some armor pro-
tection. And, a weapons svstem in the
sense that it has some kind of cannon
on it. So, you are looking at this
system as being a wheeled or tracked
vehicle with a gun.

The




AN INTUITIVE MILITARY NEED

In this particular case, the require-
ments determination process had an
intuitive need. (See Figure 6) The
intuitive need goes back to the 1970's
when several curious things were
happening in both the Army and the
Marine Corps. Some of the convention-
al weapons systems like the bazooka -
the things that you typically shoot at
bunkers and targets with - were elimi-
nated from inventory in favor of more
specialized weapons that were opti-
mized for anti-tank roles. The anti-
tank guided missile like the Dragon

is an example. So, as the convention-
al munitions left and the missiles
arrived in the inventory, we lost the
kind of thing that you want to shoot
at bunkers with. You don't shoot
missiles at those kinds of things for
practical reasons. Consequently, we
experienced an intuitive need for
something that you would shoot with at
conventional targets. But, in view of
our study of the Israeli war, it
should have some degree of protection
and some degree of mobility. We

asked ourselves, what kind of enemy
are we coming against? Are we going
to be facing a T-64 or T-72 tank? 'If
so, should we have the kind of systems
that will always have the capability
of wiping it out? Our interesting
computerized analysis here indicated
that whether we were fighting the
Warsaw Pact or some other enemy some
place in the world that the proba-
bility of facing what type tank was
not a certainty. So, certainly one
should keep in mind the true represen-
tation of the threat that is there.
Most often there is the tendency to
over-speculate the need, to over
optimize it, and thus drive up the
cost of the weapons system,

We tried to look at the systems we
aspired to in terms of accurate use.
There is a hierarchy that can be used
to describe The Multiple Protected
Weapons System in terms of effective-
ness, protectiveness and cost in terms
of whether it was assaulting or de-
fending in blocking position; or
whether it was involved in subsequent
operations (sometimes attack and some-
times defense). This was further
broken down in all kinds of attributes
such as helicopter transport, surviva-
bility, mobility, firepower, etc.

(See Figure 7)

The idea then was to take a system
that we could field from an operation-
al standpoint and evaluate it from

the several kinds of tactical scenarios
that we could imagine. It looked like
to us there were two ways to field

such a system. You could look at
existing systems somewhere in the
world. Some vendor might sell it to
you. Or, something that existed that
could be improved (we chose to call it
a hybrid) could be used. Or, you could
design it from scratch (we called it a
conception). Each approach hinged on
our being able to successfully convey
to industry and to ourselves exactly
what it was we really wanted. So the
next logical step is to send out a RFP
or something by a similar name with a
statement of work, or a systems de-
scription. But, in our case we used

an unusual approach.

The approach that we used in the Mobile
Protected Weapons System case was un-
precidented, and it harks back to the
Decision Support System of the time

and basic requirements. What was so
new about it was that we took the
challenge to industry. We didn't at-
tempt to do anything ourselves. We
assumed that the people that made the
machines like this would be the people
best able to integrate it and so conse-
quently when we articulated our re-
quirements to industry there were only
six absolutely necessary requirements
in the systems which we called non-
variables. The point that applies

here 1s that there were only six.
Everything else was a variable. That
is, there was a tradeoff. You could
put various aspvects orf the system
together in many different ways and
hopefully come up with a svstem that
was operable. We described our re-
quirements again in terms of ef-
fectiveness, cost and other consider-
ations under three scenarios. Each of
those - under assault, under blocking
and under subsequent operations -
described the system in terms of the
desired attributes. And under each of
these, firepower, mobility and so forth
are broken down into components. At
this point, in order to describe to the
manufacturer what our real sense of
importance was we adopted what we
called utility curve processes.

REQUIREMENTS DEFINLD WITH UTILITY
MODELS

Jow let me show vou what a utility
curve is. (See FTigure 8) This is what
we are looking for in case of a
material target. What it essentially
savs in terms of the basic load, the
amount of ammunition on board the



vehicle, and in terms of the utility
curve here, and some parameter of an
attribute I have here. I am very
happy with using it as long as it
takes no more than 1% to 3% of my
basic load to knock out a target.

But, if it takes more than that, I get
unhappy in a hurry. Certainly, if it
takes more than 20% of my basic load
I'm not interested in the system that
would be proposed. That is conveying
to the manufacturer what I think of
mv onerational exvperience. If vyou
look at Figure 9 (accuracy) against

me being stationary and the target
being moving, I say I have to have a
probability of at least .3, I would
like to have the probability of a hit
of 1. Further on the curve, I am
about half satisfied of a probability
of a hit of .8 and, Mr. Manufacturer,
I'm much more interested in improving
vour oroposal in this area because the
curve is steeper than back in the
lower area. That is what is beine
conveved by the curve. Now, take all
the curves and put them across the
various scenarios. Take the at-
tributes and put them in the same
scenarios. (See Figure 10) Here, the
specific numbers are important. What
it does convey to the manufacturer is
that in those three scenarios, fire-
power is more important in assault
than it is in the other things. 1In
these scenarios, mobility is verv
important in vour attack. But,
mobility is even more important in the
subsequent operations. And, finally,
we might sav that helicopter trans-
ferability is important in any kind of
assault. After all, I in mv business
have to get on the beach, maybe in my
helicopter. It's doubly important if
I have to put a helicopter in any sort
of force that has a defensive mission.
It is routinely important in routine
onerations. Now, the manufacturer has
evervthing that I think is important
described in the best way I can
describe it to him both through
scenarios, utilitv curves and at-
tributes. That is exactlv how the RFP
was written when it went out to ten
manufacturers calling for a nine-
month concevt design veriod.

CREATIVE INDUSTRY REACTION

The manufacturers reacted in somewhat
a typical wav. They put together
aporopriate management teams and
evaluated our requirements on the
basis of business and engineering
considerations. Thev sousht to opti-
mize efficiencv and effectiveness and
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control costs all within the bounds of
the systems requirements. In doing
this the manufacturers also took our
utility curves and put them all into
their computers. They also determined
those things that were most sensitive
from their point of view. Those
attributes which would give them the
most return on their desien consider-
ations. We found in talking with the
manufacturers that this technique for
communicating requirements was verwv
useful. They knew exactly what the
Marines wanted and they produced
exactly what was desired. e have
said any source selection process in-
cludes cost and effectiveness. It is
a formal process as evervbody knows.
In the case here, I would just like to
illustrate a couple of techniques that
we anticipate using in the future.

DSS AND THE FUTURE

Obviously it mav not havpen exactlv
this wav. Put, within the DSS system
that we put together, we can do some
interestine things. First of all, we
go back to the same kind of hierarchv
that we had before. Excepnt, in this
case, we nut weights on evervthing for
storing procedures so that by assisning
weights relative to our important
criteria vou can sum it all up and

draw a conclusion. So, having weicghted
the same decision vou looked at before
and bv loadinz it into the computer
we're able to obtain a printout with
all kinds of attributes to compare five
manufacturers. (See Figure 11) (A-F)
The numbers on this orintout =ive vou
some idea of the relative value of
these attributes and the whole order

of thines as compared to the lower
numbers which obviously are of a lesser
value to us. Retween the bottom rune
of numbers and the top rung vou find

a vast number in the middle. All

these are totaled to indicate the true
character of the provosal. The last
2Xample relates to what we hope the

the model will do and that is =0 ask:
"How come P is better than A?" (See
Fiesure 12) In this case, one of the
rungs lets us compare two of the alrer-
natives, A o R, on a varietv of at-
tributes. Clearlv, P has higcher
scores than A in this examole. This
model verifies that B is betczer than

A in the top attributes. Rut, at the
bottom where all =“e numbers curn nega-
tive, it shows that A is superior to R.
e “ound this to be a verv handv tool
when trvine to ewvaluate sveci®ic di®-
ferences between manufacturers based
udon varied scenarios. The “arine



Corps were able to use the DSS Approach
in actually several different models
with several different data bases.
Hopefully, in the future these will be
integrated into a single interactive
DSS which will have even greater
utilicy.

WHERE ARE WE AND WHERE DO WE GO FROM
HERE?

I would like to touch on two areas in
Decision Support Systems: 1) how you
go about determining what you need; and
2) what exists out there that you

could acquire or emulate. Dr. Gardiner
c2t the conceptual DSS framework, Col.
Williams has given us an illustration
of the application of data and model-
ling in a Decision Support environment.
The capability we are trying to achieve
on behalf of program managers, whether
they are in the services or are con-
tracters, consists of three major com-
ponents: 1) the program data base; 2)
a library models (to include personal
decision models) that the project needs;
as well as, 3) a dialogue system for the
decisionmaker. (See Figure 13) These
must be integrated through a command
language or set of menus. The achieve-
ment of this kind of balanced, inte-
grated DSS is a rather difficult task.

CETERMINING YOUR DSS REQUIREMFNTS

Determining what your needs are in
terms of DSS for yvour area is ap-
oroached a lictle differentlv from
standard data processing. In other
words, in most standard data processing
aoplications, you do a lot of flow
chartine. You go down to a very pre-
cise level of detail. When we talk
about decision support needs we want to
be able to aid a group of managers or a
class of decisionmakers. So, we're
looking at a general needs for parti-
cular modeling, statistics, graohics,
database management, and other capa-
bilities. The requirements definition
is hierarchic in nature. We identify
the general DSS capabilities we want
and then define them more precisely in
3 major areas - dialogue, data base,
and modelling. Then we come up with

a list of specific canabilities for
each area. See Figures 14-15) The
dcronvm given to this approach is ROMC.
Vou identify the renresentations that
vour managers utilize such as the kinds
of output forms chat thev're interested
in: the input forms that thev are com-
fortable with; the graphics that they
may be looking for; report generation

characteristics, and so forth. 1In
addition, you find out the kind of
analytical modelling or operations
that the program office wants to do.
In terms of memorv aids, we are
talking about data files, database
management, a "help" function for the
user, the abilitv to store vyour own
models, and a variety of other things.
This has to be inteerated and con-
trolled interactivelv so vou have a
user friendlv DSS support environment.
Coming up with a program DSS that does
all this is something that hasn't been
achieved in very many olaces.

WAYS TO SATISFY YOUR DSS NEEDS

In this comnection I would like to
address the questions of "What is out
there?" and "Who's got DSS stuff?"”
Basicallv there are bits and pieces

out there in terms of Decision Suopore:
Systems. We really don't know of any
good systems in the acquisitions area.
We have plenty of vendors who want to
sell us bits and pieces. For instance,
if you want to start out in this area
there are vendors like IBM with its
PMS-4, SYSTONETICS and its VISION
system; vou could orobably list a
dozen others that could offer you some-
thing along those lines orimarily in

the cost, schedule and the performance
areas. But all of those svstems have
certain streneths and weaknesses. Most

of them are verv inflexible. For
example, adding the utility model that
Colonel Williams talked about. to a
fancy svstem like VISION would be
difficule. IBM's svstem is even more
inflexible. %e don't *ind anv bal-
anced DSS out there at this stare. You
can turn to companies such as TYMSHARE
that specializes in buildineg DSS to
vour specifications. This can be very
costly. The bits and pieces that are
out there now do not meet the con-
centual DSS framework that we have
described.

Another approach is to say, "OK, I'm
going to buy all of the basic DSS
elements that I think are necessarv

for our particular program and I'm
going to integrate (link) them.” This
is a verv toueh undertaking. Vou can
acquire a database management svscem,
gravhics and statitistical software.
etc. individually and trv =o construc:
a DSS. Some aerospace firms have tried
this with onlv limited success. In our
ovinion. a great deal of research re-
mains to be done with regzard -o the

DSS conceot in the acquisitions area.
At the Universitv of Southern Calif-



ornia, we've established a Decision
Support Systems Laboratory. We're
looking into the adaptability of this
concept not just in the acquisitions
area but to other fields as well.

By way of summarv, let me leave you
with a couple of thoughts. We're all
aware of the mushrooming of computer
technology in our society. I'm sure
that in many of your offices you're
finding the phenomenon of the "office
of the future" coming in with word
processing and so forth. In many
instances you may find that your secre-
tary will have more personal computing
power available to do her job than you
do. A number of you mav have also
bought your own personal computing
systems which you have at home helping
you out. Again, it may very well be
that what you possess as a private
individual has a lot more power than
what your company or service has pro-
vided you personallv to do your job.
The ultimate Is when you think about
the fact that when you buy an Atari or
whatever for your children for educa-
tional and recreational purposes
they're plaving around with probably
more computing power at their disposal
than you have personallv to do the
serious job that you've got. What all
this says is that DSS is clearly needed
if major improvements in acquisitions
Program management are to be realized.
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