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1. 0 MI'IODUCTIN AND SUMGARY

.1 ackground

substantial mount of effort has been expended in the last few years

.- ae-L .21 14]1 to attempt to be able to Iprove the forecasting

of the nmber of quality recruits that will enter the various services over some

given period; the "quality" label refers to those supply limited recruits with

HSigh School Diploma and/or those scoring In the Upper Mental categories on the

AYERS eums. The explanatory variables used in the forecasting models are the

levels of key resources such as recruiters and advertising levels of different

types, and key demographics such as the unemployment rate, the number of male high

school seniors, etc. As numerous and diverse as these efforts have been, very few

have been subjected to rigorous types of validation and none, to the knovedge of

the authors, has yielded rigorous confidence Intervals. This deficiency ms one of

the major criticims of the discussants at the on Personnel Supply Models-Workshop

Ln late January, 1981 loe ( 6 W. The need for statistical confidence Intervals

is of course to put into proper perspective the single point estimates generated,

and to quantify the uncertainty or risk remaining. Decision makers are then Ln a

position to apply their own risk preferences and to factor In the non-quantifiable

considerations.

This r discusses the result of two separate validation efforts and the

development of statistical confidence Intervals for a predictor of quality slist-

ment contracts that is currently being used by the Naval Recruiting Command. The

forecaster used for aiding in budget generation, resource allocation and the spreading

of the quotas over the districts. The predictor Is for the miber of male, non-

prior service, active duty, Sigh School Graduate (Including those with GZU'8) contract

mnlistments obtained In a given district, ReIme or the mtiom over a gIven period
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of time. It is a non-linear function of thirteen explmtory variables plus a

nImber of monthly indicator variables. The modl was buinlt using monthly, district

data from January 1976 to December 1978 and contains 1,548 cells. The key sz-

planatory variables are: the local unamploymmnt rate by district by month; the

number of production recruiters by district by moth; the real dollars of advertising

in local advertising; the total dollars spent in the avy's so called General En-

listed Program-General (GEP-G) budget on television, radio and billboards; the

expenditures In the GZP-G budget on printed materials (i.e., direct mail, magazines,

newspapers); the total expenditures In the avy's G-Mnority Program, the total

advertising dollars spent in the Joint Avued Forces Program (JADOI); the ratio of

the first year military pay to the average civilian pay for no-agrculmtural work

and non-supervisory personnel; the urban-rural character of the district; the

number of ale High School seniors In the district; end the percent black in the

mle, 17-21 year old population of the district.

A two equation system was used where VOIC leads were first predicted as a

function of the advertising and deographic variables; the second equation us on

ESG male, non-prior contracts where DOIC leads me an explanatory factor. A

log-log model was used to capture the diminishing return nature of recruiting re-

sources. A Koyck antoregressive term (e.8., ee (3]) me used to account for the N

lagged effects of advertising, and the so-called Perk's method of regression (e.g.,

see [3]) was used to handle the strong autocorrelation and heteroscedacity associated

with pooling the time series and cross-sectional data. More details are available in

the authors' OUR report of July 1960, entitled, "The Impacts of Various Types ofI v ertising Mda, Demographics, and Racu iters on Qality anlstments," (am (4]).

"i-&.... .... ... __. _ aft
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1.2 Results of Validation Efforts

The final model was subjected to two %a.ldatcn tests for the independent

periods of January 1979 - September 1979, a&d FY80 In a retrospective mode. The

levels of resources ad demographics wre Momn with certainty since the validation

work wes performed In 1982. The final two system model, with its thirteen -

planatory variables and monthly indicator variables, was first used to forecast Norc

leads;~ then USC contracts were forecasted using the predicted WOIc lead@ as an

erplanatory variable. The results were very encouraging:

i) for the Independent 9 month period January 1979 - September 1979

(Independent In the some that the model was built "aIng data from otherI

line periods), the model umderpredicted the national 9 month totals but

by only 3.7%.

ii) For the complete fiscal year FY80, i.e., October 1979 - September 1980,

it unerprdicted. again, but by only 2.5%.

The modal also functioned reasonably well. at'the Regional and monthly levels.* The

disaggregaced results for the last 9 months of FY79 are included.



TABLE I

DEGWE OF AG~IrZ IETLVI3 PROICTID
AND ACTUWL FO TU IWWMU

TIM. PERIOD 0F 1/79-9/79

HUh School graduate Contracts

Actual Predicted (Errr late*)

NATIONAL T!R
9 MOUTR PRNXOD 45,137 43,459 (-3.72)

Area. Entire 9 Hooth Period

Area 100 9,"67 9,102

Area 300 8,582 8446

Area 400 8,409 8,321

Area 500 4,96 5,005

Area 705,592 5,531

ABSOLM3.72
Rm~ -RAES

OVER ALL ALIA

KATICEAL IXITMY REULTS

January 1979 5,316 5,150

february 1979 4,639 5,463

March 1979 4,931 5,519

April 1979 4,030 4,113

May 1979 4.007 3,772

June 1979 5,361 4,802

JULY 1979 5,416 4,951

Auagust 1979 6,313 4,975

Septomber, 1979 5,124 4,715

9.872

*All error rates are "1redictej" - "ACVua&a"

Actual



1.3 Calculation of a Statistical.Confidence Interval for the National,

Annual Level of USC GroduatolContrAdtp (male, non-prior service,
active duty)

Ohi of the reasonjB that other researchers have not generated confidence intervals

is the complexity of the Issues involved:

i) the predictors typically include non-linearities to capture the diminishing

return nature of recruiting resources;

ii) the predictors, In order to capture the "good will" effect of advertising

sisat necessarily include lagged variables, and hence colinearitiis are

introduced;

iii) the predictor must Include monthly or quarterly seasonal variables to

reflect the seasonal nature of recruiting.

iv) the predictors typically exhibit error teo=s which are highly correlated

across districts, have unequal variances (heteroacefissity) and are autocorrelated.

The, heaic appoach, described subsequently in Section 3 reli&& on detailed

information provided by the so called Park's regression package, available f rom the

SAS software. Unlike Ordinary Least Squares (OLS) regression packages, it is geared

to handle, quantify and incorporate the above effects. It provides a great wealth

of information that can be used to generate rigorous confidence intervals which

deal with the considerations In (i) - (iv).

When this was accomplished, the following results were yielded: assuming

the demographics and resources to be ttillsed are forecasted properly, then at

the national level, one can be 902 confident the actual level Of mall. non-orior

service. MS contracts will fal& ihn*2o tesnl on predicted level;

if a confidence factor of 802 is used, the Interval is ±6.3X.

The confidence level for each of the Sav's six Recruiting Are"s follows be-

low. It Is noted that they are less precise since there is a considerable amount



of smoothing at averaging obtained when working at the national level, In contrast

to the Regional level. When one appreciates that the regression model is being

forced to fit all districts and regions (with,-no dummy or indicator variables of

any kind being included), the results are reasonable. Subsequent research to being

Seared to developing separate predictive equations with separate elasticity esti-

mates for each Region. This should substantially reduce the uncertainties at the

Regional levels.

Confidence Lini4ts by Area

902 80%

Area 100 +16.61 +12.9Z

Area 300 +14.81 ±U1.5z

Area 400 +22.62 +17.6Z

Area 500 +19.3Z +15.01

Area 700 ±13.11 ±10.21

Area 800 +20.81 ±16.2Z

Nation + 8.01 + 6.31



2.0 THE PARK'S REGRESSION MODEL AND ITS OUTPUTS FOR THE HSG CONTRACT PREDICTOR

The HSG contract equation referred to earlier was built using pooled data

from 43 districts and 36 months; autocorrelation of the error terms and unequal

variances of the error or disturbance terms were observed. In such situations

the assumptions underlying the traditional Ordinary Least Squares (OLS) regression

techniques are not satisfied and hence OLS is not a viable

describes the Park's approach for handling the above problems which is available on

the SAS Software. A simple version of the Park's approach is shown below:

Yit 0 + a t+ eit (1 1 1, 2, ... , 43; t - 1, 2, ... , 12)

ei P OCi~- + Ut (1 , 2, .. ,43; t , 2, .. ,12)

2
Var(Eti) a o2 (1 1 1, 2, ..., 43)

a oi if v - 0
Covariance (sia' J {Oocherse

The other assumptions are that the Ult are normally distributed with mean 0 and

variance 0 ii' the covariance of the (Wit, Ujt) matrix is 'ij. Finally, the initial

error terms £i,o are normally distributed with mean 0 and variance 0 ii/l - i , and

have a covariance matrix E( io C jo), given by ij/1 - P10 j .

Hence in summary the disturbances are allowed to be first-order autocorrelated,

i.e., C is correlated with eit-l' with a unique (for each district) autocorrelation
it it1

coefficient Pi . Further the disturbances are contemporaneously correlated across

the districts (i.e., Lit and re are correlated). Also note the variance of the

error term can be different for each district, i.e., it is not necessarily the case

that a a

Consider first the traditional outputs for the HSG contract predictor described

earlier. Since the regression model is a log-log model, the beta values in Table

1 can be interpreted as the short term elasticities.a-- -- ----i .--..-.-- . - - - -



TABLE

Estimated Beta Estimated Stan-
Explanatory Variable Value dard Errors t Value

1) Ratio of Military Pay .1583 .014 11.149

to Civilian Pay

2) Number of Male High .2314 .019 12.079

School Seniors

3) NOIC Leads from 2 Months .009 .002 4.3998
Earlier

4) Military Propensity (proxy .6312 .022 28.567
for proximity of military
bases and tradition of
military in area; based on
responses from a questionnaire)

5) Percent Blacks of the 17-21 -.0007 .004 -.16
Year Old, Male Population in
the District

6) Urban-Rural Character of .183 .0096 19.25
the District, (percent of
male 17-21 year old population
of the district residing in a SMSA)

7) Local Advertising Expenditures .0427 .0058 7.34
(deflated so dollars represent
constant purchasing power)

8) Number of Production Re- .6855 .0145 47.249
cruiters in District

9) Local General Unemployment .1706 .0107 15.925
Rate

10) Koyck Autoregressive Term .0569 .003 14.718

In addition to the above, there were eleven monthly dummies, two year

dummies, a GI Bill dummy for the month of December, 1976 (when the GI Bill ter-

minated) and 2 dummies representing the changes in the advertising policy of

the Recruiting Command. We note that the beta's obtained from this Park's

are different than those obtained from the OLS model which assumes that pi are

0 and the a2 are all the same. The R2 of the model is .837.

I ' _ _ _ _ ... ... . .. _ _ _
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Next consider the special types of information provided by the Park's Model.

Consider first the estimates of the autocorrelation coefficients Pi (i -1, 2, .. ,4)

They are given in Appendix 1 and range from -.3133 (for the Atlanta district) to

.598 (for the Little Rock district). We further observe that eleven of the

forty-three pils are negative, and that thirty-two of then have an absolute value

larger than .1. Hence it is clear that the error terms or residuals are strongly

correlated over time, as might weil be expected.

Next consider variance-coveriance matrix of the beta matrix, the beta's

being the regression estimates. Since there are twenty-six explanatory variables

plus the intercept, this is a 27 x 27 matrix and includes the variances of the es- 

timates (i.e., the square of the standard errors of the estimates) an well as

the correlations between the parameters being estimated. As an example, the

estimate of the unamployment elasticity (a random variable) has a mean of .1706,

a variance of .0001147, and a covariance with the elasticity estimate for the

percent black of -. 00000829 (i.e., a correlation of -.16397) a covariance with

Sthe elasticity of the urban-rural factor of -.00000809 (i.e., a correlation of

-. 078) and a covariance with the number of production recruiters of .00000028

(i.e., a correlation of .018236). These types of information are needed in gen-

orating the confidence intervals sought for. It Is also extranly useful in

* resource allocation decisions where one wishes to develop a confidence interval

for the ratio of two elasticities (see (5]) for an application of these ideas to

the development of a confidence interval for the optimal ratio of print to non-

print advertising as to maximi;e NOIC leads). The detailed 27 x 27 variance-

covariance matrix is shown in Appendix 2.

Finally, consider the 0 ( - 1, 2, ... , 43; j - 1, 2, on e43) wherev

is the variance-covariance matrix of the (U i, U A n where

Eit W PiCit-l + Uit*

I .- - -= _ _ _ _ I-
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This matrix captures the variances and contemporaneous correlation between

districts of the error terms and is again needed in the confidence interval cal-

culations. As an illustration, the 0 1's range from .02 for the Boston district

to .38 for the Louisville district, with most of them in the range of .06 to .08.

The entire 43 x 43 matrix is included in Appendix 3. Armed with the information

from above, we are in a position to calculate the confidence intervals.

3.0 TECHNIQUE FOR CALCULATING A CONDITIONAL CONFIDENCE INTERVAL FOR PREDICTOR

OF MALE HSG CONTRACTS

3.1 Sources of Uncertainty

There are always two sources of uncertainty in using a predictor: the first

is that the regression parameter estimates (i.e., the beta's) are random variables

which are not known with certainty, that is, the point estimates of the beta's

could be in error. The second source of uncertainty is that the values of the inde-

pendent or explanatory variables may not be known perfectly, i.e., the unemploy-

ment rate for next year by district, the number of recruiters, the number of

male High School seniors, etc. In this effort, we will assume the values of the

explanatory variables are known with certainty and derive a confidence interval which

deals with the first type of uncertainty only; this is known as a conditional confidence

interval, conditional on the values of the X's being known.

3.2 Overview of Approach

The basic approach is one of Monte Carlo simulation where the realizations

will be drawn from random variables which are dependent on the three types of in-

formation provided by the Park's Model. Recall that the model is:

26
¥tt 0 +  I BkXkit + Ett (I 1, 2, ... , 43; t - 1, 2, ... , 12) (2)

- -~ +k-I



where Y tis the log of the number of male, non-prior service IISG contracts and

where Xki is the log of Cho various explanatory factors; the skare then the true

but unknown elasticities, i.e., Ok represents the percent change in HSG contracts

of a 1% change in the factor Zk.

Consider the simulation for the district of Albany, N.Y., i.e., i a 1 where the

key output of the simulation will be realizations of Y itand finally a confidence

itt

interval for the first month of the fiscal year, i.e., October. The X Values Will

be the values of the independent variables for FY80. Then for Albany, October, 1979,

we know all of the X's (i.e., the number of High School seniors, recruiters, un-

employment rate, the monthly indicator variables, the number of NOIC leads for two

months ago, and the number of High School Graduate contracts for the previous month,

i.e., for September, 1979). In order to generate a realization for YAlbany, October

1979, we will need a realization of the vector (27 of them) and a realization for

n er l Given these realizations and the X's for Albany, October 1979

then from (2) we will have a realization for YOt and If one does this

say 100 times one has 100 realizations for yAlbany, October, 1979* One can then

develop say a (1 - eth of confidence interval for the predictor for Albany, October,

1979 by computing the sample standard deviation, call it e and using the fore-
casted level, call it Y ( ,11 - a/2), wkere (I C - a/2) is the (1 - a/2)th

percentile from the normal distribution.

The general approach is to repeat this procedure for each of the 43 districts

and for each of the twelve months, thereby coming up with 100 realizations for

the number of High School Graduate contracts for the nation for FY80. By again

computing the sample standard deviation for the annual national totals, a con-

fidence interval for the number of national, yearly male, non-prior service High

School Graduate contracts is obtained.

3.3 The Detailed Steps

Returning to the details, consider the simulation for Albany for October, 1979.

devlo sa a(1- cho£ onidnceinervl ortheprdicorfo Alan, Otoer
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The steps are as follows:

i) First draw 100 realizations of the B vector (each realization having 27

components). This is done by drawing from a multlvariate normal distribution

(27 variates) with means given by the point estimates of the B's (I.e., the

estimated B values of Table 1) and with a variance-covariance matrix equal to that

shown in Appendix 2 (i.e., the 27 x 27 atz: of the Beta values). A standard

Monte Carlo technique will yield random samples from a given multivariate normal

distribution; this yields the 100 realizations for the vector of 0 values. The

only remaining task is to generate a rand" draw of eAlbany, October, 1979 (the

error terms). Recall from (1) that:

fAlbany, October, 1979 = PAlbany tAlbany, September, 1979

UAlbany, October, 1979

ii) Now 0Albe y is the first entry of the table of autocorrelation coefficients,

shown in Appendix 1.

iii) Consider the draw from cAlbany, September 1979" In the Park's dis-

cussion of Section 2, it was pointed out that cI o is normally distributed with

0 ad arane A- P2. Rence Ci omlydsean 0 and variance / - cAlbany, September, 1979 is normally dis-

tributed with mean 0 and variance 01,i/1 - 2 where 01,1 is the first entry in I
the 43 • 43 matrix of Appendix 3. Hence by mking 100 random draw from a normal

1 2
with mean 0 and variance 01,1/1 - 2it we have 100 realizations of cAlbny, September, 79

iv) Consider the 100 realizations needed of UAlbany, October, 1979' i.e.,

of Ul11. Recall that Ut (i - 1, 2, ... , 43) isr assumed to be a 43 variate multi-

variate normal with means 0 and a 43 x 43 variance-covariance given by 0 J (the

entries in Appendix 3) which is invariant for all t. Hence by makin a 100 drals

from a 43 variate normal with the above means and varince-covariance matrix, we

have a 100 realization for U1,1 which reflects the pairwise correlations (i.e., 1-
the contemporasous correlations).

..- - . .
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v) Combining the draw of U1 , 1 with the draw for El, 0 and pit we have a

draw (i.e., a random realization) for el I . Combining this with a draw of

the B vector and the known value of the X vector, we have a realization for Y

This procedure is repeated for every district and for every month (the

same 100 B values can be reused as the Beta's are assumed to hold for every

district and every month). For the downstream months, where the actual level

of NOIC leads obtained 2 months ago is not known, the forecasted levels from the

NOIC regression model is used. (Recall that a NOIC regression model was also

developed as part of the 2 equation system.) In addition, whenever the model

calls for the number of High School Graduate contracts obtained in the previous

month, the forecast of the value obtained for the previous month is used. In this

leap-frog manner, all of the simulations can be carried out. The end result of

this exercise are 100 realizations for the number of male High School Graduate

contracts obtained nationwide in FY80.

4.0 RLSULTS

4.1 Results for the Nation

The sample standard deviation& from the 100 random realizations, is 3,038.

The national prediction for FY80, based on the point estimates for each of the

monthly-district pairs, was 62,306 (or 2.5% less than the actual 63,929). nense the

90Z conficence Interval is given by 62,306+ 1.645 (3,038) or an interval of about

+8. The 80Z interval (± 1.282 standard deviations) is .6.3% whereas the 9S% in-

terval (i.e., +1.96 standard deviations) is about 9.5Z.

.

o - - - -, - - -- - . - . . - --. --
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4.2 Results by Area

The procedure was performed separately for each of the Recruiting CoQMand'8

six Aram to help discern which egLoUs were best fitted by the single model and

where the largest uncertainties still rmaued. The rmltfg six WIe stal-

dard deviations were:

Poremasted Actual 80%L~evel of Level of 8q 0 5
eSG Cofnracts 3 CoLterats Confidence Confidence Confidence

Area For 'FY80 Ron 7 rct Interval Interval Interval

100 12,362 12,799 10,765-13,957 10,314-14,409 9,922-14,801

300 12,385 11,053 10,956-13,814 10,552-14,219 10,200-14,470

400 11,528 13,508 9,497-13,560 8,922-14,135 8,422-14,635

500 8,393 8,499 7,130-9,665 6,771-10,024 6,460-10,334

700 8,343 7,333 7,495-9,192 7,254-9,432 7,046-9,641

800 9,295 10,737 7,784-10,805 7,356-11,233 6,985-11,604

We obsere that for every region, the actual level of contracts fell in

the 90% and 9S% confidence interval. Also, for all but one region, i.e., Area 700,

the actual level of HSG contracts fell within the narrowest interval, i.e., the

one of 80%. This also helps to instill some credibility in the use of the above

confidence intervals.

1- .. a



5.0 REFERENCEs

1. Fernandez, Richard, "Enlisted Supply in the 1980's," land Corporation
Report, WD-515-HRAL, February, 1980.

2. Goldberg, Lawrence, "Recruiters, Advertising and Navy Enlistments,"
Center for Naval Analysis Report, March, 1980.

3. Imenta, Jan, Elements of Econometrics, MacMillan Company, New York, 1971.

4. Moray, Richard C. and McCann, John, "The Impacts of Various Types of
Advertising Media, Demographics and Recruiters on Quality Enlistments,"
Office of Naval Research Technical Report, December, 1980.

5. Moray, Richard C. and McCann, John, "Optimal Marketing Mix and Uncertainty:
An Application to Lead Generation," Duke University Report, July, 1982.

6, Sinaiko, Wallace H., Miller, J.J. and Cirie, Jack, "Personnel Supply Models

Workshop Report, Office of Navy Research Report, 1981.

i



vt~~. .- , 6Mq ol

It&



APPENDIX 2 Com avalali. ib DTjC & og
VARANCK-C AIIACC MATRIX FOR Pe'~ fll 7 legible rprodctcu

PARK'S P'ARAMETER ESTIMATES

L- ftb -. W .0.:1~

-Ua:1hgI h-r 0094
~~~4" 1~at71 9iu, Q.1"I1 30U 11.~41-A 9 .. t.1 4

k 4I q 4 ~ a00 -1

*~ ~ NW tiy 133fTa3u~~a!,~ J4 W :13 3OW1l 13.3411~:33& -:11-:
!~:j33rA;:AI d14. Az; 14f4.1a3 38

""AL evi4433 ?-~l~

~1 -:11009.10 HP384 3:1 1 1. :31 3: :3333 3

0.:.3a.9. af I J.J - :..m

~ ~ ~ ~~~~~3 ; 9 ** .05.'M ,, : !14 0.00 ?9%fl 4 a .51"bp 060-06-S : .: ~ ~ .. 4 .. 3 .

I..tt -- -- -- 1 I0-080--p

%mi* m i.



Cilanob kb ID IIC aow Uct
pamit iufy legibe zepofdia

IU -

fully

-~~~~~, r .0.4.______



AFPUWU 3

BSIHAT E FI AT RI.X C O a vdlibl to DTIC do s no t

hQ fUlylgib reproducion

COP! cvciilable tO DTIC doos Dot

p.~dtful? egbl wr.odud~



W. I

v-ee..s' 1 1 *.-e

ritt 4 N.Oc UtII.e .UUOemte 0 mli g ,1 -. :ge 0S b: 0. 4 i -u o
MUEP no 1~U~q 'ee4.8'' PA..~ it'-.

64E?1 H. 1E 1I6 o";o ni -e1 .0
*EW ' .~ oo U,0O a* "*1 2i' 1..* i

~ *u~ 101 't ,.ina~hg- *ar a *3. ' =~3 -1136. eq

.I*.
mm" I



Ith 
.. *.. 4- -. -vp Eft 

emT -
"Q htju~:~;

.g' 6- 1

%1I ' Up- -: : U .3~ t .

~~~~~~~~~~~~~~~~~o ,v I;;~ ~~-~ -~ L 1 6 , ~ t fEZ &i 1i~ f~ ~ ~
160: 1-ifUM 

0:0067nrJ 4f~~ u

to *&~ ftbb;~ 4S:~g 0~4~ -a 91J-: v 00-!a1 1 k~

Vp ik -zebi toR~g~ 40P d0. lut I
-- vINWt fAnl lAAl ep~1'



LMN 'S1 VIC **e - Cfli *I

Mu *.Ug se%,u -u.s.. us u'¢ s.Uslle bw'

NU4 U *s eu a gil k. U. sb' 14J9 | '' n. UOed'

-Nyu .'~ I U *&Iqi ,l,-f I *n-, llls

APIRIV -141
i- - -Il.l,

. ..- I:.

r--' 1:411

M-1 P-

fot#--- -- --

CON ovanable to DTIC does

"Cog tuT legible epoductim

I
I -..---



-~~~ .. . ........... -

StCUwj-- c%.As,ricA1eO.d or "i P&PIC I . D , r-en.

*aioi REPORT DOCUMETA TIOtN PAGE. &cccumow CIda.1LUN 1'.

ONR-* 200-6 A H4 EIgliSCIA

14 1 C (Ad SW61815'J S. lvl*c or stCi'CHT & I'no0 CovCWe.O

CONFIDENCE INTERVALS AND VALIDATION OF A FORE-
CASTER OF QUALITY NAVY ENLISTM4ENTS _______

R* ihard. C. Morey and John M. McCann N00014-80-C-0200

9. PLI41DGWN 0G.AI017ATIOI. A.:II A%0 to. pllC.GhAV-A LMC7 T.*

Center for Applied Business Research ARjA , OksC UkiT U&LI

Graduate School of Business Administration NR 170-903, 62763N,
Duke University, Durham. NC 27706 RF 55521002

%I- CONTRdOLLING OF ricE Ndd.14 AND ADDftLSS 12. PCS'OAT DATEK

Office of Naval Research, Code 452 Jl,18
800 N. Quincy Street .1. uU'.ER~ or s'&oCZ
Ar lin 1 niVA 77712 ___________

IA. MIEI11141N . OLIL ICAML & ADDILSS(Di Eill..nt lewiW ce,ddiIaC Ollie.) IS. SECU0ITY CLAbS.-0 this tpe 'j'v

Unclassified

SCHLOULC

Distribution of this document is unlimited. Reproduction in whole or in
part is permitted for any purpose of the U.S. Goverment.

17. 0157 41 D I UD S1 AT LMldli 1 (41 14 *..I. .ee. I lecit :. it e..,. 1 I', ,l g.I

16. SUII'-LLIILNEAD(y IWuL .

Supported by the Naval Research Manpowtr RO Program.

lb. KCVtS Y C..f. w..o s *ee doc. 0 .. c..i.p A.4 Idene.ly 1r i~e fl-C ..

Confidence Intervals, Validation, Prediction, Regression, Quality Contracts

Validation efforts and the development of rigorous statistical confidence intervals fo
a non-linear predictor of quality enlistment contracts is reported. The forecaF.ter is
for Navy, male, non-prior service, active duty, High School contracts and is the one
being used by the Navy Recruiting Coimmand for use in budget determination and in goal-

* ing. The procedure deals vith the complexities arising from a complicated regression
* model, using pooled data, i.e., colinearity, autocorrelation, heteroscedacity. lagged

toerm, and utilizes the detailed outputs from the Park's regression package, together
-vith Monte Carlo simulations. For 2 independent years, the model predicted vithin ahox

- is of' a ctua l nationa l Tota s. In e 9 u ftdirmeDO 14~73 1 n,rso- or I--al Is OU31oLLI,: interval is + 8% of the predicted value.
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