Decision Analysis: State of the Field

by

Ralph L. Kueney

March 1982
Decision Analysis: State of the Field

by

Ralph L. Keeney

March 1982

Woodward-Clyde Consultants
Three Embarcadero Center, Suite 700, San Francisco, CA 94111
DECISION ANALYSIS: STATE OF THE FIELD

Ralph L. Keeney
Decision Analysis Group
Woodward-Clyde Consultants
Three Embarcadero Center, Suite 706
San Francisco, California 94111

This article, written for the non-decision analyst, describes what decision analysis is, what it can and cannot do, why one should care to do this, and how one does it. In the process, we also hope to dispel some myths:

- Decision analysis is a tool of operations research and management science.
- Some analyses are objective and value-free.
- It would be desirable to have "objective, value-free" analyses.
- Decision analysis solves decision problems.
- Some decision problems are too difficult for decision analysis.
- Decision analysis and decision theory are the same thing.

To accomplish these purposes, we set the stage by describing the decision environment. Then the article presents an overview of decision analysis and provides additional sources for its foundations, procedures, history, and applications.

1. THE DECISION ENVIRONMENT

The complexity of the decision environment is greater today than ever. Governmental regulations, such as the National Environmental Policy Act and Occupational Safety and Health Act, require corporations and governmental agencies to consider and justify the impacts. Informed consumers, employees, and shareholders demand greater public consciousness, responsibility, and accountability from corporate and governmental decision makers. For example, executives evaluating potential mergers or acquisitions must consider antitrust and other legal matters, social impacts, and political issues in addition to financial effects. In appraising potential public programs or the elimination of existing programs, a governmental agency should consider not only the multifaceted costs and benefits of its options but also the diversity of the population and its sometimes conflicting viewpoints and political concerns. The bottom line is that today's decision problems are characterized by the following:

High stakes. The difference in perceived desirability between alternatives is enormous. It may involve millions of dollars or severe environmental damage, for instance.

Complicated structure. Numerous complexities (discussed below) make it extremely difficult to appraise alternatives informally in a responsible manner.

No overall experts. Because of the breadth of concerns involved in most important decision problems, there are no overall experts. Different individuals, however, have expertise in disciplines such as economics, engineering, and other professions which should be incorporated into the decision process.

Need to justify decisions. Decisions may need to be justified to regulatory authorities, shareholders, bosses, or the public.
Collectively, these characteristics describe many complex decision problems, although the features causing the complexity in specific problems may differ. Because the purpose of analysis is to illuminate complexity and provide insight, it is worthwhile to summarize these features. Although these features are intrinsically intertwined, a categorization is as follows:

1. **Multiple objectives.** It is desirable to achieve several objectives at once. In evaluating routes for proposed pipelines, one wishes simultaneously to minimize environmental impact, minimize health and safety hazards, maximize economic benefits, maximize positive social impact, and please all groups of interested citizens. Unfortunately, all this cannot be done, but it is important to appraise the degree to which each objective is achieved by the competing alternatives.

2. **Difficulty of identifying good alternatives.** Because many factors affect the desirability of an alternative, the generation of good alternatives for careful analysis involves substantial creativity. In some problems, a good deal of soul-searching is required to identify even a single alternative which seems possible, let alone reasonable, for achieving the objectives of the problem.

3. **Intangibles.** How should one assess goodwill of a client, morale of a work force, distress at increasing bureaucracy and governmental regulations, or the aesthetic disruption of a telecommunications tower? Although it is difficult to measure such intangibles, they are often critical factors in a decision.

4. **Long-time horizons.** The consequences of many decisions are not all felt immediately, but often cover (by intention or otherwise) a long time period. For example, the projected lifetime for most major facilities is from 25 to 100 years and research and development projects routinely require 5 to 20 years. Future implications of alternatives now being considered should be accounted for in the decision-making process.

5. **Many impacted groups.** Major decisions, such as constructing canals for crop irrigation or legislation regarding abortions, often affect several groups of people. The impacts to these groups and their attitudes and values differ greatly. Because of these differences, concern for equity contributes to the complexity of a problem.

6. **Risk and uncertainty.** With essentially all problems, it is not possible to predict precisely the consequences of each alternative. Each involves risks and uncertainties—an advertising campaign may fail, a large reservoir may break, a government reorganization may result in an unwieldy bureaucracy, or a new product could turn out to be an Edsel. The major reasons for the existence and persistence of these uncertainties include: (1) little or no data can be gathered for some events, (2) some data are very expensive or time-consuming to obtain, (3) natural phenomena such as earthquakes and droughts affect impacts, (4) population shifts affect future impacts, (5) priorities, and hence perceived impacts, change over time, and (6) actions of other influential parties, such as government or competitors, are uncertain.

7. **Risks to life and limb.** A general class of critical uncertainties concerns the risks to life and limb. Numerous personal and organizational decisions affect the likelihood that accidents or "exposure" result in fatalities or morbidity. Examples include decisions about highway maintenance, foods and drugs, toxic or hazardous materials, birth control, leniency toward criminals, and whether to walk or drive somewhere. It is not an easy task to include such dire consequences in an analysis, but it is certainly a part of many decision problems.

8. **Interdisciplinary substance.** The president of a multinational firm cannot be professionally qualified in all aspects of international law, tax matters, accounting, marketing, production, and so on. Qualified professionals should supply the relevant inputs on these key factors in a major decision.
9. Several decision makers. One player rarely holds all the cards with respect to a major decision. Several players, who may or may not be on the same team, control crucial aspects in the overall decision-making process. To begin production and marketing operations in a new geographical area, corporate management may require approval from stockholders, several regulatory agencies, community zoning boards, and perhaps even the courts. The potential actions of other players must be considered when a corporation evaluates its strategic policy.

10. Value tradeoffs. Important decisions involve critical value tradeoffs to indicate the relative desirability between environmental impacts and economic costs today, immediate social costs versus future social benefits, negative impacts to a small group versus smaller positive impacts to a larger group, and sometimes the value of a human life versus the benefits generated by a hazardous technology.

11. Risk attitude. A firm operating with the status quo strategy may forecast small and declining profits in the next few years. Changing to an innovative strategy may have a chance of resulting in substantially higher profits, but have a risk of losses or even bankruptcies. Even if the likelihoods of the various consequences are known, crucial value judgments about an attitude toward risk are essential to appraise the appropriateness of accepting the risks necessarily accompanying each alternative.

12. Sequential nature of decisions. Rarely is one decision completely uncoupled from other decisions. Choices today affect both the alternatives available in the future and the desirability of those alternatives. Indeed, many of our present choices are important because of the options they open or close or the information they provide rather than because of their direct consequences.

Complexity cannot be avoided in making decisions. It is part of the problems, not only part of the solution process. There are, however, options concerning the degree of formality used to address the complexity. Near one extreme, this may be done intuitively in a rather informal manner. Near the other extreme, formal models can be used to capture as much of the complexity as possible. In any case, the process of obtaining and combining the available information is a difficult task that requires balancing all the pros and cons as well as recognizing the uncertainties for each alternative.

2. WHAT IS DECISION ANALYSIS

Decision analysis can be defined on different levels. Intuitively, I think of decision analysis as "a formalization of common sense for decision problems which are too complex for informal use of common sense." A more technical definition of decision analysis is "a philosophy, articulated by a set of logical axioms, and a methodology and collection of systematic procedures, based upon those axioms, for responsibly analyzing the complexities inherent in decision problems."

The foundations of decision analysis are provided by a set of axioms stated alternatively in von Neumann and Morgenstern [1947], Savage [1954], and Pratt, Raiffa, and Schlaifer [1964], and the Appendix of this article. These axioms, which provide principles for analyzing decision problems, imply that the attractiveness of alternatives should depend on (1) the likelihoods of the possible consequences of each alternative, and (2) the preferences of the decision makers for those consequences. The philosophical implications of the axioms are that all decisions require subjective judgments and that the likelihoods of consequences and their desirability should be separately estimated using probabilities and utilities respectively. The technical implications of the axioms are that the probabilities and utilities can be used to calculate the expected utility of each alternative and that alternatives with higher expected utilities should be preferred. The practical implication of the decision analysis axioms is the provision of a sound basis and general approach for including judgments and values in an analysis of decision alternatives. This permits systematic analysis in a defensible manner of a vast range of decision problems.
Decision analysis focuses on aspects fundamental to all decision problems, namely:

1. a perceived need to accomplish some objectives,
2. several alternatives, one of which must be selected,
3. the consequences associated with alternatives are different,
4. uncertainty usually about the consequences of each alternative,
5. the possible consequences are not all equally valued.

The decision problem is decomposed into parts, which are separately analyzed and integrated with the logic of the decision analysis axioms to suggest which alternative should be chosen. This “divide and conquer” orientation is almost essential for addressing interdisciplinary problems. The methodology of decision analysis provides a framework to combine traditional techniques of operations research, management science, and systems analysis with professional judgments and values in a unified analysis to support decision making. With the procedures of decision analysis, models (e.g., economic, scientific, operations research), available data, information from samples and tests, and experts’ knowledge are used to quantify likelihoods of various consequences of alternatives in terms of probabilities. Utility theory is used to quantify the values of decision makers for these consequences.

**Decision analysis is not a tool.** Decision analysis is not simply a tool or a methodology, although it is both sometimes used and perceived as such. Tools of disciplines such as operations research and management science often assume that both the alternatives and objectives of a problem are exogenously provided to the study. Queuing theory, inventory theory, and mathematical programming, for example, concentrate much more on analyzing given alternatives with prescribed objectives. This is of course critically important. However, for less structured decision problems, more time is required to create the alternatives and articulate the objectives before analysis can occur. Decision analysis is designed for such problems. Another important difference which distinguishes tools from decision analysis is the existence of fundamental axioms to provide a philosophically and theoretically sound foundation from which its resulting methodology is developed.

**Objective, value-free analysis is not possible or desirable.** A comment sometimes heard from analysts, governmental authorities, and managers of organizations is that what is really needed to help decision makers is objective, value-free analysis. Simply stated, there is no such thing as objective or value-free analysis. Furthermore, anyone who purports to conduct such an analysis is professionally very naive, stretching the truth, or using definitions of objective and value-free which are quite different from those commonly used. Professional judgments and value judgments are absolutely necessary in essentially every step of analysis in order to address the complexities of decision problems. Objective, value-free analysis would be undesirable because it would simply avoid the problem. What is needed is logical, systematic analysis that makes the necessary professional and value judgments explicit and combines these with the “objective” data for the problem. The resulting analysis should be responsive to the decision maker’s needs and justifiable to others. Decision analysis is uniquely a methodology which provides for such analysis.

**Decision analysis is prescriptive in nature.** Prescriptive decision analyses are conducted to indicate which alternative should be chosen to be consistent with the information about the problem and the values of decision makers. This can be contrasted with descriptive studies which attempt to describe how and perhaps why a particular decision was or will be made. Descriptive studies provide useful information (e.g., about cognitive processes on how a competitor might behave) for prescriptive analyses, but by themselves are not prescriptive decision analyses.

It has been clearly demonstrated that individuals often do not make decisions in a manner consistent with the decision analysis axioms (see, for example, Kahneman and Tversky [1979]). However, many of those same individuals find the axioms compelling for prescribing their evaluation of alternatives. The fact is that in complex decision environments, many decision makers prefer to act in accord with the decision analysis axioms and yet seriously violate them in selecting alternatives without the benefit of a decision analysis. This is a strong motivation for the prescriptive appeal of the approach.
**Decision analysis does not solve problems.** Decision analysis will not solve a decision problem, nor is it intended to. Its purpose is to produce insight and promote creativity to help decision makers make better decisions. It does this by providing a methodology and procedures to decompose the problem into parts that can be meaningfully analyzed, a logic to integrate the parts, and documentation for supporting a decision to others. No analysis includes everything of importance in a decision problem. In selecting an alternative the decision makers should jointly weigh the implications of an analysis together with other factors not in the analysis.

This orientation simultaneously implies that decision analysis is not up to the task of solving any decision problem, but that it is appropriate to all. Of course it is not worth analyzing every problem. More difficult decision problems are naturally more difficult to analyze. This is true regardless of the degree to which formal analysis (i.e., use of models as a decision aid) or intuitive appraisal (i.e., in one's head) is used. However, as complexity increases, the efficacy of the intuitive appraisal decreases at a more rapid rate than that of formal analysis. Thus, roughly speaking, it may be more useful to analyze 60 percent of a difficult problem than 90 percent of a simpler problem.

There is another critical factor which relates to the complexity of the decision problem. As complexity increases, the percentage of the problem which can be captured by "hard data" decreases. Simultaneously, the role that values, professional judgment, and experience must necessarily play in the decision process increases. We do not have data bases for the possible consequences of a particular merger, the overall impacts of "rescuing an industry," the "true" probability of low probability-high consequence events, the price and availability of oil in 1990, or the value of the environmental, economic, and social consequences of an oil shale program. Yet decisions involving such factors will necessarily continue and are crucial to everyone. Of all analytical methodologies, only decision analysis provides the theory and procedures to address these directly and incorporate them into a decision problem. It does not provide "the answers" or "the solution," but it does address the right questions.

**Decision analysis and decision theory are not the same.** Broadly interpreted, decision theory is the logical foundations of decision analysis and the technical implications which follow. Decision theory does not include the techniques or skills for structuring decision problems or assessment of probabilities or utilities. The more common interpretation of decision theory is a sampling theory involving statistical problems (see Wald [1950], Savage [1954], and Raiffa and Schlaifer [1961]). This narrow focus of decision theory plus the common misunderstanding that decision analysis and decision theory are essentially the same has led to a misinterpretation about the breadth of problems to which decision analysis is relevant.

### 3. THE METHODOLOGY OF DECISION ANALYSIS

This section presents an overview of the methodology of decision analysis. It is clearly not possible to delve into too much detail. Books by Raiffa [1968], Schlaifer [1969], Tribus [1969], Winkler [1972], Brown et al. [1974], Keeney and Raiffa [1976], Moore and Thomas [1976], Kaufman and Thomas [1977], LaValle [1978], and Holloway [1979] provide more details on various aspects of the methodology. Our purpose is to indicate its general thrust, with emphasis on those aspects unique to decision analysis.

For discussion purposes, the methodology of decision analysis will be decomposed into four steps:

1. structure the decision problem,
2. assess possible impacts of each alternative,
3. determine preferences (values) of decision makers, and
4. evaluate and compare alternatives.

Figure 1 illustrates the interdependencies of the steps and indicates where the components of complexity introduced in Section 1 are addressed. To interpret the implications of these steps, it is
important to keep two facts in mind. First, one iterates among the various steps. Not only what should be done in one step but how it should be done can be affected by preliminary results from another step. Second, decision analyses concentrating on some steps almost to the exclusion of others are often appropriate and useful. Such considerations are mentioned in more detail in Section 4 on the practice of decision analysis.

**Step 1—Structure the Decision Problem**

Structuring the decision problem includes the generation of alternatives and the specification of objectives. The creativity required for these tasks is promoted by the systematic thought processes of decision analysis.

Decision analysis captures the dynamic nature of decision processes. It prescribes a decision strategy that indicates what action should be chosen initially and what further actions should be selected for each subsequent event that could occur. For instance, a decision strategy might suggest an initial test market for a new product and then, based on the results, either cancel the product, initiate further testing, or begin a full scale marketing and sales effort. Thus, in describing the alternatives, one must simultaneously specify the decision points, events that may occur between them, and the information that can be learned in the process. This dynamic structure can conveniently be represented as a decision tree (Raiffa [1968]).

Two major problems are associated with generating alternatives. First, there may be a large number of potential alternatives, many of which are not particularly good. However, early in the investigation of the decision problem, it may be difficult to differentiate between the good alternatives and those which are eventually found to be clearly inferior. In such circumstances, inferior options can be identified by screening models which use assumptions too crude for a final evaluation but sensitive enough to weed out the "bad" alternatives. These models analyze a simplified decision problem by using deterministic rather than probabilistic impacts, dominance or "almost dominance" rather than a complete objective function, and constraints. This has the effect of eliminating alternatives so the decision tree is pruned to a manageable size. Then, more time and effort can be expended to carefully appraise the remaining viable alternatives.

**COMPLEXITY**
- Multiple Objectives
- Difficulty in Identifying Good Alternatives
- Intangibles
- Many Impacted Groups
- Sequential Nature of Decisions

**COMPLEXITY**
- Long-Time Horizons
- Risk and Uncertainty
- Risk to Life and Limb
- Interdisciplinary Substance

**COMPLEXITY**
- Several Decision Makers
- Value Tradeoffs
- Risk Attitude

*Figure 1. SCHEMATIC REPRESENTATION OF THE STEPS OF DECISION ANALYSIS*
A second major problem associated with generating alternatives is that sometimes there seems to be a complete lack of reasonable alternatives. In this case, it is often worthwhile to utilize the objectives of the problem to stimulate creativity. Basically, if the objectives are clearly specified, one can describe possible consequences of the problem which seem particularly desirable. Then one works backward and asks what types of alternatives might achieve such consequences. The process of quantifying the objectives with an objective function (i.e., a utility function as discussed in Step 3) promotes additional thinking about worthwhile alternatives. The result of such a process is often a broadening of alternatives, which is actually a broadening of the decision problem. For instance, a significant increase in local crime may result in a "premature" decision that more police are needed. An analysis may then be initiated of alternatives differing only in the number of additional police. However, the problem is presumably much broader. The objective would likely be to minimize crime or to minimize specific impacts of crime. From this perspective, one may create alternatives involving additional police equipment (e.g., cars, communications), different operating policies with existing personnel and equipment, community action programs to report "suspicious" activity, or the reduction of early release programs for hard-core criminals in jails. A critical change is often the introduction of dynamic alternatives rather than reliance on static alternatives alone. The difference is that a dynamic alternative is designed to be adapted over time based on external circumstances that occur and information that is learned.

The starting point for specifying objectives is the creation of a rather unstructured list of concerns indicating anything of interest about possible consequences of the alternatives. These need to be organized into a set of general concerns. For instance, with many problems involving siting large-scale facilities, the general concerns may be environmental impact, economics, socioeconomics, health and safety, and public attitudes. To determine specific objectives, the question is, for example, what are the environmental impacts of concern for a particular problem. The process of answering such questions is essentially a creative task. However, previous studies on related topics and legal and regulatory guidelines should be of significant help in articulating objectives. Also, for problems which require external review, the potential reviewers (i.e., intervenors, shareholders, or concerned citizens) may contribute useful ideas for objectives.

From all of this information, an objectives hierarchy should emerge with broad objectives pertaining to general concerns at the top of the hierarchy and more detailed objectives further down. The lower-level objectives essentially define the meaning of higher level objectives, the lower-level objectives are means to the higher-level ends. Holes in the hierarchy can be identified and filled by following means-ends relationships.

For each of the lowest-level objectives in the hierarchy, we need to identify attributes to measure the degree to which the objective is achieved. Sometimes this is easy. For example, an obvious attribute for the objective "maximize profits" is millions of dollars (why not think big?). However, it is more difficult to determine an attribute for an objective like "minimize visual degradation." This often requires constructing an attribute to measure the objective using procedures such as those in Keeney [1981].

Let us now introduce notation to concisely describe our problem structure. We have generated a number of alternatives \( A_i \), \( i = 1, \ldots, J \), and an objectives hierarchy with \( n \) lowest-level objectives \( O_i \), \( i = 1, \ldots, n \), where \( n \) may be one. With these lowest-level objectives would be associated attributes \( X_i \), \( i = 1, \ldots, n \). Furthermore, define \( x \) to be a specific level of \( X_i \), so the possible impact of selecting an alternative can be characterized by the consequence \( x = (x_1, x_2, \ldots, x_n) \). An example of an objective \( O_i \) is "maximize the local economic benefit" and an associated attribute \( X_i \) may be "annual local tax paid." A level \( x \) could then be $29 million.

The first step of decision analysis addresses several complexities discussed in Section 1. The multiple objective feature is addressed by specifying \( O_i \) to \( O_n \). Some of these objectives concern the implications to various impacted groups so this feature is also considered. The intangibles are included by using objectives such as "minimize aesthetic disruption" and, of course, significant effort is focused on the complexity of generating viable dynamic alternatives.
Step 2—Assess Possible Impacts of Alternatives

In this step of decision analysis, we wish to determine the impacts of each alternative. If it were possible to precisely forecast these impacts, we could associate one consequence with each alternative. Then the evaluation of alternatives would boil down to a choice of the best consequence. Unfortunately, the problem is usually not so easy because of uncertainties about the eventual consequences. Therefore, for each possible alternative, it is desirable to determine the set of possible consequences and the probabilities of each occurring. This can be done formally by determining a probability distribution function \( p(x) \) over the set of attributes for each alternative \( A_i \). In some cases the uncertainty associated with an alternative may be small. Then, an appropriate simplification is to omit the uncertainty for that alternative. Because one can treat \( p_i \) in general to include cases with no uncertainty (where \( p_i(x) \) assigns a probability one to a particular \( x \) and zero to all others), we will use \( p_i \) throughout.

When feasible, meaning that both general knowledge about the problem structure and the scope of the project allows it, it is desirable to determine probabilities of possible consequences with the development and use of formal models. These models typically utilize the 'traditional methodologies of operations research, management science, systems analysis, simulation, planning, and the sciences and engineering. Complex models can often be constructed to have several components, each pertaining to knowledge associated with a single discipline or organizational unit. For instance, in a decision analysis by Smallwood and Morris [1980] to examine whether to build a new manufacturing facility, a model had components concerning the market for the proposed product, maintenance, production, capital costs, the competition, and the financial impact to the company. Experts in each of these substantive areas could then provide information on their respective part of the problem. Hence, these models allow one to break the assessment into manageable parts and combine the parts to determine \( p_i \).

When a model is utilized, either deterministic or probabilistic information is required to specify model inputs in order to determine appropriate probability distributions over model outputs (i.e., consequences). When a model is not appropriate, information is necessary to directly determine possible consequences. In both cases, such information must be based on the analysis of existing data, data collected specifically for the decision problem, or professional judgment. Data analysis is common to many disciplines other than decision analysis so, although it is important, it will be passed over here. The quantitative assessment of professional judgments or probabilities is a unique aspect of decision analysis discussed below.

There are several methods for quantifying probabilities (see Winkler [1967a], Spetzler and Staal von Holstein [1975], and Staal von Holstein and Matheson [1979]). One method is to use a standard probability distribution function and assess parameters for that function. For example, the parameters of a normal distribution can be the mean and standard deviation. Another technique, referred to as a fractile method, involves directly assessing points on the cumulative probability density function. Suppose \( y \) is the single dimensional parameter of interest and we wish to assess the probability density function \( p(y) \). One is asked for a level \( y' \) such that the probability is \( p' \) that the actual level is less than \( y' \). This questioning is repeated for several probabilities such as \( p = 0.05, 0.25, 0.5, 0.75, \) and \( 0.95 \). Alternatively one can ask for a probability \( p'' \) that the \( y \)-level is less than \( y'' \). By fitting a common probability distribution to the assessed data, one obtains \( p(y) \). A third procedure for assessment is appropriate when the possible impact is categorized into a number of distinct levels. The professional familiar with the subject is asked to specify directly the probability of each level. These assessments may sound easy, but in practice they are involved processes with many potential sources for error (see, for example, Tversky and Kahneman [1974, 1981]). However, recent experience suggests that professionals with training can formulate probabilistic forecasts in a reliable manner (see Murphy and Winkler [1977]).

A factor which can increase the complexity of impact assessments is probabilistic dependencies among attributes for given alternatives. If two attributes are probabilistically dependent, the impact specified for one will affect the assessed impact on the other. When there are such conditional dependencies, it is almost essential to either model these dependencies and develop probabilistic assessments using the output of the model or to bound the possible probability distributions utilizing logic and understanding of the problem (see, for example, Sarin [1978] and Kirkwood and Pollack...
Then one can investigate whether and how the dependencies influence the evaluation of alternatives. When such dependencies turn out to be important, additional effort to better characterize them may be appropriate.

A host of additional difficulties can occur when more than one expert is asked for professional judgments about the same events. These experts may have different opinions, and yet it may be almost impossible to find out the reasons for the differences. And the experts likely formulate their judgments based in part on the same experiments and data sources, so they are not independent. Still, the decision maker may desire a single coherent representation of the uncertainty in the problem. Recent contributions by Morris [1977] and Winkler [1981] address this problem, which is one area of current research in decision analysis.

Specifying probability distributions addresses the risk and uncertainty aspects of the decision problem, in describing the possible impacts, the time in which consequences might occur should be indicated. Thus, the feature of long-time horizons is addressed in this step. The interdisciplinary substance is also included by utilizing the skills of the various disciplines to develop and structure models, provide information and professional judgments relevant to the discipline, and appraise the results of the model about possible consequences concerning the disciplinary substance.

**Case 3—Determine Preferences (Values) to Decision Makers**

It would likely be impossible to achieve the best level with respect to each objective in a decision problem. The question is, “How much should be given up with regard to one objective to achieve a specified improvement on another?” The issue is one of value tradeoffs. For decision problems with either single or multiple objectives, it is rarely the case (except in simple problems) that one alternative is guaranteed to yield the best available consequence. There are usually circumstances that could lead to undesirable consequences with any given alternative. The question is, “Are the potential benefits of having things go right worth the risks if things go wrong?” This issue is about risk attitudes. Both value tradeoffs and risk attitudes are particularly complicated because there are no right or wrong values. Basically, what is needed is an objective function which aggregates all the individual objectives and an attitude toward risk. In decision analysis, such an objective function is referred to as a utility function, symbolically written u. Then \( u(x) \), the utility of the consequence \( x \), indicates the desirability of \( x \) relative to all other consequences. As mentioned in Section 2, following directly from the axioms of decision analysis, alternatives with higher expected (i.e., average) utilities should be preferred to those with lower expected utilities.

This step, rather unique to decision analysis, involves the creation of a model of values to evaluate the alternatives. This is done in a structured discussion with the decision makers to quantify value judgments about possible consequences in the problem. The procedure systematically elicits relevant information about value tradeoffs, equity concerns, and risk attitudes with provision for consistency checks. In addition to the obvious advantage of providing a theoretically sound manner to evaluate alternatives, the explicit development of a value model offers several other advantages, including indicating which information is of interest in the problem, suggesting alternatives that may have been overlooked, providing a means to calculate the value of obtaining additional information, and facilitating concise communication about objectives among interested parties. In addition, a sensitivity analysis of the value judgments can be conducted to appraise their importance for the overall decision.

The process of determining the utility function can be broken into five steps: (1) introducing the terminology and ideas, (2) determining the general preference structure, (3) assessing single-attribute utility functions, (4) evaluating scaling constants, and (5) checking for consistency and reiterating. For decision problems with a single objective, only Steps 1, 3, and 5 are relevant. In practice there is considerable interaction among the steps although each will be separately discussed.

*Introducing the Terminology and Ideas.* The basic purpose of this step is to develop a rapport and an ability to communicate with the decision maker or decision makers. It should be stated that the goal of the assessment process is to end up with a consistent representation of preferences for evaluating alternatives. The analyst should make sure that the decision makers are comfortable with the assessment procedure and understand the meaning of each attribute and the objective it is
meant to measure. If the decision makers have not been closely involved in defining the attributes or describing the impacts of alternatives, this phase of communication is particularly important. The decision makers should understand that there are no correct or incorrect preferences and that expressed preferences can be altered at any time.

**Determining The General Preference Structure.** Here, one structures preferences with a model indicating the general functional form of the utility function $u(x_1, \ldots, x_n)$. To obtain the structure for multiple objectives, one uses value independence concepts in the same way that probabilistic independence is utilized in structuring models of impacts. Most of the independence concepts concern relative values for consequences with levels of a subset of the attributes fixed. The independence concepts are used to derive a simple function $f$ such as

$$u(x_1, \ldots, x_n) = f[u_1(x_1), \ldots, u_m(x_m), k_1, \ldots, k_m, \ldots, k_R]$$

(1)

where the $u_i$ are single-attribute utility functions and the $k_m$ are scaling constants. Specific functional forms following from various assumptions are found in Fishburn [1964, 1965, 1970], Meyer [1970], Farquhar [1975], Keeney and Raiffa [1976], Bell [1977b, 1979b], Tamura and Nakamura [1978], and Farquhar and Fishburn [1981]. Using (1), the overall utility function is determined by assessing the single-attribute utility functions and the scaling constants which weight various combinations of single-attribute functions.

A related approach to model values for multiple objectives involves building a value function $v(x_1, \ldots, x_n)$, which assigns higher numbers (i.e., values) to preferred consequences. This is done in a spirit akin to (1) using either single-attribute value functions or indifference curves together with scaling constants. Then a utility function is assessed over value providing $u[v(x)]$ which incorporates value tradeoffs in $v$ and an attitude toward risk in $u$. Models of value functions addressing multiple objectives are found in Debreu [1960], Koopmans [1960], Luce and Tukey [1964], Krantz [1964], Krantz et al. [1971], Dyer and Sarin [1979], Kirkwood and Sarin [1980], and Keelin [1981]. A commonly used value function is discounting of cash flows over time at a fixed rate. Boyd [1973] and Keeney and Raiffa [1976] discuss procedures to obtain both $v(x)$ and $u(v)$.

**Assessing Single-Attribute Utility Functions.** Procedures for assessing single-attribute utility functions are well developed. In summary, one wishes to first determine the appropriate risk attitude. For instance, for consequences involving profits, one is said to be risk averse if profit level $(x_1 + x_2)/2$ is always preferred to a lottery yielding either $x_1$ or $x_2$ each with a probability of 0.5. In this case, one prefers the average of the profits $x_1$ and $x_2$ for sure rather than risk a half chance of the higher and a half chance of the lower. When one is risk averse, it must be the case that the corresponding single-attribute utility function is concave. As discussed in Pratt [1964], special risk attitudes restrict the functional form of single-attribute utility functions. A common utility function is the exponential utility function

$$u(x) = a + b^{-c}$$

(2)

where $a, b > 0, c > 0$ are scaling constants. This utility function is referred to as constantly risk averse since it is the only one consistent with the following property. If $x_3$ for sure is indifferent to a 0.5 chance at either $x_1$ or $x_2$, then $x_3 + \epsilon$ must be indifferent to 0.5 chances at either $x_1 + \epsilon$ or $x_2 + \epsilon$ for all possible $\epsilon$.

To specify the scaling constants $a$ and $b$ in (2), one arbitrarily sets the utility corresponding to two consequences. This is similar to defining a temperature scale by selecting a boiling and a freezing point. The utilities of all other consequences are relative to the two chosen for the scale. To specify the appropriate numerical value for a constant $c$ in (2), one can identify both a lottery and a consequence which are equally preferred by the decision maker. For instance, suppose the decision maker is indifferent between the certain consequence $x_3$ and a lottery yielding either $x_1$ or $x_2$ with equal chances of 0.5. Then, to be consistent with the axioms of decision analysis, the utility of $x_3$ must be set equal to the expected utility of the lottery. Hence,

$$u(x_3) = 0.5u(x_1) + 0.5u(x_2).$$

(3)

Substituting (2) into (3) and solving gives us the value for parameter $c$.

**Evaluating Scaling Constants.** With multiple objectives, the same concept is utilized to determine scaling constants, which relate to the relative desirability of specified changes of different attribute levels. To illustrate this in a simple case, consider the additive utility function

$$u(x_1, \ldots, x_n) = \sum_{i=1}^{n} k_i u_i(x_i).$$

(4)
where $k_i, i=1,\ldots,n$ are scaling constants. For this additive utility function, the values of the $k_i$ indicate the relative importance of changing each attribute from its least desirable to its most desirable level. To assess these scaling constants, one generates data representing stated value judgments of the decision maker. For instance, the decision maker may be indifferent between $(x_1, \ldots, x_n)$ and $(x_1, \ldots, x_n)$. Then the utility of these two consequences, since they are indifferent, must be equal. They are set equal using (4) which yields an equation with the scaling factors as unknowns. Using such indifferences, one generates a set of $n$ independent equations which is solved to determine values for the $n$ unknown scaling factors. The equations can be generated by sequentially considering consequences which differ in terms of the levels of only two attributes. This significantly simplifies the comparison task required of the decision makers. More details about the assessment of utility functions can be found in Fishburn [1967], Huber [1974], Keeney and Raiffa [1976], Bell [1979a], and many other sources.

Checking consistency. It has been my experience that invariably there are inconsistencies in the initial assessments. In fact, this is one of the main reasons for the procedure, because once these inconsistencies are identified, decision makers upon reflection can alter some of their responses to reach consistency and better reflect their basic values. Furthermore, they seem to feel better after having straightened out their value structure in their own mind. Thus, it is essential to ask questions in different ways and carefully reiterate through aspects of the assessment procedure until a consistent representation of the decision maker's values is achieved. Conducting sensitivity analysis of the evaluation of alternatives (Step 4 of decision analysis) may suggest if the utility function is a good enough representation of decision maker values.

With multiple decision makers, as discussed in Harsanyi [1955], Fishburn [1973], or Keeney and Raiffa [1976], additional value judgments are required to address the relative importance of the different decision makers and the relative intensity of the potential impact to each in order to determine an overall utility function. Alternately, the decision problem can be analyzed from the viewpoints of the different decision makers by using their own utility functions. It may be that the same alternative is preferred by each decision maker, possibly for different reasons. In any case, it might be helpful to eliminate dominated alternatives, identify the basis for conflicts, and suggest mechanisms for resolution.

This third step of decision analysis uses value judgments to address the complexities concerning value tradeoffs, and a risk attitude outlined in Section 1. The value judgments are made explicit in assessing $u$ for each decision maker. This process of building a model of values corresponds precisely with that used for any model. We gather some data (the decision maker's judgments), and use the data in a generic model (the utility function $u$) to calculate its parameters (e.g., the $k_i$'s in (1) and $c$ in (2)). Additional value judgments are necessary to structure values of multiple decision makers into one coherent utility function.

**Step 4—Evaluate and Compare Alternatives.**

Once a decision problem is structured, the magnitude and associated likelihoods of consequences determined, and the preference structure established, the information must be synthesized in a logical manner to evaluate the alternatives. It follows from the axioms of decision analysis that the basis for this evaluation is the expected utility $E_i(u)$ for each alternative $A_i$, which is

$$
E_i(u) = \int p_j(x)u(x)dx.
$$

The higher $E_i(u)$ is, the more desirable the alternative. Thus the magnitudes of $E_i(u)$ can be used to establish a ranking that indicates the decision maker's preferences for the alternatives. It should be remembered that the expected utility associated with an alternative is directly related to the objectives originally chosen to guide the decision and reflects the degree of achievement of the objectives. One can transform the $E_i(u)$ numbers back into equivalent consequences to obtain information about how much one alternative is preferred over another.

It is extremely important to examine the sensitivity of the decision to different views about the uncertainties associated with the various consequences and to different value structures. This is conceptually easy with decision analysis, since the impacts and values are explicitly quantified with probability distributions and the utility function, respectively. Without quantification it would be
difficult to conduct a thorough sensitivity analysis. A useful way of presenting the results of a sensitivity analysis is to identify sets of conditions, in terms of uncertainties and preferences, under which various options should be preferred.

4. PRACTICE OF DECISION ANALYSIS

The ultimate purpose of decision analysis is to help decision makers make better decisions. The foundations, provided by the axioms do not “assume the problem away.” Even though the theory and procedures are straightforward, a price is paid for attempting to address the complexities of a decision problem explicitly. The implementation phase, that is putting the methodology into practice, is more involved compared to other forms of analysis. A significantly greater portion of the overall effort in decision analysis is spent generating alternatives, specifying objectives, eliciting professional and value judgments, and interpreting implications of the analysis. Each of these requires interaction with the decision makers and individuals knowledgeable about the problem substance. Structured creative thinking is demanded and sensitive information is elicited.

In this section, we suggest how to conduct a decision analysis and the art of interaction necessary to elicit information. Several uses of decision analysis in addition to evaluating alternatives are indicated. Finally, some key potential pitfalls are identified.

Conducting a Decision Analysis

A careful definition of the decision problem is essential. For complex problems, an adequate definition is rarely available at the time the analysis is to begin. Yet, it is tempting to begin analyzing the problem immediately. What is available at the beginning is a somewhat vaguely perceived notion of problem objectives and possible alternatives. Defining a problem means the following: generating specific objectives with appropriate attributes and articulating dynamic alternatives including possible information to be learned in the decision process. The attributes indicate what information is wanted about the alternatives, namely the degree to which the alternatives measure up in terms of the attributes.

If the utility function is assessed to quantify the decision maker’s values, this will indicate the relative importance of gathering different information. That is, Step 3 of a decision analysis can proceed before Step 2 (see Figure 1). This is often useful because structuring a decision problem and assessing values require only personal interaction which is much less expensive than field tests, equipment, and surveys often necessary to quantify the impacts of the alternatives. Knowing what information to collect may reduce this burden or at least focus it on the information desired. One other point is worth mentioning in this regard. There is one value structure for a decision problem since each alternative is to achieve the same objectives. There are possible impacts to be assessed for each alternative. Thus, concentrating on the values first and thoroughly may save time, effort, and money on a decision analysis, and result in more useful insights for the problem.

Once the decision problem is well-structured, the collection of information should proceed as indicated in Step 2 of Section 3. The process may be complicated because of problem substance or required personal interaction. The former situation is not unique to decision analysis and will not be discussed further.

The Art of Decision Analysis Interaction

A key to successful decision analysis is the interaction of decision analysts with the decision makers and other professionals working on the project. As with all forms of personal interaction, there is a great deal of art and skill required. Most of the skills required to be a successful member of any group are also necessary to be a successful member of the team analyzing the decision process. However, because of the nature of decision analysis, we will note a few special aspects related to that interaction process.
Decision analysts obtain clearly articulated (often quantitative) information about the problem structure, possible impacts, parameters for a model, and value judgments. In addition to the complexity of the problem substance, the practice of obtaining such information is sometimes difficult because:

1. the information may be sensitive,
2. the natural procedures to process the information in one's mind often result in biased judgments,
3. the respondent may have a vested interest in misrepresenting information.

The decision analyst should be aware of any of these three possibilities.

In a recent article, Fischhoff [1980] draws an analogy between decision analysis and psychotherapy. Decision analysts try to formalize the thinking and feelings that the decision maker wishes to use on the problem. By clarifying and even quantifying the process, these thoughts and feelings are potentially opened for review by others (e.g., bosses, regulators, courts). In any assessment process, one should take the time and use any available devices to establish a rapport with the respondent and to make him or her feel comfortable. I always point out that the reason for the analysis is that the problems are too difficult to informally analyze consistently. Hence, a major purpose of these processes is to identify inconsistencies in the unassisted thinking of the respondent. It is critical to assure these individuals that they will have a first right to adequately review your work. Furthermore, they should have the option of changing their responses. This helps to ensure that no misrepresentation of their judgments occurs. What this boils down to is the need to build trust between the decision analyst and all respondents working on a decision problem. The establishment of this trust must be the responsibility of the decision analyst.

Tversky and Kahneman [1974, 1981] have identified many biases that individuals may inadvertently utilize in providing professional or value judgments. It is probably safe to say that these biases occur with any procedure, formal or informal, to assist in the decision making process. With decision analysis which focuses on such issues, reasonable procedures have been developed with enough consistency checks to avoid or at least identify the major biases which may be influencing the particular analysis. Many professionals, including and Winkler [1967b], Slovic and Lichtenstein [1971], Hogarth [1975], Spetzler and Stael von Holstein [1975], Fischer [1976, 1979], Seaver, Edwards, and von Winterfeldt [1978] and Alpert and Raiffa [1981], have compared various approaches to examine their strengths and weaknesses for such assessments.

A more difficult issue for the analyst might be that of potential conflict. A decision maker who wishes that a particular product be produced and marketed may be motivated to overestimate its potential sales. A product manager being evaluated on meeting a specific goal may care to underestimate the potential sales during the goal setting process. To assist in identifying such conflicts, aside from one's knowledge of the position of individuals with respect to the problem, several techniques are used to reduce the conflicts.

Effects due the sensitive nature of decision information, inherent conflicts, and unconscious biases, can be reduced by using four devices: iteration with consistency checks, assessments with different individuals, decomposition, and sensitivity analysis. Information should be gathered using redundant lines of questioning, and resulting inconsistencies should be investigated until consistency is achieved. Then, there is some comfort that the major discrepancies are eliminated. Use of judgments about the same factor obtained from different qualified individuals has obvious virtues. Decomposition involves dividing the assessment into component parts and obtaining judgments on the components. For instance, in addition to asking the product manager about profit from the product, ask component judgments about product manufacturing costs, distribution costs, potential sales at various prices, pricing policy, and competitor actions. Different individuals should provide these inputs which would then be utilized to provide estimates of profit. Sensitivity analysis can identify problem elements which are crucial for the evaluation of the alternatives. It is only for these that significant effort is necessary to appraise the recommendations of the analysis.
Uses of Decision Analysis

As previously mentioned, the overall use of decision analysis is to provide insight to improve decision making. One key manner of deriving this insight is to evaluate the alternatives. This is of course common to most prescriptive analytical approaches. However, decision analysis has other crucial uses to provide insight.

A strength of decision analysis is that one can readily calculate the value of additional information (see LaValle [1968] and Merkhofer [1977]). This is done by defining and evaluating alternatives which include the costs of gathering specific information and the likelihoods of what that information will be. For example, a test market for a proposed new product may cost one million dollars and the results may indicate potential annual sales anywhere between 20,000 and 500,000 sales per year. If the "test market" alternative has a higher expected utility than the "no test market" alternative, it is worthwhile. By raising the cost of the test market, we can find the cost where these two alternatives are indifferent. This cost is referred to as the value of the test market information and indicates the maximum one should pay for that information. Using this basic idea, Gilbert and Richels [1981] analyze the value of uranium resource information for U.S. energy policy decisions.

Because of the focus on problem complexities, there are many useful byproducts of decision analysis. The framework of decision analysis promotes honesty by providing the opportunity for various independent checks and centers communication on crucial problem features. For instance, one often develops a clear understanding of the substantive issues of a problem in the process of structuring the objectives hierarchy. This also has the effect of sensitizing different individuals to the issues and perhaps bringing about a commonality of understanding of what the problem is or at least a common set of terms to discuss the problem. Also, creative alternatives can be generated by stimulating thinking based on the problem objectives.

Finally, decision analysis can be very important in conflict identification and resolution. It should indicate whether conflicts among various individuals concern the possible impacts or the values for these impacts. Furthermore, conflicts may only involve certain objectives in either case. Once conflicts are identified, attention can be concentrated on their resolution by examining the bases for judgments of each individual concerned. It may be that only parts of the individuals' bases differ and these parts are the reason for the conflict. Information might be gathered which would resolve such a conflict. However, there are irresolvable conflicts, such as justifiable differences in values. For these cases, identification of the basis for the conflict may in itself be an important contribution toward a more responsible decision.

Many decision analyses do not need to be complete. Partial decision analyses which give cursory qualitative attention to some steps in Section 3 are definitely appropriate for many decision problems. These partial analyses should focus on the aspects of the overall problem where insight might be most fruitful to the decision makers. Once the problem is structured or the impacts of alternatives clarified or the values articulated, the rest of the analysis may be easy or even unnecessary. In these partial analyses, the unique contribution of decision analysis is often the procedures to address explicitly the softer parts of the problem—its structure and professional and value judgments.

Pitfalls of Decision Analysis

Decision analysis is subject to the same pitfalls as other approaches designed to assist decision makers. One might categorize these pitfalls as follows:

1. weak or no logical or theoretical foundations.
2. lack of consideration of subjective and value components of the decision problem.
3. a claim that analysis provides a solution to the decision problem.
4. poor analysis.
5. weak personal interaction skills.
As previously stated, the foundations of decision analysis are strong and the subjective and value aspects of the decision problem are addressed. Hence, specific pitfalls under categories 1 and 2 are rarely the downfall of a decision analysis.

Category 3 represents a pitfall often more common to decision analysis than other approaches. Because decision analysis does try to capture a bigger share of the "real problem," there is a tendency to assume the entire problem is addressed. Worse though is the misrepresentation that such an analysis provides a solution to the decision problem. Decision analysis, indeed any analysis, only focuses on part of a problem and this should be understood.

Poor analysis or poor personal interaction can of course, render the best conceived decision analysis as worthless. Rather than repeat all the things that could go wrong here, it may be more appropriate to refer to Keeney and Raiffa [1972] for a short critique of decision analysis or to Majone and Quade [1980] for an entire volume on pitfalls of analysis.

5. APPLICATIONS OF DECISION ANALYSIS

Discussions of early applications of decision analysis in the oil and gas industry are described in Grayson [1960] and Kaufman [1963]. Applications also occurred in other fields. However, for proprietary reasons, many of the completed decision analyses do not appear in the published literature. Fortunately, the essence of some of these analyses do appear in the form of "fictitious" analyses or case studies. Magee [1964a,b] describes applications to capital investment decisions. Howard [1966] discusses a product introduction, and a number of cases representing experiences of the early 1960's are found with analyses in Schlaifer [1968]. Papers by Brown [1970] and Longbottom and Wade [1973] surveyed applications of decision analysis through the 1960's.

The 1970's saw an expansion in applications of decision analysis. The applications concerned both private, industry and governmental decisions. They involved new product decisions, research and development efforts, medical problems, energy problems, environmental alternatives, and standard setting, to name a few. In this article, it would not be possible to survey all of these applications. Hence we will simply attempt to indicate sources of some applications which are readily available. Many of these sources describe other applications

There have been many applications of decision analysis addressing various corporate problems. Although many of these are proprietary, there are some published examples of these corporate decision analyses. Spetzler [1968] describes the procedure of assessing a utility function for a corporate board. Matheson [1969] summarizes an application concerning the introduction of a new product. The book by Brown, Kahr and Peterson [1974] describes several applications. Keeney [1975] discusses the assessment of a multiple objective corporate utility function to examine corporate policies. Keefer and Kirkwood [1978] discuss an application to optimally allocate an operating budget for project engineering. A recent application described in Smallwood and Morris [1980] considers whether Xerox Corporation should construct new manufacturing facilities for a new product and when this should be done. Stillwell et al. [1980] report the evaluation of credit applications. Rather than discuss selected applications in medical fields, it is simpler to refer readers to a recent annotated bibliography of decision analysis applications by Krischer [1980]. The applications address such diverse problems as evaluating governmental programs to save lives, the evaluation of new drugs, the selection of medical technologies for advanced medical systems, analyses to select treatment strategies for numerous different diseases or ailments, the development of on-line computer systems to assist physicians in decision making, and the development of various health industries.

There have been numerous applications of decision analysis to problems faced by various branches of government over the last decade. Examples of these include the possibility of seeding hurricanes threatening the coasts of the United States (Howard et al. [1972]), metropolitan airport development in Mexico City (de Neufville and Keeney [1972]), protection from wildland fires (North et al. [1975]), trajectory selection for the Mariner Jupiter/Saturn project (Dyer and Milos [1976]), and the evaluation of busing alternatives to achieve school integration (Edwards [1980]). Several more recent applications of decision analysis to governmental problems concern selection of stan-
dards. Examples are emission control strategies by North and Merkhofer [1976], chronic oil discharge standards by von Winterfeldt [1982], and the negotiation of international oil tanker standards by U.S. and Snider [1980].

By their nature, significant environmental problems concern both government and industry. In the recent past, there have been a large number of decision analyses addressing such environmental problems. Examples are the work of Gardiner and Edwards [1975] concerning development within the areas under the jurisdiction of the California Coastal Commission, work involving Bell [1977a] and Holling [1978] concerning control of a forest pest, the analysis of marine mining options by Lee [1979], and the evaluation of regional environmental systems by Seo and Sakawa [1979].

The area with perhaps the greatest number of applications in recent years has been energy. There have been decision analyses of the United States synthetic fuels policy (Synfuels Interagency Task Force [1975]) and nuclear reactor program (Manne and Richel, [1975]), expansion of the California electrical system capacity (Judd [1978]), management of nuclear waste (Lachrop and Watson [1982]), and commercialization of solar photovoltaic systems (Boyd et al. [1982]). There has been considerable effort focused on alternatives faced by the utility industry. These include the selection of technological alternatives for specific projects such as transmission conduits (Crawford et al. [1978]), the examination of the implications of both over- and under-capacity (Cazalet et al. [1978]), the siting of energy facilities (Keeney and Nair [1977], Keeney [1980b], and Sarin [1980]), and the choice between coal and nuclear technology for large-scale power plants (Beley et al. [1981]).

6. HISTORY OF DECISION ANALYSIS

It is difficult to trace decision analysis from its beginning to the present because of the evolutionary nature of both its content and its name. The foundations of decision analysis are the intertwined concepts of subjective probability and utility, and Ramsey [1931] was the first to suggest a theory of decision making based on these two ideas. Two centuries earlier, Bernoulli [1738] wrote a remarkable paper on the motivation for the concept of utility and on a possible form for a utility function. For a historical discussion of the early development of subjective probability and utility theory, see Fellner [1965]. On the uncertainty side, DeFinetti [1937] contributed greatly to the structure of subjective probability. Modern utility theory for decision making under uncertainty was developed, independently, by von Neumann and Morgenstern [1947]. They postulated a set of axioms similar to those in the Appendix (using only objective probabilities) and demonstrated that a utility could be assigned to each consequence in a manner such that the decision maker should prefer the alternative with the highest expected utility in order to act in accord with the axioms. This result is often referred to as the expected utility hypothesis.

Wald [1950], in his classic work on statistical decision problems, used theorems of game theory to prove certain results in statistical decision theory. Although he used an expected-loss criterion instead of utility theory, it was only a minor modification to introduce utility into the Wald framework. This work highlighted a critical problem, namely, how to account for informal information about the states of the world in his model. The school of statisticians and decision theorists, including J. Marschak, H. Chernoff, and H. Rubin, advocated the use of judgmental probability as one method of tackling the statistical decision problems proposed by Wald. The pioneering work of Blackwell and Girshick [1954] contributed to the integration of utilities and subjective probabilities into a coherent program for handling these problems. Then Savage [1954], in a major contribution, provided a rigorous philosophical foundation and axiomatic framework for the approach.

Once the theory was developed, many individuals began applying it to mathematically well-structured problems involving uncertainties and possibilities for sampling or experimentation. These results, building on the previous work of others, formed a body of results known as Bayesian or statistical decision theory (Schlaifer [1959], Raiffa and Schlaifer [1961], Pratt et al. [1965]). When in the early 1960's these same individuals and their associates, mainly at the Harvard Business School, began using these theories on real business problems involving uncertainties, whether or

---

1This section is liberally adapted from Keeney [1978].
not sampling at experiment were possible, an adjective was added to yield applied statistical decision theory. However, since applied statistical decision theory was relevant to broad classes of complex decision problems (see Schlaifer [1969]), it was better to have a more application-oriented name, and the term decision analysis appeared in the literature (Howard [1966]).

Over the past thirty years, the contributions of many people concerned with the behavioral aspects of decision making have had a significant impact on prescriptive decision analysis. Mosteller and Nogee [1951], Friedman and Savage [1952], Edwards [1954], and Davidson et al. [1957] made early contributions to the assessment of preferences and judgments. Excellent sources of this work are Slovic and Lichtenstein [1971], Tversky and Kahneman [1974, 1981], Hammond et al. [1980], and Einhorn and Hogarth [1981].

Procedures have been developed to better account for specific characteristics of decision problems mentioned in Section 1. Examples include work by Pratt [1964] and Schlaifer [1969] on assessing utility functions; by Winkler [1969, 1981], Edwards [1968], Schlaifer [1969], Spetzler and Staël von Holstein [1975], and Morris [1977] on assessing probability distributions; by Arrow [1963], Harary [1955] and Keeney and Kirkwood [1975] on group preferences; by Fishburn [1964, 1965, 1974], Pollak [1967], Raiffa [1969], and Boyd [1973] on multiattribute preferences; by Koopmans [1960], Lancaster [1963], and Bell [1977b] on preferences over time; by Rousseau and Matheson [1967], Schlaifer [1971], Keeney and Siegelman [1976], and Seo et al. [1978] on developing software systems for structural and computational assistance; by Miller et al. [1976], Jungermann [1980], and von Winterfeldt [1980] on structuring decision problems; and numerous contributions of people in statistics, stochastic processes, systems analysis and computer science to develop better probabilistic models. In many analyses concerning, for example, liquefied natural gas, nuclear power, and hazardous wastes, a critical issue is the value of the lives which may be lost due to either an accident or “normal” use. Some of the current methodological development in decision analysis concerns critical value judgments such as the value of human life (see, for example, Bodily [1980], Howard [1979], Keeney [1980a], and Pliskin et al. [1980]).

7. RESEARCH

The techniques and procedures of decision analysis are sufficiently developed to make substantial contributions on many complex decision problems. Compared to other approaches, both formal and informal, decision analysis often has much to offer. Compared to “providing all the insight a decision maker could possibly want at a price too low to refuse,” there are significant improvements which could be made. Research on the following topics will help lead to these improvements. This research is categorized by the steps of decision analysis outlined in Section 3.

Regarding the structure of the decision problem, better approaches to develop objective hierarchies, create alternatives, and interrelate the two are needed. The approaches should be systematic to increase the likelihood that important parts of the problem are not being omitted. Procedures are needed to help identify relevant stakeholders—individuals or groups with an interest in the problem—and ensure that their objectives and advocated alternatives are recognized by the analysis. Likewise, more systematic procedures are needed to identify exogenous events not under the decision makers control which could significantly influence the consequences of alternatives. This should reduce the likelihood of unanticipated consequences. Any analysis excludes many aspects felt to be less relevant than included ones. Yet, many decision problems are interrelated even though at some level it is impractical to include these interrelationships in detail in an analysis. Better means to address the interrelationships are needed in decision analysis. As a specific example, a carefully defined attribute to measure flexibility in a decision problem might address the degree to which alternatives in a given problem might foreclose options in other decision problems.

With possible impacts, two major problems deserving additional research concern probabilistic dependencies and multiple experts. Better methods to identify probabilistic dependencies and to elicit subjective probability distributions with probabilistic dependencies would be helpful. On many important problems, different experts disagree about the impacts expected from various alternatives. Research is needed to provide methods to reduce such discrepancies when appropriate.
and to produce responsible representations of the "collective judgment" in cases where discrepancies persist.

Models of values could be improved in three significant respects. First, models to better characterize the values of a group are needed. The process requires judgments about the intensity of preferences for group members and their relative importance in the group. In addition, better models to evaluate morbidity and mortality consequences of decision problems would be helpful. Additional research on structuring and eliciting preferences for impacts over time, especially for nonmonetary impacts, could make a substantial contribution.

Regarding analysis of alternatives, the main research involves developing better computer programs to assist in completing the tasks of decision analysis and better presentation materials and procedures to realize the full potential benefits of decision analyses.

8. SUMMARY

Decision analysis embodies a philosophy, some concepts, and an approach to formally and systematically examine a decision problem. It is in no way a substitute for creative, innovative thinking, but rather it promotes and utilizes such efforts to provide important insights into a problem. Philosophically, decision analysis relies on the basis that the desirability of an alternative should depend on two concerns: the likelihood that the alternative will lead to various consequences and the decision maker's preferences for those consequences. Decision analysis addresses these concerns separately and provides the logic and techniques for integrating them.

The foundations of decision analysis are a set of axioms which define the basic constructs—judgmental probability and utility, and the logic of the approach. From these axioms, the fundamental result of decision analysis is derived: the alternative with the highest expected utility should be the most preferred. If many other individuals, find these axioms compelling for analyzing decision problems to prescribe what alternative a decision maker should choose. It is important to note that any decision making approach which is not consistent with all of the axioms of decision analysis must, by definition, violate at least one of them.

For one who believes in the axioms, the standard for correctness in formally analyzing decision problems must be decision analysis. This does not mean other approaches are not more appropriate in some cases, but that the additional assumptions necessary for these other approaches are important to understand and appraise. Often, however, other seemingly competitive approaches are not in conflict with the axioms of decision analysis. For instance, in cases where there are no uncertainties in describing the possible implications of each alternative and where the utility function (i.e., objective function) is linear. Linear programming does not violate the axioms of decision analysis. In such cases, it could be considered a tool of decision analysis, with the big advantage of effectively evaluating an infinite number of alternatives and selecting the best one.

A unique aspect of the decision analysis formulation is the theory and procedures developed to formally introduce and process subjective judgments in the evaluation of alternatives. Professional and value judgments are clearly an important part of the major problems facing our society. With problems concerning abortion, the desirability of capital punishment, or the treatment of terrorists, professional judgments about the likelihoods of various consequences resulting from each alternative and the value judgments required to evaluate such alternatives must be made. In decisions concerning inflation or the energy situation of the country, judgments must somehow be formulated about the likely effects of various policies. Value tradeoffs must be made between inflation rates and unemployment or between the energy available for personal use (i.e., comfort) and national dependence on foreign fuels. In many cases, to neglect such features misses the essence of the problem altogether.

Experience in using decision analysis indicates that knowledgeable professionals, industry executives, and government officials are willing to address the difficult professional judgments and value questions necessary to focus meaningfully on the characteristics of complex decision problems. However, most analyses of important decision problems have left the incorporation of judgments and values to informal procedures with unidentified assumptions and to the intuition of the decision makers. What has been lacking is not information but a framework to articulate and inte-
Integrate the values and professional judgments of decision makers and experts with the existing data to examine the overall implications of alternative courses of action. Decision analysis provides this framework.
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APPENDIX: THE AXIOMS OF DECISION ANALYSIS

A unique feature of decision analysis is that it has an axiomatic foundation. The axioms provide the rationale and theoretical feasibility for the “divide and conquer” approach of decision analysis. In Section 3, decision analysis was decomposed into four steps:

1. Structure the decision problem;
2. Assess possible impacts of each alternative;
3. Determine preferences (values) of decision makers; and
4. Evaluate and compare alternatives.

Axioms corresponding to Steps 1 through 3 state conditions under which it is feasible to obtain the necessary information for a decision analysis decomposed in this manner. Axioms corresponding to Step 4 provide the substance for aggregating the information in the preceding steps to evaluate the alternatives.

To facilitate understanding, the axioms of decision analysis are stated here in an informal and intuitive manner. The complete sense of the axioms is preserved although they are not technically precise. A formal statement of the axioms is found in Pratt, Raiffa, and Schlaifer [1964]. In the following, Axioms 1a and b pertain to Step 1 of the decision analysis methodology, Axiom 2 pertains to Step 2, and so on.

Axiom 1a—Generation of Alternatives. At least two alternatives can be specified.

For each of the alternatives, there will be a number of possible consequences which might result if that alternative is followed.

Axiom 1b—Identification of Consequences. Possible consequences of each alternative can be identified.

In identifying consequences, it may be useful to generate an objectives hierarchy indicating the domain of potential consequences in the problem. Attributes can be specified to provide evaluation scales necessary to indicate the degree to which each objective is achieved.

Axiom 2—Quantification of Judgment. The relative likelihoods (i.e., probabilities) of each possible consequence that could result from each alternative can be specified.

As discussed in Section 3, there are a number of procedures to assist in specifying relative likelihoods. Such probabilistic estimates are based on available data, information collected, analytical or simulation models, and assessment of experts’ judgments.
Axiom 3—Quantification of Preference. The relative desirability (i.e., utility) for all the possible consequences of any alternative can be specified.

The preferences which should be quantified in a decision problem are those of the decision makers. It is very helpful if one can assess these preferences directly from the decision maker or decision makers. However, for many problems other individuals have a responsibility for recommending alternatives to the decision makers. In such problems, those individuals may have a responsibility for articulating an appropriate preference structure.

Axiom 4a—Comparison of Alternatives. If two alternatives would each result in the same two possible consequences, the alternative yielding the higher chance of the preferred consequence is preferred.

Axiom 4b—Transitivity of Preferences. If one alternative is preferred to a second alternative and if the second alternative is preferred to a third alternative, then the first alternative is preferred to the third alternative.

Axiom 4c—Substitution of Consequences. If an alternative is modified by replacing one of its consequences with a set of consequences and associated probabilities (i.e., a lottery) that is indifferent to the consequence being replaced, then the original and the modified alternatives should be indifferent.

Axiom 4a is necessary to indicate how various alternatives should be compared. Axioms 4b and 4c are often referred to as consistency axioms. Axiom 4c allows one to reduce complex alternatives involving a variety of possible consequences to simple alternatives referred to in Axiom 4a. It is then easy to compare alternatives. Axiom 4b is necessary to include comparisons of more than two alternatives.

The main result of these axioms is that the expected utility of an alternative is the indication of its desirability. Alternatives with higher expected utilities should be preferred to those with lower expected utilities. The probabilities and utilities necessary to calculate expected utility emerge as distinct items. Information about each must be gathered in conducting a decision analysis. However, the axioms themselves provide little guidance about how to obtain this information. This is discussed in Sections 3 and 4 on the methodology and practice of decision analysis.

Decision analysis does not require either a single decision maker or identifiable decision makers. It requires an orientation toward the decision to be made and individuals able and willing to provide information essential to that decision. The essential assumptions in this regard are those given in axioms corresponding to Steps 1, 2, and 3. What is assumed is that the information required by those assumptions can be obtained in a useful manner. A decision analysis which structured and analyzed a decision problem without any interaction with or knowledge of the “decision makers” could provide a tremendous amount of insight—the product of decision analysis—to them if they saw the analysis. Recognition of this misconception is important because it has often been stated that an implicit assumption of decision analysis is that the decision maker is a single individual and can be identified. It is further claimed that this assumption is invalid for essentially all important decision problems. Hence, decision analysis is at best an interesting theoretical exercise with little practical value. While it may be easier to structure a decision problem and provide critical information by interacting with the identified decision makers, many critical problems do not afford this luxury. It is not essential for constructive decision analysis to occur.
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