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FOREWORD

The Human Factors Technical Area of the Army Research Institute (ARI) is
concerned with the demands of increasingly complex battlefield systems that are
used to acquire, transmit, process, disseminate, and utilize information. This
increased complexity places greater demands upon the operator interacting with
the machine system. Research in this area is focused on human performance prob-
lems related to interactions within command and control centers as well as on
issues of systems development. Such research is concerned with software devel-
opment, topographic products and procedures, tactical symbology, user-oriented
systems, information management, staff operations and procedures, decision sup-
port, and sensor systems integration and utilization.

An issue of special concern within the area of user-oriented systems is
simplifying the user-computer dialogue. The increasing utilizing of computers
in battlefield and other Army systems has created a demand for a large number
of competent computer operators. In order to satisfy this need, the language
used to communicate with computers must be made simpler, easier to learn and
less prone to errors. A variety of dialogue languages are available for user-
computer communication. The present publication reviews the human factors
research concerned with query languages and their potential for simplifying
user-computer transactions. Existing research reports are reviewed for their
operational implications and for their implications with regard to future re-
search nee4s.

Research in user-oriented systems is conducted as an in-house effort aug-
mented through contracts. This report resulted from an in-house research effort
responsive to requirements of Army Project 2Q162717A790. Special requirements
are contained in Thrust 4, Work Unit 002, "Design and Evaluation of User-System

Transactions."

JOSEPH Z ER
Tehnical Director
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DESIGN RECOMMENDATIONS FOR QUERY LANGUAGES

BRIEF

Requirements:

To improve the design of query languages by making them simpler to use,
easier to learn and less prone to user error.

Procedure:

The existing human factors literature on query languages is both sparse
and scattered. This paper seeks to collect and review that literature. The
first section of the paper introduces the subject of query languages. In the
second and third sections, the topics of natural and formal query languages are
respectively discussed. These two types of query languages are reviewed with
the objective of determining their potential for expanding the population of
computer users. The fourth section considers some general issues pertinent to
both types of query languages. These issues include the ability of people to
deal with logical quantifiers, the user's concept of data organization, mixed
initiative dialogues, and the use of abbreviations. Methods for experimentally
evaluating specific query language features and research on person-to-person
communication are also discussed here. To focus the findings reported in the
preceding sections, the fifth section summarizes the implications of the re-
search performed to date. Next, the sixth section presents possible new re-
search which would be of value to the designers of Army tactical information
systems. The paper concludes with two appendixes. Appendix A discusses human
factors review papers concerned with the design of interactive systems. Appen-
dix B presents a compendium of design recommendations directed towards the sys-
tem designer.

Findings:

Much work remains to be done in setting up design guidelines for query
languages. The research guidance that is available in the human factors liter-
ature is summarized at the end of this paper. In addition, more specific design
guidelines are presented in Appendix B.

Utilization of Findings:

This report brings together the principle results of research efforts in
the area of query languages. It proqides interested system proponents and de-
velopers with recommendations and guidance for improving the dialogue between
users and their computers.
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DESIGN RECOMMENDATIONS FOR QUERY LANGUAGES

INTRODUCTION

The United States Army continues to introduce computers into more and more
areas of its operations. These include the areas of data processing for combat
as well as for noncombat situations. For example, more than 90 separate auto-
mated battlefield systems are either under development or in production. These
systems will increase the power of the command staff to integrate and retrieve
important intelligence, logistic, and other battlefield information. To effec-
tively utilize this increase in power, there will have to be enough individuals
capable of operating the new systems. All of these users will not be highly
skilled and well trained computer technicians and programmers. For the U.S.
Army, the shortage in such skilled personnel is especially acute. Therefore,
it is up to the system designer to simplify the techniques for user-computer
transactions and thus assure that the number of potential, competent computer
users increases along with the expanding need. (For brevity, the term "user"
rather than the term "user/operator" will be used in this paper.)

A systems component which is a prime candidate for simplification is the
user-computer dialogue. Several types of interactive dialogue can be incorpo-
rated into a computer system. They include the following:

1. Question-and-Answer Dialogue--The computer asks a question which re-
quires a "yes," "no," or "don't know" answer from the user. The user's
response causes the computer system to determine which question should
be asked next. The succession of questions and answers guides the
program to the action that the user desires. (This action can involve
retrieving information, manipulating information, or initiating a phy-
sical action.)

2. Form Filling Dialogue--The computer presents the user with a standard
text. At a number of points, the text requests specific information
which the user types in. This information guides the computer in the
performance of the desired task. (The distinction between form fill-
ing and question-and-answer dialogue can become obscure under some
circumstances.)

3. Menu Selection Dialogue--The computer asks a question of the user and
also presents a list of possible answers. The answers chosen by the
user determine what task will be performed.

4. Query Language Dialogue--Unlike the other types of interactive dia-
logue, query languages do not require that the computer guide the dia-
logue. A query language is a set of syntactic and lexical rules (i.e.,
language) with which the user can question (i.e., query) the computer.
Query languages belong to the class of computer languages commonly re-
ferred to as "nonprocedural" or "very high level" (Leavenworth & Sam-
met, 1974). In nonprocedural languages, the user declares what the
program is to accomplish without stating how it is to be accomplished
(i.e., without providing a procedure). Query languages can be charac-
terized by their syntax and vocabulary. In a natural query language,
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the syntax and vocabulary of the query language closely resembles that
of English (which we will assume to be the user's natural language).
On the other hand, the syntax and vocabulary of a formal query language
is highly constrained and has little resemblance to English. Below
are examples of a statement written both in natural and in a formal
query language.

Natural: Find the names of all of the employees in department number
50.

Formal (written in GIM II): FROM EMP WITH DEPTNO EQ "50" LIST NAME #

A number of properties distinguishes query languages from other classes of
computer languages. For instance, the nonprocedural aspect of query languages
is useful in distinguishing them from programming languages. Another distinc-
tion between these two classes of languages is that each query statement is
executed by the system upon entry, whereas the execution of a programming state-
ment is delayed until the total program has been entered. Differentiation can
also be made between query languages and command languages. Like query lan-
guages, command languages are nonprocedural and each statement is executed im-
mediately. However, command languages are not primary tools used for the crea-
tion of problem-solving algorithms. Instead, they are secondary tools (e.g.,
job control languages, text editors) used to execute programs conveniently (Gram
& Hertweck, 1975). The above distinctions (between types of languages and the
categorization of dialogue types) are not intended as hard and fast definitions.
Instead, they are being stated so that the reader will be cognizant of the au-
thor's perspective.

The existing human factors literature on query languages is both sparse
and scattered. This paper seeks to collect and review that literature. The
present section has introduced the subject of query languages. Ii the second
and third sections, the topics of natural and formal query languages will be
respectively discussed. These two types of query languages are reviewed with
the objective of determining their potential for expanding the population of
computer users. The fourth section considers some general issues pertinent to
both types of query languages. These issues include the ability of people to
deal with logical quantifiers, the user's concept of data organization, mixed
initiative dialogues, and the use of abbreviations. Methods for experimentally
evaluating specific query language features and research on person-to-person
communication are also discussed here. To focus the findings reported in the
preceding sections, the fifth section summarizes the implications of the re-
search performed to date. Next, the sixth section presents possible new re-
search which would be of value to the designers of Army tactical information
systems. The paper concludes with two appendixes. Appendix A discusses human
factors review papers concerned with the design of interactive systems. Ap-
pendix B presents a compendium of design recommendations directed towards the
system designer.

In reading this article, the reader should keep in mind that most of the
research done on human factors in query languages has been of limited scope.
The reader must beware of over-generalizing any of the findings. Still, in the
absence of anything more substantial, these findings do represent the best wis-
dom to date.
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NATURAL QUERY LANGUAGES

A prime obstacle to the widespread use of computers is the need to learn a
special language for communicating with the machine. One means for removing
this barrier is to have user-computer communication occur via natural language.
"We will say that a system understands natural language if a user who knows
what the system is capable of but who has not specifically trained in the sys-
tem's input language (i.e., its domain of competence) can phrase an input to
the system and, possibly after some clarifying dialogue . . . have his input
satisfactorily handled." (Shapiro & Kwasny, 1975, p. 459).

Success has been achieved in developing natural query languages which sat-
isfy this criterion. Waltz (1976) reports on some of these languages, includ-
ing his own project PLANES. PLANES is a natural query language capable of an-
swering questions relating to aircraft flight and maintenance records. Below
is a sample dialogue between a user and a computer (Waltz, 1976, p. 21):

User: How many Phantoms required unscheduled maintenance in April 1975?

PLANES: Thirty Phantoms. Do you want to see them?

User: No. Did any of these require radar maintenance?

PLANES: Yes, three of them. Do you want to see them?

User: Yes.

PLANES: Phantom 159829 required a new radar screen ..... Phantom 158336
crashed as a result of radar failure.

User: Did any other planes crash?

PLANES: I assume you mean during April 1975. Two other planes crashed:
a Phantom and a P3.

User: Is it true that in both cases and April flights occurred while on
the fuselage?

PLANES: I cannot understand your question. It is nongrammatical and
meaningless.

User: Is it true that both Phantoms were fron the same squadron?

PLANES: I assume you mean "from" instead of "fron." Yes both planes were
from the same squadron.

Heidorn (1976) reports that natural query language is also being used by systems
which perform automatic programming. Such systems query the user in English and
formulate a computer program based on the responses. (This should not be con-
fused with efforts to create programming languages which are English in style.)
Other successful natural languages projects are reported by Martin (1973) and
Petrick (1976).
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Despite the success reported above, the technology of natural query lan-
guages has not progressed to the point of commercial or military application.
The natural languages developed to date are restricted in versatility and are
geared to highly specific subject matters. Even within the topics for which
languages have been developed, they are limited in linguistic capability (Pe-
trick, 1976). They cannot handle a large variety of syntactic structures and
they have limited vocabularies. Commercially, they are expensive because of
the large memory they require for operation. Also, as will be discussed below,
some researchers feel that natural query language is a poor medium for user-
computer dialogues.

Protocols and Restricted Syntax

Still, simple forms of natural languages are feasible and potentially use-
ful both militarily and commercially. One way to achieve simplicity within a
natural language system is to restrict the syntax and vocabulary permitted by
the system. Gould, Lewis, and Becker (1976) investigated the ease and accuracy
with which participants who were nonprogrammers could write protocols using a
restricted English syntax. The participants were also tested on their ability
to comprehend such protocols. (Strictly speaking this experiment is concerned
with natural language programming and not natural query language. Still, its
findings are relevant to the latter issue.) In the experiment, participants
were shown figures made up of either: (1) colored blocks, or (2) typed arrays
of X's and blanks. The participants task was to either: (1) describe the
scene, or (2) write a procedure for reconstructing it. In one condition, par-
ticipants were provided with a restricted, natural language syntax for writing
the protocols. In the second condition, no syntactic restrictions were placed
on the participants. (The restricted syntax that was studied in this experiment
was very simple. Care should be taken in generalizing these results.) For the
experimental condition where the participants saw colored blocks, the syntax
was as follows:

START WITH
(block color)

PUT

(block color) (spatial relation, (block color)
e.g., "to the right
of," "above")

For the experimental condition where the participant saw typed arrays, the per-
mitted syntax consisted of the single statement:

HIT

(key, i.e., X, (times, e.g., 3)
space, return)

Participants found it just as easy to work with a restricted syntax as with an
unrestricted one. The protocols that they produced when working with the re-
stricted syntax were less ambiguous in their description of the scene and took
no longer to prepare. Gould et al. also examined the relative ease with which
the participants wrote protocols on how to construct the scene ("procedural
protocols") as opposed to purely describing the scene ("description protocols").
The two types of protocols produced equally unambigucus descriptions of the
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stimulus scene (i.e., were equally consistent with it). When participants pre-
pared protocols under "neutral" constraint (i.e., without being instructed on
the form that the protocol should take), they tended to produce more procedural
protocols than description protocols. Gould et al. cautions against overgener-
alizing their limited set of results. However, they point out that their exper-
iment indicates that there is no "natural" form of expression for the design of
a query language. Instead, people are flexible, capable of working with a well
designed restricted syntax, and are able to prepare procedural instructions and
do not naturally tend to pure descriptives.

Restricted Vocabulary

Kelly (1975) investigated the effect of restricting vocabulary size on the
ability of people to communicate. In Kelly's experiment, individual college
participants were placed in adjacent rooms and communicated with each other
through teletype terminals. A pair of participants would be assigned a problem
to solve (e.g., arrange a college course schedule given certain preconditions).
Each participant in the pair was given half of the information required to solve
the problem. Participants could communicate with each other under one of three
vocabulary restrictions: (1) a vocabulary of 300 predefined words, (2) a vo-
cabulary of 500 predefined words, or (3) no restrictions on vocabulary. The
teletype interface between the participants was programmed so as to allow only
the permissible vocabulary words to be used. Kelly found that vocabulary size
had no effect on any measures of performance. This included both the time re-
quired and the accuracy with which the problems were solved. However, partici-
pants working under the limited vocabulary conditions did exhibit both annoyance
and frustration with the system.

Kelly's experiment indicates that people can communicate within the confines
of a limited-vocabulary language. This in turn increases the feasibility of
creating an economical, English-based query language. However, there are some
difficulties in attempting to generalize Kelly's results to communication be-
tween user and computer. Although Kelly provided his participants with a re-
stricted vocabulary of only 300 words, the participants, in fact, had more than
300 different semantic entities available to them. Consider for example the
word TIME which was one of the entries in the restricted vocabulary. This word
has a multitude of meanings (e.g., time for reading, times are hard, doing time,
getting paid time-and-a-half, learning to play piano in time). The single word
TIE thus taps into many different semantic entries in the individual's lexi-
con. In a computer language system, each of these entries would have to be
represented individually at a different memory address. Thus, a computer would
require many more than 300 individual entries to represent the 300 words in
Kelly's restricted vocabulary.

It is partly because of this multitude of meanings that some words occur
so frequently. In this situation, a system designer has available two courses
of action. The designer can choose to allow all the meanings of a word to be
placed into computer memory. This will cause the size of the effective vocabu-
lary (and thus the required size of computer memory) to increase several times
over the size of the nominal vocabulary. More importantly, such a course of
action will require that a way be provided for the program to determine which
of a word's multiple meanings is appropriate in a particular situation. The
alternative course of action is to allow each word only one meaning for both
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the user and the computer. This latter alternative represents an important op-
tion and remains to be tested. However, the performance of such a test will
require some ingenuity on the experimenter's part. It is fairly likely that,
if nothing else, such a situation would increase user dissatisfaction with the
system.

Quasi-Natural Language

Some practical application of natural query languages has been accomplished
with a program called ELIZA (Weizenbaum, 1966). ELIZA is an elementary natural
language system that has been adapted to a few different tasks. Although ELIZA
operates in English, it lacks any sophisticated linguistic capabilities. It
cannot truly parse or interpret the sentence that is input to it (see Martin,
1973, for criticism of ELIZA's superficialness). However, at the surface level,
these limitations are not apparent to the casual user. An example of how ELIZA
can be used to assist computer users in the use of system commands is shown
below. If a user has difficulty remembering or invoking a system command, he
or she can type HELP and initiate a user-computer dialogue. In the example,
the user's statements are typed in mixed case and the computer's statements are
typed in upper case (Shapiro & Kwasny, 1975, p. 460).

HOW DO YOU DO. WHAT IS YOUR PROBLEM?

?I need some information about files.

FILES MAY BE ASSOCIATED WITH A JOB BY USING EITHER THE ATTACH (DIRECT FILE)
OR GET (INDIRECT FILE) COMMANDS. FILES MAY BE MADE PERMANENT BY USING
EITHER THE DEFINE (DIRECT FILE) OR SAVE (INDIRECT FILE) COMMANDS.

?I'm not sure if I want direct or indirect files.

A DIRECT ACCESS FILE IS A PERMANENT FILE WHICH, UPON REQUEST, BECOMES AS-
SOCIATED DIRECTLY WITH THE USER'S JOB. UNLIKE REQUESTS FOR INDIRECT ACCESS
FILES, A COPY OF THE PERMANENT FILES IS NOT CREATED FOR USER ACCESS ....

?What else can you tell me about indirect access files?

CAN YOU BE MORE SPECIFIC?

?Suppose I want to save indirect files?

THE SAVE COMMAND CREATES ......
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ELIZA operates by searching input sentences for predefined key words. When
a key word is located, it invokes in ELIZA's memory response rules associated
to the key word. These rules are used to concatenate phrases from the input
sentence with predetermined responses. Shapiro and Kwasny (1975, p. 461) ex-
plain that ELIZA follows:

the general theme that when a command name, a synonym of the command name,
or a word implying some use of that command is recognized in a user input,
the user is presumed to be asking for information about that command. The
initial response is a general description of the usage of the command ...

If the same key word reappears, the system responds with more specific
information until the feature is completely described. The response to
the next use of the keyboard is:

CAN YOU BE MORE SPECIFIC? . . . Further uses of the key word are ig-
nored, allowing less preferred (author's note: i.e., less important) key
words to determine the response.

As the example shows, ELIZA is a simple natural query language that is ca-
pable of communicating with an untutored user in order to speedily provide in-
structions on the use of system commands. ELIZA performs no novel manipulation
of its data base. Instead, it simply enables the user to locate needed pieces
of information quickly. This information could have been found in a command
systems manual. However, users might prefer t. use ELIZA's interactive dialogue
as an instructional aid. Also, the system does not require any special training
of the user. It is these aspects of ELIZA which make it of interest to the
human factors specialist. Without resorting to an expensive research and de-
velopment effort, a designer is able to utilize a natural language-like system
which has the capability of providing limited services to the user. (ELIZA has
also been made to function in other capacities. Weizenbaum, 1966, gives an ex-
ample of ELIZA functioning as a therapist.)

Debate Over Natural Query Languages

Many researchers feel that, for most purposes, natural language is a poor
choice as a query language. Hill (1972) regards English as being too ambiguous
for correct interpretation by a computer system. To support this point, Hill
presents a number of everyday examples (e.g., "Johnny has grown a foot"). Al-
though statements about the ambiguity of English are correct, it is not obvious
that they eliminate English from serving as a query language. Natural query
languages, although flawed, already exist (Heidorn, 1976; Waltz, 1976). In an
example cited earlier in this paper, the user asks the program PLANES: "How
many Phantoms required unscheduled maintenance in April 1975?" The computer
understands this question to be about planes and not apparitions. In many in-
stances, a system's limited linguistic capabilities, along with its dedication
to a narrow field of knowledge, will prevent irrelevant interpretations of a
word. Also, a successful natural query language might feed back to the user a
restatement of the command prior to executing it (see discussion below). This
would help ensure that the computer understands the statement in the manner in-
tended. The definition of a natural query language need not prohibit learning
the limitations of a language through use. The computer may misinterpret a
statement such as "Johnny has grown a foot" and therefore produce an absurd
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response. The user will then have to reword the query and try again. Learning
through experience occurs in all computer languages without destroying their
value.

A second line of reasoning pursued by Hill (1972) is that English users
frequently do not think through a statement before expressing it. One instance
cited is a restaurant menu that lists soups, omelettes, main dishes and then
states that "chips and peas included with all the above." After ordering ome-
lettes and getting the bill, the customer learns that chips and peas are not
included free of charge with the omelettes (or the soup). The article presents
this as an instance where an English statement has failed to accurately explain
a situation. However, it is not self-evident that writing the statement in a
formal query language would have prevented the error. Many of the examples
cited by Hill could just as easily have been misrepresented in a formal computer
language as in English. The failure is not due to the language but to the care-
lessness of its user.

This last point leads to the issue of how a system should respond to que-
ries that it recognizes as faulty. Codd (1974) states that in designing a nat-
ural query language, attention must be given to dealing with queries that are
poorly conceived. It is not enough for a natural language system to be able to
deal with accurate and precise English statements. The system must also be able
to clarify ambiguous, imcomplete, or nonsensical statements. This can be done
by having the computer initiate a dialogue with the user. The scope of this
"clarification" dialogue would be bounded by the data base and by the task ob-
jectives of the computer system. The system can help assure that it has cor-
rectly interpreted the user's intended meaning by displaying a restatement of
the query. This restatement will most likely differ in precision and mode from
the user's original formulation. Only after the restatement is accepted by the
user does the system proceed to execute the command. (In fact, whether a clar-
ification dialogue is generated or not, all user queries might be checked by
having the system formulate and display an internally generated restatement.*

The arguments for and against a natural query language may be summarized
as follows. Detractors feel that (1) natural language is too ambiguous to serve
as a computer language and (2) when learning to use a formal language, one also
learns to formalize the process of problem solving. In other words, using a
formal language involves a change in the way one thinks as well as a change in
syntax and vocabulary. On the other hand, supporters of natural query languages
(Sammett, 1966, 1969) contend that (1) citing examples of natural language am-
biguities does not constitute proof that English cannot work as a computer lan-
guage and (2) natural query languages are not intended to lighten the burden of
having to think. Rather, their advantage lies in eliminating the need to re-
member a host of notational devices which are irrelevant to the problem and
which detract from the user's ability to concentrate on the problem per se. In
conclusion, the desirability of using English as a computer language has been
debated heatedly. However, the evidence presented by both sides has been both
anecdotal and inconclusive.
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FORMAL QUERY LANGUAGES

Formal query languages, characterized by a highly structured rule system,
are an alternative to natural query languages. The division between the two is
not distinct. The structure of natural query languages is close to that of
English (or whatever the user's own language may be) while the structure of
formal query languages is more alien. (An analysis by Moran, 1978, on the syn-
tax of command languages is relevant to the topic of formal language syntax.)
However, the differences between formal and natural query languages relate to
more than syntax and vocabulary--e.g., the ordering of the particular informa-
tion within a statement, the prcsumed default actions, type and arrangement of
operands (Miller, 1978). SEQUEL is an example of a formal query language. In
this language (Reisner, 1977), the command for "Find all employees who work for
Mike Smith and who make less than $20,000" is:

SELECT NAME

FROM EMP

WHERE MGR = 'SMITH'

AND SAL < 20000

Although numerous formal query languages already exist, there are no established
human factors standards by which these languages can be comparatively evaluated.
However, human factors studies have evaluated individual strength and weaknesses
within existing formal query language.

Ease of Learning

Some researchers have investigated the ease with which both programmers
and nonprogrammers can learn new query languages. In an experiment which com-
pared formal query languages, Greenblatt and Waxman (1978) taught one of three
languages (Query by Example, SEQUEL, algebraic language) to college students
who had some previous computer training. (Query by Example and SEQUEL, as well
as Interactive Query Facility, are query languages packaged by IBM.) The train-
ing sessions took less than 2 hours. On testing, the students were able to
translate correctly two-thirds of the test questions from English to formal
query language. Other experiments (Gould & Ascher, 1975; Reisner, 1977; Thomas
& Gould, 1974) with nonprogramer participants have reported similar success.

Layering

Although the prime objective of most query language research is the evalu-
ation of specific languages, some research has produced more general results.
These results are tentative but still useful as guides in an otherwise barren
area. Reisner (1977) performed an experimental study of the language SEQUEL.
She found a wide range in the ease with which various features of the language
were learned. She therefore recommended that the language be treated in a
"layered" fashion. "That is, the features should be partitioned into groups,
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or layers, with the easier layers intended for users of limited sophistication
or need in query writing, the layers increasing in difficulty with the sophis-
tication and needs of the users" (Reisner, 1977, p. 222). Such a recommendation
might be valid for any formal query language. In such a -layered language, each
user could advance to the limit of his or her ability or need. Then, even in-
dividuals of limited talent or need would be able to get some use out of the
computer system.

Grammatical and Spelling Errors

Reisner (1977) also analyzed the kinds of minor errors made during the
writing of query statements. She observed that a large portion of the partici-
pants in her experiment made errors of the following types: ending errors
(e.g., used "names" for "name," "dispatched" for "dispatch"); spelling errors
(despite the fact that the correct spelling was available); and synonym errors
(e.g., used "employee" for "personnel," "seniority level" for "seniority"). As
a corrective action, Reisner recommended that query languages incorporate com-
puter aids. These aids would include routines which: (1) were capable of
matching word stems, (2) corrected spelling errors, and (3) contained a synonym
dictionary.

An Army Research Institute (ARI) report by Fields, Maisano, and Marshall
(1978) investigated some of these same points. In this experiment, participants
typed text into a computer system. The system was programmed to include either:
(1) a spelling correction feature, or (2) an autocompletion and "English option"
feature. The spelling correction feature operated by comparing unknown terms
typed into the computer with terms listed in the program's internal dictionary.
It identified that internal term which most closely matched the anomalous term.
The found term was presented to the user who then determined if that was the
term he or she had meant to input. Autocompletion is a feature which allows
users to type in only as much of the initial part of the word (or its code) as
is required to uniquely identify it. The program then automatically completes
the word for the user. The English option permits users to type in either the
English word itself or its established abbreviation (or code). Fields et al.
found that their spelling corrector feature reduced the number of spelling er-
rors (that the user would have been otherwise required to correct) by 11%. (It
should be noted that the ,fr2ctiveness of spelling correctors depends upon the
state of software technology and not upon operator performance.) On the other
hand, when the autocompletion with English option feature was available to the
participants, the error rates increased in comparison to a control condition
which lacked these features. Although autocompletion was utilized heavily by
the participants, the English option was not. Instead, participants showed a
strong preference for using codes (typically in conjunction with autocompletion)
and rarely did they use words. This experiment indicates that while inexperi-
enced users show a strong preference for the autocompletion option, they expe-
rience some difficulty in using it properly. No doubt the benefits derivable
from these features depend upon the task being performed and the experience of
the operator.
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Creating Statements

Gould and Ascher (1975) considered three stages that a user must go through
in producing a query statement. First comes the formulation of the problem.
Second, the preparation of a plan to solve the problem. And third, the coding
of the problem. The authors report that when a query required the establishment
of a temporary (i.e., intermediary) variable, the times required for the plan-
ning and the coding stages were affected, but not the time required by the for-
mulation stage. In contrast, the research found that when the problem given to
a participant was poorly presented, the time required to formulate it increased,
while the times required by the other two steps were unaffected.

Semantic Confusion

Gould and Ascher (1975) also found that participants had difficulty with
such operations as "or more" and "or less" (e.g., converting the statement "over
50 years old" into "51 or more"). A similar difficulty (e.g., translate "more
than 5 years" into "<1969") was observed by Thomas and Gould (1974) in partici-
pants working with a natural query language. Both studies also found that par-
ticipants frequently confused operator's that are semantically similar (e.g.,
"SUM" and "COUNT"). Thus, there is a need to identify operators which are se-
mantically confusable and to disambiguate them. One method for doing so is
through improved training. Another means for reducing the confusion between
operators is to give them names which the user will find more distinctive and
self-explanatory. Feedback is also useful as a general solution to these and
other query language problems. One might devise a feedback feature capable of
rephrasing a statement and displaying it back to the user (see earlier discus-
sion). This would occur prior to statement execution and would enable the user
to see if the computer understood the statement in the same way as the user in-
tended. The incorporation of such a feature should include a way for experi-
enced operators to turn it off if so desired.

Term Specificity

An ARI report by Potash (1979) investigated the issue of term specificity.
This problem is best explained with an example. Imagine a query language de-
signed for accessing personnel files. This language might contain specific re-
trieval terms such as NAME, AGE, SEX. It also might contain a global term such
as NAS (i.e., name--age--sex) which retrieves all the information that is re-
trieved by the three specific terms. Potash investigated the possible benefit
of including global terms in a query language. In his experiment, military
participants were first instructed on the use of a simplified version of GIM II
Query Language. (GIM II was developed by TRW for use on systems, e.g., ASSIST,
that they produce.) One group of participants (the "specific group") had only
specific terms available to them. A second group of participants (the "global-
specific group") used the same specific terms along with a number of global
terms. (All of the information retrieved through the use of a single global
term could also be obtained by using a number of specific terms.) To assess
data entry performance under the two experimental conditions, participants were
required to (1) translate a number of English text problems into query state-
ments and (2) enter (i.e., type) the query statements. The two groups showed
no differences in the time required to produce the query statements or in the
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number of query statements correctly produced. However, the global-specific
group saved substantial time in entering (i.e., typing) the query statements.
(Staten.:ts containing global terms are shorter in length.) Participants also
evaluated the availability of global terms as highly preferable. Potash (1979,
p. 16) concluded that the "use of global terms is not recommended unless the
specific items of information subsumed under the global term are normally re-
trievei together frequently."

ADDITIONAL QUERY LANGUAGE CONSIDERATIONS

Data Organization

Durding, Becker, and Gould (1977) studied the effects of data organization
upon performance. For their experiment, they used sets of word stimuli which
had a "natural" organization (i.e., hierarchy, network, list, or table). Par-
ticipants were given a set of word stimuli and told that the words were related
in some way. The participants' task was to discover the relationship and then
to rewrite the words so as to make the relationship obvious. With relative
ease, participants were able to perform the task. However, when they were in-
structed to organize the sets into a format that they did not perceive as natu-
ral, participants had difficulty in preserving the intrinsic relationships among
the words. Although this particular finding is not surprising, the authors used
it to make an important point: care must be taken to assure that any organiza-
tion imposed upon a data base is in accord with the organization perceived as
natural by the user. "If the data concern the hierarchical structure of a busi-
ness, then the user should be able to manipulate the data mentally according to
the principles of hierarchical organizations and safely assume and expect that
the rebrieval system can and will do likewise" (Durding et al., 1977, p. 13).
Should the system not be capable of such manipulation, then the user's ability
to extract information from it will most likely be impaired.

Codd (1974) also regarded the user's perception of the data base to be of
critical importance in properly designing a query language system.

The user's view of the data in a formatted data base has a funda-
mental impact on the way he conceives and formulates queries and
other types of transactions . . . the [user's] data model [i.e.,
view of the data] clearly should not have a multiplicity of struc-
tural alternatives for representing data. Such a multiplicity is
incompatible with the casual user's unwillingness to consciously
engage in a learning process and with his tendency to forget what
he may have learned unconsciously, because of the irregularity of
his interactions. (Codd, 1974, p. 182)

Quantifiers

Another important component of user-machine communication is the use of
quantifiers (e.g., "all," "'some," "none"). Thomas (1976) reported that users
have great difficulty in using quantifiers correctly when formulating query
statements. The difficulty with the use of quantifiers is not unique to query
languages. Instead, people in many diverse situations appear to have great
difficulty in using quantifiers properly (i.e., in the way of logicians).
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Thomas reported that people frequently failed to give precisely correct re-
sponses when asked to interpret Venn diagrams or to interpret English statements
containing quantifiers. Frequently, their responses were either incorrect or
consistent with the stimulus without describing it uniquely. Also, there was
large variability in performance, as measured both within-subject and between-
subjects. It should be noted that all quantifiers were not equally difficult
for the individuals to use. The quantifiers "some" and "all" presented much
difficulty while the terms "no" and "none" were hardly of any problem.

Consistent with the above experimental findings were observational data
which show that in real life dialogue, people rarely use quantification in the
logician's sense. Miller and Becker (as reported by Thomas, 1976) note that
people more often use qualificational statements (e.g., "Put the red block in
the box") than they use quantificational statements ("Given anything which has
the property red, and has the property of being a block, that thing also has
the property that it belongs in the box") or conditional statements ("If a block
is red, then put it in the box"). Thomas goes on to describe three strategies
that people use to avoid complex quantification in real life. These strategies
are all basically similar in that the subject "homes in" on the desired piece
of information rather than asking for it directly. The strategies are:

1. The person engages in a technique similar to the game of 20 questions
where he or she asks a series of questions which produce "yes," "no,"

and "partly" for an answer. The information collected in this manner
is used to achieve quantificational disambiguation.

2. Complex sets of relations are not specified in a single concise state-
ment by the individual. Instead, the quantificational information is
specified by a sequence of simple statements.

3. Instead of asking for a single complex set of data, the individual re-
quests two or more simpler data sets. The person then proceeds to
judge the important set relations among the sets of data.

The observations above clearly indicate that the designer of a query lan-
guage must be wary of including logical quantifiers which the casual user will
not be able to utilize correctly. This caution is equally warranted for a nat-
ural language and for a formal language. In both instances, the computer's
precise interpretation of a quantificational statement might not coincide with
the user's imprecise understanding of logic. Thomas (1976, pp. 16-17) makes the
following tentative recommendations about quantification in query languages:

1. Studies should be undertaken concerning the usability of a query sys-
tem with the particular users and tasks that the system is designed
for.

2. Unless one has a logically sophisticated population of users, one
should make it possible for users to gather information in ways that
are consistent with their natural strategies. Some of the strategies
observed above may be fairly universal. The safest course, though,
would be to see what strategies particular users may want for a par-
ticular system.
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3. If, for some reason, a system must use the logician's quantifiers, then
a high proportion of errors should be expected and the system designed
accordingly. (Intelligible error messages, recovery procedures, etc.)

4. Whenever practical, the human's quantification tasks should be limited
to producing or choosing descriptions that are consistent with his
needs rather than forcing him to unambiguously specify his needs.

5. Whenever practical, communicate with the user in terms of set identi-
fiers and set disjunctions. (Obviously, in some cases, there is no
choice.)

6. A natural language query system should generally not attempt to answer
exactly the user's precise question when that question involves quan-
tification. Two users even in the same context may well have in mind
by the same string of English words two different set relationships.
A more modest and workable strategy--which humans themselves seem to
use in communicating with each--is to provide information relevant to
the query and satisfying to the user. Note that this strategy does
not require that the question answering system induce from the user's
question a deep structure corresponding with the user's.

Mixed Initiative Dialogue

A user-computer dialogue can be either computer initiated, user initiated
or a combination of the two (mixed initiative). Examples of computer initiated
dialogue techniques were given earlier (i.e., question-and-answer, form filling,
and menu selection). Query languages can be used in either a computer or user
initiated format. Efforts have also been made to develop mixed initiative query
systems. An ARI basic research effort along this line is MIQSTURE (Katter,
Potash, and Halpin, 1978). In such a system, the user usually leads the dia-
logue (i.e., user initiated). However, the computer is not a completely passive
partner which merely answers questions put forward by the user. Instead, the
computer is programmed to take the initiative in the dialogue when it determines
that the user has overlooked some aspect of the task or when the user requests
computer guidance.

A mixed initiative capability requires that the computer program have some
knowledge about the task domain. This is accomplished by programming into the
computer a schema or plan of the task. The schema contains information on what
factors are important to a particular task and how these factors interrelate.
For example, relevant to the task of tank movement are the factors of terrain,
enemy positions, weather, obstacles, etc. While a user is querying the com-
puter, the computer may compare the information being requested to the plans
and schemata in its memory. In this way the computer can identify the plan or
schema appropriate to the user's needs. Then, if the user should fail to re-
quest a piece of information relevant to this task, the computer might cue the
user to its availability. Thus, users are reminded or made aware of important
information that they either have forgotten or did not know existed. In the
above example, a commander may query the computer for information about the
terrain, enemy positions and obstacles in a given sector. The computer might
recognize from these questions that the user is interested in the topic of tank
movement. The computer could then ask if the user would also like any
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information about the weather. Such a mixed initiative capability is particu-
larly valuable in situations which are characterized by either high stress or
information overload. It helps assure that the user will make full use of the
computer's potential. However, the development of a workable mixed initiative
system still requires much more research before the computer can reliably iden-
tify the task domain of the user. (Katter & Bell, 1980, report on an attempt
to identify the support features desirable in a military mixed initiative
system.)

Two other systems that are related in intent to that of mixed initiative
dialogues are worth noting here. They are RITA (Anderson & Gillogy, 1976;
Waterman & Jenkins, 1977) and ROSIE (Waterman, Anderson, Hayes-Roth, Klahr,
Martin, & Rosenchein, 1979), both of which were developed and are available
from the Rand Corporation. (The two systems are rule-based or production sys-
tems, i.e., they consist of rules having the form "IF condition THEN action"
meaning, if the given condition is true in the current situation then perform
the recommended action.) RITA and ROSIE can be used solely as query languages
capable of manipulating and retrieving data from a data base. In doing so, they
use an English-like structure although they are formal and not natural languages.
However, RITA and ROSIE also have more interesting capabilities. Among them is
the ability to simulate judgmental or subjective decisions. Thus RITA and ROSIE
function as judgmental retrieval systems as well as data retrieval systems.
However, the intended use of these two systems is not to have them substitute
for human thought. Rather, they provide judgmental evaluations against which
analysts can compare their own decision making process. In so doing, the ana-
lysts become more conscious and more critical of the complex and ill-defined
thought processes involved in reaching a judgmental decision. It is this in-
teraction between the analyst and the computer that leads to an improved deci-
sion maki-q process. As in the case of mixed initiative systems, RITA and ROSIE
become e n more valuable in critical or time-constrained situations (e.g.,
battlefield situations) where the human decision maker comes under considerable
stress. In the same vein as RITA and ROSIE, military systems are being devel-
oped to assist battlefield commanders make their decisions (e.g., TACFIRE is an
artillery system which suggests fire parameters).

Studies of Person-to-Person Communication

In order to improve the conversational interaction between the user and
the computer, research has been performed on person-to-person communications
(Chapanis, 1975; Kelly, 1975). A discussion of the similarities and differences
between these two forms of communication is offered by Nickerson (1976). To
start, Nickerson identifies some of the features that are characteristic of in-
terperson conversations. They include bidirectionality, sense of presence,
rules for transfer of control, mixed initiative, etc. He then probes the extent
to which these features are or should be incorporated into user-computer inter-
actions. For example, some computerized tasks may be best served with a mini-
mal amount of bidirectionality. In these instances, it is more desirable to
have information flow most freely in a single direction. On the other hand,
sense of presence (i.e., knowing that the other party is paying attention) is
crucial to both interperson and user-computer interactions. In the latter case,
users should be assured by the system that their query has been registered and
that it is either being processed or being delayed. If this assurance is not
readily available, users become frustrated and dissatisfied with the system.
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The paper goes on to discuss the appropriateness or inappropriateness to user-
computer communication of other features characteristic of interperson conver-
sation. Nickerson (1976, p. 110) concludes his discussion of the conversational
nature of user-computer interactions with the following statement:

. . there are two contentious remarks that I would like to make
regarding the notion of conversational interaction between persons
and computers. The first is that the differences between the person-
computer interactions that take place today and interperson conversa-
tions are far greater than the similarities between them. The second
is that interperson conversation may be, in some respects, an inap-
propriate and misleading model to use as a goal for person-computer
interaction."

The applicability of interperson communication as a model for user-computer
interaction will most likely change with the changing state of technology. As
interactive systems become more genuinely interactive, some complex aspects of
interperson communication will become valuable models for user-computer dia-
logues. Good examples are the strategies for extracting and consolidating in-
formation from a running dialogue (Chapanis, 1975; Thomas, 1978). Information
is not always transmitted (i.e., packaged) in the most compact form (for exam-
ple, see the discussion of quantifiers above). Future interactive systems may
be designed to formulate the user's query from a series of user-computer ex-
changes (i.e., "clarification" dialogue). In these instances, knowledge of in-
terperson communication may be valuable in successfully designing the form of a
user-computer dialogue.

Evaluating Specific Features

Much of the research discussed above has been of a broad nature (e.g.,
quantifiers, the feasibility of natural query languages). However, through ex-
perimentation, decisions can also be made about more specific query language
options. Sime, Green, and Guest (1973) used experimentation to determine the
relative superiority of specific computer language features. (In their paper,
Sime et al., compared a nestable construction to a branch-to-label construc-
tion.) To ensure that their experimental evaluation of the specific language
features was not contaminated by other computer language features (e.g., input/
output statements, logic statements), the authors created separate microlan-
guages, each having no other feature but the feature of interest (i.e., nesting
or branching). These microlanguages were then taught to participants and tested
for their ease of use. Through this technique, Sime et al. were able to deter-
mine which one of the language features was more desirable from a human factors
point of view. (The authors reported that nesting was superior to branching.)

Abbreviations

It is common for computer languages to include abbreviations for some of
the words in their vocabulary. This is efficient when it allows the user to
reduce the number of key strokes required to input a command. However, it be-
comes frustrating when the user cannot recall an abbreviation which is to be
either entered or interpreted. A report by Moses and Potash (1979) performed a
series of experiments designed to evaluate the memorability and appeal of
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abbreviations formed by the following five techniques: '(1) simple truncatio:n;
(2) truncation with the second letter also removed; (3) contraction by remova!
of both the vowels and the letters H, W, and Y (the first letter of the wora iw
never removed); (4) contraction by removal of the highest frequency letters ('

first letter of the word is never removed); and, (5) abbreviation according t,
military standards (the military formed these abbreviations by consensus). T-_
abbreviations formed by each of the above techniques were tested in three mar-
ners. First, participants were asked to rate how well each one of the abbrevi-
ations represented its corresponding term. Second, the participants were show:.
an abbreviation and asked to decode it (i.e., produce the original term).
Third, the participants were shown a term and asked to encode it (i.e., producc
an abbreviation of their own choosing). The tests showed that overall simple
truncation performed equal to or better than and was preferred over the other
four techniques. It is probably also correct that the technique of simple trun.-
cation is both easiest to remember and simplest to apply.

Some words of caution about using abbreviations. First, it might be wortL.-
while to include an English option feature in the computer program. This fea-
ture allows the user to input either the abbreviation or the full English term.
(As discussed previously, Fields et al., 1978, tested the English option but it
conjunction with autocompletion. The heavy use of autocompletion by the par-
ticipants in that experiment made it difficult to reach any conclusion about thl>
English option per se.) A second word of caution is that abbreviations should
generally not be used for output. Also, abbreviations should be significantly
shorter (not just one or two characters) than the original term and they should
also be mnemonically meaningful (Engel & Granda, 1975).

SUMMARY

The findings that have been reported in this paper are neither absolute
nor definitive; indeed they are rather tentative. Still, they do represent 'h.,
knowledge gathered to date from human factors research in the area of query
languages. For the designer of a query language, this body of knowledge may be
the only guidance available. It is thus useful to consolidate the information
that has been presented here. Two compendiums of this information are pre-
sented. The compendium that appears immediately below is a summary of the in-
formation presented in this paper and was written for human factors specialists.
The compendium that appears in Appendix B was written in the formn of a ouideline
for system designers. In addition to material that was discussed in this paper,
Appendix B contains recommendations that come from Nickerson and Pew (1977).
In some operational situations, the recommendations reported may be contraindi-
cated by immediate system requirements.

Summary: General

1. Data Organization--

a. The organization of a data base should be in accord with what is
perceived to be natural by its users (Durding et al., 1977).

b. The user's perception of a data base should be sufficiently struc-
tured so as to enable rapid identification of those parts in which
the user is interested (Codd, 1974).
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2. Quantifiers (Thomas, 1976)--People have great difficulty in properly
using quantifiers (i.e., in the way of logicians).

a. "Whenever practical, the human's quantification tasks should be
limited to producing or choosing descriptions that are consistent
with his needs rather than forcing him to unambiguously specify
his needs."

b. "One should make it possible for users to qather information in
ways that are consistent with their natural strategies." (These
strategies are discussed in the text.)

3. Mixed Initiative Dialogues--are potentially valuable but still require
more research (Katter et al., 1978). Systems which aid the user in
making subjective or judgmental decisions are also being perfected
(Anderson & Gillogy, 1976; Waterman et al., 1979).

4. Person-to-Person Communication--All of the characteristics of inter-
person communication are not appropriate to human-computer interac-
tions. The former should be used selectively as a model for the latter
(Nickerson, 1976). However, this situation will change as the user-
computer dialogue becomes more truly interactive.

5. Evaluating Language Options--One can decide between specific query
language options by creating separate microlanguages, each having no
other feature but the feature of interest. Performance on these micro-
languages can then be experimentally compared in order to decide which
option is preferable (Sime et al., 1973).

6. Restatement (Feedback) of.User's Query--Prior to the execution of a
user's query, the computer should rephrase the query and display it
for user acceptance. This assures that the user's intended meaning
has been correctly interpreted by the computer (Codd, 1974).

7. Abbreviations--

a. Simple truncation performs as well or better than other abbrevia-
tion techniques (Moses & Potash, 1979).

b. In general, do not use abbreviations for output (Engel & Granda,
1975).

Summary: Natural Query Languages

Operational natural query languages have been created (Heidorn, 1976;
Waltz, 1976) but they are limited in both scope and linguistic capability (Pe-
trick, 1976). In addition, a debate continues over whether natural language is
appropriate for use as a computer language (Hill, 1972; Sammett, 1966, 1969).

8. Protocols and Restricted Syntax (Gould et al., 1976)--

a. People are equally capable of preparing "procedural" protocols
(i.e., how-to-instructions) as they are of preparing "description"
protocols (merely describing the scene).
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b. Limited experimentation has shown that people are able to success-
fully function with a restricted natural language syntax.

9. Restricted Vocabulary--People are able to successfully function with
a restricted vocabulary (and an unrestricted syntax) during person-
to-person communication. However, there is an increase in user dis-
satisfaction and the generality of these results to a user-computer
dialogue has not been tested (Kelly, 1975).

10. Clarification Dialogue and Feedback--Attention must be given to deal-
ing with natural language queries that are poorly conceived. In these
instances, the system should be capable of conducting a "clarifica-
tion" dialogue. (Also see statement 6 above.) (Codd, 1974)

11. Quasi-natural Languages, such as ELIZA (Weizenbaum, 1966), may be
useful in situations where the system's task is both narrow and well
defined. An example of this is a HELP routine prepared by Shapiro
and Kwasny (1975).

Summary: Formal Query Languages

A number of investigators (Greenblatt & Waxman, 1978; Gould & Ascher, 1975;
Reisner, 1977; Thomas & Gould, 1974) have reported success in training students
to use a formal query language in a relatively short time.

12. Layering--The features of a query language "should be partitioned into
groups, or layers, with the easier layers intended for users of lim-
ited sophistication or need in query writing, the layers increasing
in difficulty with the sophistication and needs of the users" (Reis-
ner, 1977).

13. Semantic Confusion--(Gould & Ascher, 1975; Thomas & Gould, 1974)--

a. People have difficulty with such operations as "or more" and "or
less" (e.g., converting "over 50 years old" into "51 or more").

b. People frequently confuse operators which are semantically simi-
lar (e.g., "SUM" and "COUNT"). Confusion between operators might
be reduced by giving them names that are distinctive and self-
explanatory or through added emphasis during training.

14. Term Specificity--For inexperienced users, the incorporation of global
terms (i.e., terms which subsume a number of specific terms) into a
query language increases the speed of data entry (i.e., typing) but
does not affect other performance. Therefore, the "use of global
terms is not recommended unless the specific items of information
subsumed under the global terms are normally retrieved together fre-
quently" (Potash, 1979).
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PROSPECTIVE RESEARCH

Many ideas for future research can be derived from the papers that have
been discussed here. Three ideas are particularly striking to this author and
Lch one relates to the form and efficiency of query languages.

1. A point is made in this paper that people do not naturally express
-omjex thoughts in a single statement. (See the sections on "Quantifiers" and
on "Person-to-Person Communication.") Rather, people tend to break a single,
complex thought into a series of simple and redundant statements. For example,
most individuals would probably not request the following information in a
sinqle statement.

"Give me all reports on units which belong to the same Army group as the
_)th Soviet Battalion; and have chemical warfare capability; and were in transit
during the last 48 hours or have been observed in sector A in the last 48 hours;
a; d have had either training on desert terrain or have had experience on desert
terrain."

It might be preferable, from the user's point of view, to present the above
,uery via a string of statements:

"Give me all reports on units which meet the following conditions. The
unit should belong to the same Army groups as the 9th Soviet Battalion. In ad-
dition, the unit should have chemical warfare capability. In addition, the unit
should have been in transit during the last 48 hours or it should have been ob-
served in sector A in the last 48 hours. In addition, the unit should have had
either training on desert terrain or have had prior experience on desert
terrain."

Although the above two formats for writing a query statement are only mar-
qinally different in style, there could be a significant difference in both user
preference and user comprehension. It should be noted that the issue of style
'eing discussed here is relevant to both natural and formal query languages.
Indeed, the latter might be more impacted by this issue than the former. Formal
query statements are intrinsically alien to the user and thus more prone to
misunderstanding.

2.a. This paper discusses the advisability of having the computer restate
aid feedback the user's query. Only if the user accepts the restatement of the
query, is it acted upon. The intent here is to assure that the query is being
correctly understood by the computer. However, the potential benefit of such
feedback has never been empirically determined. Since it would be costly to
develop such a restatement capacity, it seems prudent to establish its value.

b. In conjunction with determining the cost-effectiveness of a restatement
capability, one must also determine the alternative ways by which feedback could
be accomplished. For example, should the query be restated in a single, con-
tinuous statement or should it be broken down into a string of independent
statements (e.g., see research question 1 above). The optimal form that a re-
statement should take is a complete research issue in itself.
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3. This paper discusses the possibility of using restricted syntax. For
example, a query language might consist of a dictionary of acceptable sentence
"skeletons." These sentences could be in English although the language itself
is formal. Examples of such skeletons are:

"List all which satisfy the following conditions:"

e.g., units, battalions, etc.

"Must be within the same as ."

e.g., corps, battalions, etc. i.e., name of unit

"Must have warfare capability."

e.g., chemical, nuclear, psychological, etc.

"Were observed to be in ."

e.g., transit, sector A, training, etc.

Each skeleton sentence would include a set of words which can be legally in-
serted into its blanks. (In the examples above, the words are shown under the
blanks.) Also, the sentences could be joined together by "and," ".or," and other
conjunctions to form a query statement. The feasibility and efficiency of such
a query language might be tested. Although the sentences presented above were
arbitrarily created, an actual system based on restricted syntax should consist
of sentences created in a systematic manner. By understanding the system, users
could avoid the burden of having to memorize each individual skeleton. Until
the understanding is achieved, novices could still function with the system
through the use of job aids which depict the skeleton sentences and the words
to be inserted into them.
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APPENDIX A

The User-Computer Interface: Other Review Papers

This paper is concerned solely with query languages. However, query

languages are but one element in the complex structure of a computer system.

A brief description of papers on other issues seems appropriate since the

material in the present paper is meant to complement the information pre-

sented in these other papers.

Guidelines for Man/Display Interfaces by Engel and Granda (1975)

is a useful guideline to software designers interested in human factors

issues. Areas covered by the document are: display frame formats (high-

lighting, data presentation, and screen layout); frame content (feedback

to the user, labeling, messages, and interframe considerations); command

languages (abbreviations and prompting); recovery procedures; user entry

techniques (hardware control methods, entry stacking, implicit prompting);

response times and behavioral principles.

Human Factors in Computer Systems: A Review of the Literature by

Ramsey and Atwood (1979) and "Person-Computer Interaction" (chapter 6) of

The C3 -System User. Vol. 1: A Review of Research on Human Performance

as it Relates to the Design and Operation of Command, Control and Communi-

cation Systems by Nickerson and Pew (1977) are two documents.which present

an extensive overview of the field. These documents contain critical

discussions of a large number of issues. Each issue is described, commented

upon and the principal reference papers and their findings are reported.

Both documents contain short discussions of query languages (Ramsey and

Atwood, pp. 85-92 and Nickerson and Pew, pp. 291-295) as well as related matters.
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A companion document to Ramsey and Atwood (1979) is A Critically Annotated Bib-

liography of the Literature of Human Factors in Computer Systems by Ramsey,

Atwood and Kirshbaum (1978). This bibliography includes a description of

and commentary on hundreds of papers. Each of the above documents is extremely

useful as a starting point for any investigation into a particular area of

human factors research relating to computers.

An introduction to the specific field of user-computer dialogues is

given by Martin (1973). His book, Design of Man-Computer Dialogues, is

broad in scope and contains a multitude of examples and case histories. In

chapter 7, the book presents 23 styles for displaying dialogues.

Another review paper of potential interest to the reader is Behavioral

Issues in the Use of Interactive Systems by Miller and Thomas (1976).

In addition to being a review article, this document discusses the con-

ceptual issues underlying the study of the use of computers. The authors

also put forth suggestions on ways to improve the user-computer interface.

Finally, chapter 4 of Behavioral Studies of the Programming Process

by Miller (1978) presents a summary of the IBM research program relating

to natural language programming and communication.
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III

APPENDIX B

Query Language: A Compendium
of Design Recommendations

These recommendations were compiled from the literature review that

is presented in the main body of this paper and from additional sources.

In some instances, the recommendations that are presented here go beyond

what can be empirically substantiated. These recommendations are not to

be considered immutable. Instead, they represent the author's opinion as

to what guidelines might be thoughtfully offered at the present time to

a system designer.

Recommendations: General

Data Organization

1. The organization of the data base that is presented to the users

should match the organization perceived to be natural by the users. The users'

natural organization can be discovered through experimentation or by survey.

2. Casual users should not be presented with a multitude of models for

representing the data base. A single representation of the data base should

be sufficient for the total range of user needs. A multiplicity of data

base structures only tends to confuse the casual user.

Ouantifiers

3. A query language should minimize the use of quantification terms

(e.g., "some," "all"). People have great difficulty in using quantifiers

unambiguously. Exceptions to this rule are the quantifiers "no" and "none."

When quantifiers are required, the system should have the user choose the

desired quantification statement from a set of statements that are designed

to maximize their distinctiveness.
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Evaluating Language Options

4. Test major query language features prior to adopting them. The

text of this paper provides a description of experimental procedures that

can be used in deciding between alternative design options.

Feedback of the Query

5. Prior to the execution of a user's query, the computer should

rephrase the query and display it for user acceptance. This assures that

the user's intended meaning has been correctly interpreted by the computer.

(Skilled users should be able to suppress this feature if so desired.)

Abbreviations

6. The method of simple truncation should be used in forming abbre-

viations for terms, e.g., deleting all but the first three to five letters

of the words. The value of this technique is markedly increased when it

is uniformly applied (with the possible exception of words which have

commonly known abbreviations). Allowance must be made for different words

resulting in the same abbreviation when truncated. User understanding of

how the abbreviations are formed is valuable.

Dialogue Transactions

7. The system's messages to the user should be in a directly usable

form and provide prompts or reminders of the current state of transaction

development. The user should not have to refer back to previous transactions

in order to determine the present states of the system. Lengthy sequences

of transactions should be recapped periodically.

8. When the system displays information, "it should be in the form needed

at that point even if the format is different from that provided in the data

base or ffrom] when it was originally entered. Vor example, in a payroll

or cost-accounting system salaries may be stored in hourly rates, but if the
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current activity requires monthly or yearly rates, the computer should make

the required transformation and display accordingly."

9. Users should be able to easily modify a request that is revealed

to be incorrect. In particular, they should be able to move backwards

through a dialogue sequence in order to change an entry. Intro-

ducing such a change should not require re-entry of all the correctly

entered material.

10. A small proportion of queries usually accounts for a high proportf,

of the user's activities. These queries should be designed for greatest

ease of accomplishment.

11. Some user queries require a long response time. The computer

should acknowledge the receipt of a query and should later indicate that a

response is available.

Specific Recommendations:

Formal Ouery Languages

Layering

12. The features of a query language should be partitioned into groups

or layers. The easiest layer should be able to stand alone and is intended

for users of limited sophistication or limited need. The layers should then

increase in complexity for use by more sophisticated personnel. Such a

procedure will broaden the base of users.

Semantic Confusion

13. Avoid the use of operators such as "or more" and "or less" (e.g.,

do not require the user to convert "over 50 years old" into "51 or more").

People have difficulty using these operators correctly.

14. Query language operators should not be given semantically siilar

names (e.g., "SUM" and "COUNT"). To avoid confusion, operators should be

given names that are distinctive and self-explanatory.
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Term Specificity

15. For inexperienced users, the use of global terms (e.g., general terms

which subsume a number of specific terms) is not recommended unless the

specific terms of information subsumed under the global terms are retrieved

together frequently. The availability of global terms does increase the

speed of data entry (i.e., typing) but does not affect accuracy.

Specific Recommendations:
Natural Query Laiiguages

Clarification Dialogue

16. Natural query language systems should be capable of carrying out a

"clarification dialogue." Users will frequently input poorly stated queries

and it is not sufficient for the system to simply reject them. Instead,

the system should be capable of guiding the user through a dialogue which

will result in the formulation of a proper statement.

Quasi-Natural Languages

17. Quasi-natural languages should be considered as design options in

situations where it is neither possible to teach a formal query language

to potential users nor is it feasible to develop a natural query language.

Quasi-natural languages are English-like in structure but they are not capable

of truly "understanding" the text's meaning. Por a quasi-natural language

to be applicable, the system's task should be narrow and well defined.

Examples of the use of a quasi-natural language are given in the text.
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I USA ACADEMY OF HEALTH SLILNCES STIMS3N LIBRARY (DOCUMFNTS)

I SCHOuL OF SYSTEMS ANU LOI6bTICS /
I USAMtRDC TECHNICAL LIbRAHY

I DEPARTMENT OF THE NAVY THAININb ANALYSIS AND EVALUATION GP
I NATIuNAL CENTER FOR HEALTH STATISTICS /
I USAA DEPT OF BEHAVIORAL SCI AND LEADERSHIP
I OLO uOMINION UNIVERSITY PERFORMANCE ASSESSMENT LABORATORY
I USA LOMMAND ANU bENERAL STAFF COLLEGE ATTN: LIBRARY
I USA iRANSPORTAIIUN SCHOOL USA THANSp TECH INFO AND RSCH CEN
I WASA HQ /
I NMRUL PROGRAM MANAGER FOR HUMAN PERF)RMANCE
I NAVAL MEDICAL k AND U COMMAND (44)
1 USA ADMINCEN TECHNICAL RLSEARCH BRANCH LIBRARY

? HQO)A USA MED RSCH AND DEVEL COMMAND
1 USA FIELD ARTY tiU /
I NAT tLEARINGHOUSL FOR MENIAL HEALTH INFO PARKLAWN BLDG
I U OF 1EXAS CEN FOR COMMUNICATION RSCH
1 INSTITUTE FOR DEFENSE ANALYSES
I USA IRAINING SUPPORT CENILk ATTN: ATIC-DST-PA

I AFHRL TECHNOLOGY DFC (H)
I PURDuE UNIV DLPT OF PSYCHOLbICAL SCIENCES

I USA MOBILITY EUtJIDMENT R AND U LOMMANJ ATTN: DRUME-ZG
I HO, uSA MDw ATTN: ANPE-OU
I DA Uz ARMY RETRAINING bUE RESEARCH + EVALUATION DIVISION

I CALSbAN HUMAN FACTORS AND TRAININU CENTER
1 USA AEROMEDICAL RESEARCH LAB SCIENTIFIC INFORMATION CENTER
1 USAF SCHOOL OF AEROSPACL MEDICINL AERUMEDICAL LIBRARy (TSK-4)
I US MILITARY ACAOE4Y DEPT. OF HISTORY, BLDG 601
I USA INTELLIGENCE CEN AND SCH ATIN: SCHOOL LIBRARY

I USA iNTELLIGENCE CEN AND SCH ATIN: ATSI-9)P
I MARIivE CORPS INSTITUTE

I NAVAL SAFETY CENTER /
I USAAvNC AND FT. RJCKER ATIN: ATLQ-ES
I US A"MY AVN TNG LIBRARY ATTN: LHItF LIBRARIAN
I USAAvNC ATTN: ATZU-U
I US MiLITARY ACAI)E4Y DIRECTOR o INSTITUTIONAL RSCM

I USA AIR UEFENSE SCHOOL AITN: ATSA-CD-MS
I USAAuS-LIBRARY-UOCUMENTS
I USA AIR DEFENSE 8OARU ATTN: FILtS REPOSITORY

1 USA INFANTRY BUAHO ATTN: ATZB-Ib-AE

I USA INTELLIGENLE CLN ANU SCH ATIN: AISI-UT-SFL
I USA uRONANCE CEN AND SCH ATTNI ATSL-TU-TAC

I USA ARMOR SCHOOL ATTN: ATZK-Tu
I USA ARMOR CENTER DIRECTORATE OF COMBAT DEVELOPMENTS

I NAVAL POSTGRADUATE SCH AITN: DULEY KNOX LIBRARY (CODE 1424)
1 USA IRANSPORTATIO4 SCHOOL DEPUTY ASST. COMMANDANT EUUCA. TECHNOLOGY

I USA bIGNAL SCHOOL AND FT. GORUON ATTN; ATZH-ET
I USA ARMOR CENTER # FT. KNOX OFFICE OF ARMOR FORCE MGT + STANDARDIZATION
I CHIEr OF NAVAL EUJCATION AND TNU /
I USA IGNAL SCHOOL + FT. GORDON EDUCATIONAL TEQHNOLOGY DIVISION

I HQ AIC/XPID TRAININ6 SYSTEMS ULVELOP4LNT
b USA iNTELLIGENCE CEN ANU SCH ATIN: ATSI-ERM
I US AMMY ARMOR CENTER ATTN: ATZK-TU-P4O
I USA wUARTERMASTER SCHOOL UIRECIURATE OF TRAINING UEVELOPMENTS

I US CuAST GUARD ACADEMY /
I USA IRANSPORTATION SCHOOL DIRECTORATE OF TRAINING DOCTRINE
1 USA INFANTRY SCHOOL LIBRARY /

1 USA iN ANTRY SCHOOL ATTN: ATSH-I-V
I US ANMY INFANTRY SCHOOL ATTNt ATSH-CD
1 USA INFANTRY SCHUOL ATTN: ATSH-UOT-LkU
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1 USA INFANTRY SCHODL ATTN: ATSH-EV
I USA MP * CHEM SCH/TNG C.N * FT. MCCLELLAN ATTN, ATZN-PTS
1 USA ilP + CHEM SCH/TN6 CEN + FT. MCCLELLAN OIRi COMBAT DEVELOPMENT
I USA MP + CHEM SCH/TN6 CEN + FT. MCCLELLAN UIR. TRAINING DEVELOPMENT
1 USA ,rP + CHEM bCH/TNG CEN * FT, MCCLELLAN ATTN: ATZN-MP-ACE
I USA iNSTITUTE OF ADMINISIHATION ATTN: RESIDENT TRAINING MANAGEMENT
I USA rIELD ARTILLERY SCHOOL MORRIS SWETT LIBRARY
I USA iNSTITUTE OF ADMINISTHAT UN ACADEMIC LIBRARY
I USA wAR COLLEGE ATTN: LIBRARY
I USA tNGINEER SCHOOL LIHRAkY ANU LEAR4ING RESOURCES CENTER
1 USA mRMOR SCHOOL (USARMS) ATTN: LIBRARY
I OR6ANIZATIONAL EFFECTIVENLSS CFN + SCH ATTN: LIBRARIAN
I US ANMY INTELLIGENCE CENTLR + SCHOOL ATTN: ATSI-TP
I US APIMY INTELLI,-E4CE CENTLR * SCHOOL ATTN: ATSI-RM-M
1 US AkMY INTELLIGENCE CLNTLR + SCHOOL ATTN: ATSI-TD-PM
I US ANMY INTELLIOENCE CLNTLR + SCHOOL ATTN: ATSI-CD-CS
1 US AHMY INTELLIENCE CL;dTLR + sHOOL ATTN: ATSI-ES
I DEPAmTMENT OF IHL AIR FORCE AIR UNIVERSITY LIBRARY (ATC)
I HQ TkADOC TRAINING UEVELUPMENT INSTITUTE
? BRITiSH EMBASSY 3RITISH UEFENCE STAFF,
2 CANAuIAN JOINT STAFF
I COLS (W) LIBRARY
1 FRENLH ARMY ATTACHE
I AUSTHIAN EMBASSY LEFENSE, MILITARY ANU AIR ATFACHE
3 CANAuIAN OFFENCE LIAISON STAFF ATTN: COUNSELLOR9 DEFFNCE R AND 0
1 ROYAL NETHERLANDS EMBASSY MILIrARY ATTACHE
1 CANAuIAN FORCES BASE CORNWALLIS ATTN: PERSONNEL SELECTION
? CANAUIAN FORCES PERSONNEL APPL R5CH U4iT
I ARMY PERSONNEL RESEARCH ESTABLISHMENT

I NETHERLANDS EMBASSY OFFICE OF THE AIR ATTACHE
6 LIHRARY OF CONGRESS EXCHANGE AND GIFT uIv
I UEFENSE TECHNICAL INFORMATION CLw ATTN: uTIC-0OA-2

140 LIHRARY OF CONLRESS UNIT UOCUMENTS EXPEDITING PROJECT
I US GUVERNMENT PRINTING OFC LIHRARY9 PUBLIC DOCUMENTS DEPARTMENT
I US GuVERNMENI PRINTING oFL LIHRARY ANU STATUTORY, LIS DIV (SLL)
1 THE mRMY LIBRARY ATTN: ARMY STUUIES StC
3/ /

NUMBER uF ADDRESSEES 222

TOTAL NuMBER OF CUPIES 406
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