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FOREWORD

The Applied Physics Laboratory (APL), a division of The Johns Hopkins
University, is located in Howard County, Maryland, midway bet+cen Baltimore
and Washington. Its work is carried out under contractual agreements between
the University and the federal, state, and local governments. APL employs a
staff of more than 2500 including 1300 professional scientists and engineers, of
whom more than half have advanced degrees. Their ideas are implemented and
extended through several field activities and a network of associate contractors
and collaborators from coast to coast.

The primary mission of APL is to enhance national security and welfare
by applying advanced science and technology to the solution of prablems im-
portant to national objectives. The Laboratory conducts programs in fun-
damental and applied research, exploratory and advanced development,
component engineering, systems engineering and integration, and test and
evaluation of operational systems. Approximately 85% of the Laboratory’s
effort is for the Department of Defense. The great majority of this effort (some
79%) is for the Department of the Navy. Approximately 15% of the effort is
devoted to nondefense areas, including space research.

The current programs at the Laboratory cover a wide range of activities.
Many are broad in scope, long term, and highly classified and therefore not
reportable in this document. Nevertheless, the selected articles are examples of
the type of R&D conducted. The articles are solicited annually from the whole
Laboratory and cover the APL fiscal year. Respondents are individuals or small
groups who have been personally involved in particular efforts and are
motivated to report to a wider audience. For the above reasons, this publication
does not represent all or even the most important accomplishments of APL
during fiscal year 1980 (1 October 1979 through 30 September 1980), but it does
give an exciting glimpse of the talent and versatility of the staff.

APL was organized in 1942 under the auspices of the Office of Scientific
Research and Devetopment to develop a proximity (VT) fuze for antiaircraft
defense; that was the principal effort during World War 11. The success of the
VT fuze in the Pacific and European theaters is a matter of history. The era of
emerging guided-missile technology extended from about 1944 to 1956. During
that time, APL concentrated on providing better air defense for the Fleet by
developing a family of shipborne surface-10-air missiles. The Navy-sponsored
‘‘Bumblebee’ program pioneered many basic guided-missile technologies later
used in other air, surface, and submarine missile programs.

The era of systems engineering began in 1956 with the commissioning of
the first guided-missile cruiser. The experience gained during that period has
found application in many systems of interest to the Navy in various warfare
areas and to other branches of the government. A number of significant ac-
tivities are proceeding in areas of special APL competence, including missile
propulsion, missile guidance, countermeasures, and missile systems integration.

4 Current APL work of a broader nature supports a number of advanced Fleet
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combalt systems, including aviation countermeasures, Tomahawk and Harpoon
cruise missiles, and the solution of current batile group defense coordination
problems, including major developmental support to the Navy as Technical
Advisor 1o the Aegis Shipbuilding Project. APL has a major role in the con-
ceptualization of future command, control, and communications (C?) systems to
facilitate the operation of Naval forces. Both strategic and tactical aspects of the
C* process are being examined.

In addition to the Laboratory’s varied systems activities on behalf of the
surface fleet, it continues to provide technical evaluation of the operational Fleet
Ballistic Missile (FBM) System. Quantitative test and evaluation procedures are
applied to every newly commissioned ballistic missile submarine. Similarly, APL
currently provides precise evaluation of the Army’s Pershing missile programs.
Significant programs are also under way for Naval siraiegic communications
and tactical targeting. Since 197G, APL has had responsibility for planning and
conducting a significant technical program to ensure the security of the FBM
submarine fleet against possible technological or tactical countermeasures. The
approach is to quantify all physical and tactical means that might be developed
to detect, identify, and track our submarines and to propose and evaluate
suitable countermeasures and tactics.

The Navy Navigation Satellite System, originally known as Transit, is one
of the most important accomplishments of APL since the wartime proximity
fuze and the surface-to-air missile program. APL invented the concept,
demonstrated its feasibility, designed and built the initial satellite constellation,
set up and operated a worldwide satellite tracking network, extended the
knowledge of the gravity field of the earth by orders of magnitude, and served as
the Navy’s agent in bringing the system into use. Expertise acquired through that
program is applied to the design and construction of scientific satellites and
spaceborne scientific experiments, primarily for the National Aeronautics and
Space Administration.

With the encouragement of the Department of Defense, APL is applying
its talent and the experience developed in DoD programs to a number of
government-sponsored civil programs. Some examples of the areas to which
attention has been devoted in recent years are biomedical research and
engineering; transportation; fire research; reduction of pollution of the
biosphere; ocean thermal, geothermal, and flywheel energy systems; air traffic
control; leak detection in natural-gas distribution lines; and advanced education.

The role of computer applications within APL has become so interwoven
in all of the Laboratory’s technical, systems, and administrative functions that
progress in that area is difficult to report as separate accomplishments.
However, by extensive and intensive use of integrated circuits and
microprocessor logic in satellites, in radar and other naval systems, and in
biomedical engineering and other civil areas, APL has become a recognized
leader in the area of computer technology. Furthermore, it continues to pioneer
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in innovative applications of computers of all sizes to problems of national
importance. This trend is underscored throughout the document by the frequent
references to computing as an integral part of most of the accomplishments
reported herein.

To support its R&D activities through knowledge and experience in
advanced research, the Laboratory performs basic research in biological,
chemical, mathematical, and physical sciences related to its various missions.
Through unique applications of system engineering, science, and technology to
the needs of society, APL has enhanced the University's tradition of excellence
while gaining worldwide recognition of its own.

Experimental facilities are a vital part of APL’s total technical capability.
They include facilities for experimental design, fabrication, and test; central
research laboratories; and special-purpose laboratories. The principal task areas
supported by the special-purpose laboratories include information processing,
propulsion systems, missile guidance systems (for guided missiles and tactical
systems), combat systems and radar, strategic systems, space testing, and
satellite tracking and communication. These laboratories have continually
evolved in equipment, configuration, and interconnection in response to the
technical requirements of APL’s mission. They now provide unusual capabilities
that are not readily available elsewhere in either industry or government
laboratories. Some new capabilities of that sort are discussed in this report.
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INTRODUCTION

APL’s involvement in surveillance and tracking systems covers a wide
spectrum of programs, However, the work described in this section is directed at
improving the present and future capabilities of Navy surface combatant radars
used in anti-air warfare (AAW). These radars perform the functions of main-
taining surveillance of the air space surrounding the ship and those in company
and of tracking engaged targets in support of the fire-control process. Func-
tionally, surveillance includes detecting aircraft and missiles and tracking them
for the purpose of developing and displaying a complete and accurate picture of
air activity, The fire-control tracking function differs from surveillance with
respect to the requisite precision and accuracy of target position and rate
measurements. In general, tracking radars considered in this section are used to
control Standard Missile engagements.

Historically, the first surveillance radars used a beam shape that was
relatively narrow in the azimuth plane but fan shaped in elevation in order to
cover all target altitudes of interest. Such radars became known as ‘2D’
because they could measure the target’s range and azimuth. Azimuth was
determined from the mechanical position of the antenna as it rotated. The radar
signals were presented to the operator in a range-azimuth format from which he
could develop a plot of target-position histories. In order (o engage a target, a
fire-control tracker had to be assigned. Because of the unknown target elevation,
the differences in azimuth resolution, and the imprecise range and range rate
data, the acquisition of the designated track by the fire-control radar entailed
considerable local search. The net result was a relatively long reaction time as
measured from first observation of the target by the 2D operator until weapon
launch. There could be only one engagement per tracker because the mechanical
pointing of the iracker antenna axis was used both to control tracking and to
update the fire-control solution.

The next major innovation in this process was the development of the
““3D”’ air search radar, which used a beam that was narrow in both azimuth and
elevation. While the beam scan in azimuth was still produced by a mechanical
rotation of the antenna, scan in the elevation plane evolved rapidly from
mechanical to electronic means. Such a radar could measure target elevation in
addition to range and azimuth, The 3D measurement concept, combined with
the nigher angular resolution afforded by the trend toward higher operating
frequencies for surveillance radars, significantly reduced the local search volume
during fire-control tracker acquisition. Although this shortened the reaction time
somewhat, the manual track plotting and designation process still took relatively
long.

As the speeds of attacking vehicles increased and the target characteristics
shifted from those of aircraft to cruise missiles, reaction time became a domi-
nant consideration in weapon system design. APL took the lead in a two-
pronged attack to reduce reaction time, one addressing existing systems and the
other new designs.




For the existing systems based on rotating radars, the approach was to
automate the track plotting process, to instrument the radars to provide full
inherent measuremeni accuracy to the automated process, and to provide
electrical transfer of track designation data to the fire-control radar. Before
those things could be done, significant work in automatic threshold control was
necessary 10 emulate the operator’s ability 1o separate aircraft returns from
background clutter and jamming. The result of that phase of the effort, SYS-1,
has been evaluated operationally in a shipboard installation and has demon-
strated the expected improvement in reaction time. However, reaction time was
still a few tens of seconds.

It was soon recognized that the best a conventional system (i.e., a rotating
surveillance radar designating to a dedicated fire-control tracker) could achieve
in terms of reaction time and rate of engagement would not be adequate against
future threats requiring a reaction time of less than 10 seconds for successful
defense. It was apparent that a weapon system capable of completely automatic
operation from detection through evaluation of the result of the engagement was
needed. Further, neither the track initiation and evaluation delays inherent in the
rotation-rate limitations of conventional surveillance radars nor the surveillance-
to-track hand-over delays could be tolerated. Event-by-event beam placement
control (made possible by the phased-array antenna) combined with advanced
signal-processing features and modern computer technology were required to
achieve the necessary reaction time. The multifunction phased-array radar
merged the surveillance and fire-control tracking functions so that track in-
formation of sufficient quality for threat evaluation and engagemcnt support
was available less than a second after initial target detection. The same features
that led to fast, automatic reaction also resulted in the capability to track a large
number of targets with accurate fire control, thereby increasing the number of
engagements per unit lime that such a system could prosecute significantly
compared with conventional, dedicated tracking radar systems. In the mid
1960’s, APL began the design of an advanced development radar to demonstrate
these principles. Known as AMFAR, thal radar was operational in 1968. The
demonstrated principles formed the basis for the Aegis weapon system. The first
Aegis-equipped ship is scheduled to be operational in early 1983.

Within the context of AAw radars, the programs described in this section
are diverse; however, they are roughly separable into those supporting the
continuing evolution of conventional, rotating. surveillance-dedicated tracker
systems and those supporting multifunction phased-array weapon system radars.
The tasks are directed toward providing the Navy with radar performance to
meet current and future AAW requirements. As a part of this objective, studies
are done to interpret new threat characteristics in terms of their impact on
existing radars and on requirements for future equipment.

The several programs addressing evolutionary improvements to con-
ventional radar equipments, as a class, seek to improve the surveillance function

13
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by applying modern automation technology to better use the outputs of the
radars by means of a process known as integrated automatic detection and
tracking (1ADT). The equipments that perform this function have been assigned
the nomenclature SYS-( ). SYS-1 is in production for use on DDG class ships,
and SYS-2 is being developed for use by Terrier CG class ships. To achieve the
current, demonstrated level of SYS performance, a number of video processing
developments were needed in order to provide automatic control of the detection
process and to be resistant to changes in the clutter environment. This work is
continuing; it is described in the paper on a processor for surface search radars.

The region between those evolutionary improvement tasks and those
directed at new, advanced-technology radars is bridged by analytical work of the
type described in the paper on performance prediction for radar suites. The
surveillance system is modeled as a collection of radars tied together by an 1ADT
function. The unit radars are generally considered to be relatively conventional
in that mechanical rotation is used to obtain the azimuth component of the radar
beam scan. The analytical approach allows the evaluation of proposed new radar
designs of the conventional type on a surveillance system level.

Phased-array multifunction radars capable of satisfying both surveillance
and fire-control tracking needs may be considered unconventional, or futuristic,
in that the first combatant equipped with such a radar, the Ticonderoga (CG-47)
equipped with Aegis, will be commissioned in early 1983. Nevertheless, APL has
been assisting the Navy in reaching the goal represented by this ship for over 15
years.

The final category of tasks is that directed at assuring that the new class
of equipment remains technologically current. The core weapons system
programs for which the above radar work is intended (the DDG 2/15 upgrade,
CG new threat upgrade, and Aegis) have been under way for a number of years.
APL’s role has varied with time for each program, but the cycle has been
relatively consistent beginning with the definition of a concept for a system to
meet some observed or anticipated change in the nature of threat or for the
provision of some new functional capability. APL’s strong role in concept
definition and subsequent equipment development and test has led to the
position of technical advisor to the Navy while the technology is transferred to
industry and production equipment is designed and tested. APL’s role has
reached the latter stage in the three major weapon system programs. In the case
of Aegis, however, concept definition has begun anew for the sequence of
technology upgrades for phased-array radars that appear to be made necessary
by the threat and to be made possible by advancing technology.
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AN/SYS-1 CERTIFICATION

S. F. Haase, E. C. Wetzlar, and B. K. Carter

The operational computer program for the
AN/SYS-1 Integrated Automatic Detection and Track-
ing (IADT) system, which automatically combines ra-
dar detections from several radars to form target
tracks, has been tested exiensively ai system level in
preparation for integration with the combat system.
Testing has been accomplished at APL by using a
separate computer to simulate the remainder of the
combat system, inciuding target trajectories, the radar
detection process, command and control, and weapons
control. Sucessful completion of the testing and cer-
tification of readiness represents a significant step
toward the deployment of the major new combat
system.

BACKGROUND

As part of a recent modernization program, the
Navy designated six ships of the DDG 2/15 Class for
upgrade using the IADT approach to sensor integration
along with improved versions of the tactical data
system, the weapon direction system, and the fire
control system. The IADT system developed at APL,
formally designated AN/SYS-1, was subjected to
extensive testing, including land-based testing at APL,
followed by Technical Evaluation and Operational
Evaluation at sea by Navy personnel.

The Operational Evaluation in 1978, was highly
successful, and the system was approved for service use.
A few relatively minor modifications were requested by
the Navy to further improve performance and
reliability. With the development phase essentially
completed by APL, the SYS-1 computer program was
turned over to Norden Systems for implementation of
the requested modifications in preparation for formal
acceptance by the Navy. The requirement that the
modified SYS-1 computer program be certified by the
Navy prior to combat system integration resulted in
comprehensive certification testing, which took place at
APL between January and June of 1980.

A Certification Test Team was appointed by
NAVSEA-62X to conduct the test and report the
results. The team, led by APL, included members from
the Naval Sea Systems Command Detachment, Nor-
folk, and Vitro Laboratories, with support provided by
Norden Systems.

The system under test consisted of two opera-
tional computer programs, a full-capability Normal

This work was supported by NAVSEASYSCOM, SEA-62X.

program for two AN/UYK-20 computers, and a
reduced-capability Casualty program for one. Enough
displays and controls were provided for efficient
operator control of the detection and tracking processes
as well as to monitor communications between SYS-1
and the remainder of the combat system.

The approach used in SYS-1 is 1o combine all
available sensor data into a comprehensive data base of
target information. The sensor data are used to update
a single unduplicated track file, thereby reducing
storage requirements and improving track continuity.
Track initiation and update are automatic, which
improves track accuracy, reduces reaction time, and
increases targel capacity compared with manual
tracking. To avoid overloading the system, the radar
detection process is monitored and controlled so that
the false alarm rate remains low and relatively constant
while optimum sensitivity is maintained for any radar
environment encountered.

DISCUSSION

The principal objective of certification testing
was to ensure that the SYS-1 Normal and Casualty
programs met the performance requirements of the
IADT system specification' and the various interface
design specifications, as well as the software quality
requirements of NAVMATINST 5230.5A.2 The re-
quirements of those documents were assembled into a
test specification that identified 17 individual tests
(Table 1), each with its own pass/fail criteria. Proce-
dures were developed for each test, including a scenario

Table 1

TESTS CONDUCTED DURING SYS-1
CERTIFICATION TESTING

Instrumented volume of coverage
Performance volume of coverage
Track capacity

Track classification and automatic drop criteria
Track resolution

Track continuity

False track performance

Track accuracy

Designation accuracy

Multiradar alignment

Track acquisition

Long range track acquisition
Reaction time

Casualty mode operation
AN/SYS-1 interface functions
Displays and controls

Software quality
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of about 20 simulated targets to exercise SYS-1 and to
determine whether the system responded as required.
For example, the scenario shown in Fig. 1 was used to
check the maneuver tracking capability of SYS-1 in the
track continuity test.

In order to exercise SYS-1 in the combat system
environment and with a specific scenario of targets, a
separate computer simulation, known as the AN/SYS-1
Wrap Around Simulation Program (WASP), was used to
simulate the remainder of :he combat system. WASP
could simulate three-dimensional target trajectories and
the radar detection process, including the effects of
measurement noise, detection probability, and target
radar cross section. [t also simulated the interfaces with
the tactical data system and the weapon direction
system to verify communications with them.

Most data were provided by the SYS-1 data
extract feature, which was part of the Normal program.
Data extraction was controlled by the SYS-1 operator
according to the requirements of each test. Extracted
data were stored on magnetic tape and later processed
to determine if SYS-1 responded as required. A test
observer log was also maintained to supplement the
data extract. No data extract feature was available to
test the Casualty program, and the pass/fail criteria
were based on observation of the various operator
displays.

Program problems revealed during testing were
documented with Program Trouble Reports and
recommended solutions, which were submitted 0 a
Local Configuration Control Board for review and
approval. Approved Trouble Reports were returned to
Norden Systems for preparation of Engineering Change
Proposals. Completed Change Proposals were sub-
mitted to the Navy for final approval. Close
cooperation among all parties concerned gave the
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Notes:  Not drawn to scale.
Target numbers are indicated.

Fig. 1 Target scenario for track continuity test, shown on ppi
display.

necessary control over the computer program while
resolving problems rapidly.

Based on the intensive nature of the certification
testing and the results of the data analysis, it has been
concluded that the SYS-1 operational programs meet
the performance requirements of Ref. 1. The SYS-1
system is now being integrated with the rest of the
combat system at the Integrated Combat System Test
Facility at San Diego.

REFERENCES

| System Specification for the Iniegrated Automaiic Detection and
Tracking System, WS-19879, Appendix I.

2NAVMATINST 5230.5A (TADSTAND 9), 094/WAP, Ser. 260 (18
Aug 1978).




SURFACE RADAR PROCESSOR

R. E. Thurber, R. Rzemien, S. M. Myers, G. W. Riffle,
and R. J. Clevering

A signal processor was developed as part of an
in-house research and development project in semico-
herent Doppler processing techniques. The processor
demonstrates the advantages of Doppler processing for
surface surveillance radars and provides markedly
improved detection in clutter.

BACKGROUND

The complexity of digital signal processing,
particularly Doppler processing in noncoherent radar
systems, has limited the application of Doppler
techniques in several important classes of radars, in-
cluding shipboard surface surveillance radars, coastal
surveillance radars, and ship collision-avoidance
radars. Each of these would benefit significantly from
Doppler processing because of the better detection of
small surface targets in sea clutter and the better
discrimination of moving and stationary surface
contacts.

A signal processor was developed that accepts
radar video as an input, performs Doppler filtering,
and formats detection data for recording on a digital
magnetic tape system. The design is versatile enough to
handle the parameters of most surface surveillance
radars. The purpose of the development was to
demonstrate the advantages of Doppler processing on
surface surveillance radars by recording and analyzing
actual sea surface surveillance data.

Amplitude preprocessor

In addition to front end radar signal processing,
a data processing technique was developed that
significantly reduces the false alarm rate (FAR) of the
output data so that long-term scan history displays can
be provided for an operator and reliable data can be
provided for automatic detection and tracking. The
retrospective data processor has the unique property of
reducing the FAR by five or six orders of magnitude
while causing practically no loss in target detectability.
The front end processing can be run at a high, yet well
regulated, FAR for maximum target detectability in a
clutter environment. The data can then be filtered by
the retrospective data processor to yield an output with
a very low FAR.

The signal processor has been used in the field to
process and record data from two different types of sea-
surface surveillance radars in actual operating en-
vironments. It has also been used to process analog
radar data recordings from shipboard surface sur-
veillance radars. The results of the data collection and
analysis to date indicate that the signal processing
techniques developed as part of this program can
provide significant advances in the display and use of
data from surface surveillance radars.

’

DISCUSSION

Figure 1 shows the signal processor and the
associated data recording equipment. The processor

CFAR processing
P—

l's N —
Radar
video
. Synthetic
Transmitter b video
sample output
Data recording
r -~ )
Detecticns and
target data

Antenna  Time
position

Fig. 1 Signal processor and dsta recording equipment.
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consists of an amplitude preprocessor where input
video is digitized and filiered, a CFAR processing section
where filtered data are detected with a low and well-
regulated FAR in all environments, and data formatting
circuits for interfacing with the digital magnetic tape
system.

Three features of the processor make it ex-
ceptionally well suited for processing data from sea
surface surveillance radars. The first is the use of a very
wide dynamic range in the processing circuits. A
dynamic range of at least 60 dB is required to perform
effective Doppler and CFAR processing in the presence
of sea clutter. This range is obtained by using the output
from the radar logarithmic receiver and digitizing it to 8
bits. The 8 bit log data are then converted to 12 bit
linear data for Doppler processing.

The second feature is the programmable filter in
the amplitude preprocessor. It is a digital nonrecursive
or transversal type and can be programmed for each
range sweep to provide outputs with different filter
weights. This allows Doppler data and moving window
integrated data to be processed on the same circuits.

The third unique feature is the two-stage CFAR
processing. The first stage works on a local basis and
determines the two mean levels of the 16 range cells on
either side of the target cell of interest. The greater of
the two means is subtracted from the target cell to
produce a CFAR output. The two range cells im-
mediately adjacent to the target cell are excluded from
the mean estimate to prevent the target from corrupting
the estimate. Both the target amplitude and the
background amplitude are sent to the recording system
as part of the data field recorded for each detection.

The target-minus-mean is input to the slow CFAR
control loop, which works on a regional basis. The

value is compared (o a threshold that is regulated in a
closed loop to produce detections with a 10 '*
probability of false alarm. Operation at a high FARr
produces many samples over the region of control and
allows for precise regulation. The slow CFAR loop is
segmented in both range and bearing to allow in-
dependent false alarm control in 64 separate regions of
the radar plan view.

The closed loop threshold value for each
segment is multiplied by a constant and is compared to
the target-minus-mean to produce detections at a low
rAR. Multiplication of the closed loop threshold by a
constant keeps the output FAR at a constant value
determined by the scale factor, regardless of the input
clutter distribution, as long as the distribution is in the
Weibull family.

The final output detection goes to the data
buffer for digital recording and also to an analog buffer
for display as synthetic video. The r:nge, bearing,
amplitude, and amplitude of the background about the
contact are recorded for every contact.

Figure 2 represents the data collection and
reduction process on the host radar. The plan position
indicator (pP1) display is used for viewing both the raw
radar video and processed video from the collection
system. The radar interface includes antenna synchro,
system trigger, and radar log video.

Digital recordings of the contacts are made and
returned to APL for reduction. The tapes are played
through a reconstruction system on the PDP 11/70
computer, which unpacks the contact data and com-
putes the centroids of the contacts. The centroids are
displayed in polar form on a graphics display where the
range of the display and also the desired number of
scans of data can be selecied. This allows a history for

Synthetic };
. video p

Fig. 2 Data collection and analysis system.




(a) 1 scan raw Maximum range = 30 nmi any number of scans to be presented on the graphics
0 . display. A hard copy of that display can be obtained
through a Tektronix hard copy unit.

For targets in clutter, the detectability is ex-
cellent using the processor. However, for even a
moderate FAR of 10-¢ or 10 -7, the scan history displays
soon become cluttered with false alarms because of the
large number of sample cells present. A total of 25 to 50 {
scans (2 to 4 min) of data is about all that can be !
displayed at the normal FAR before the display becomes ‘ ‘
cluttered. !

270

To obtain good surface target tracks for an %
operator on a scan history display, 150 or more scans
are desirable. To obtain a clutter-free scan history
display for hundreds of scans, the retrospective data

180 processor was developed. This processor examines each
centroid and compares it with centroids from the
{b) 15 scans processed by CFAR 0 previous seven scans if they fall within a certain range

and bearing window about that centroid. The centroid
of interest is displayed only if it forms a “probable
track® with centroids from the previous seven scans.
The range and bearing windows are set to allow
examination of all prior contracts that could result
from a target moving at up to 35 kt in any direction.

An example of data obtained with the signal
processor and data reduction routines is shown in Fig.
3. The data were produced from an analog radar video
recording taken aboard the USS Marvin Shields on the
AN/SPS-67 surface surveillance radars. Marvin Shields
was in a convoy with 10 other ships in the open ocean
with heavy seas. The radar was transmitting a 0.1 us
pulse with a scan time of 4 s. The sea clutter extended to
12 nmi, making the detection of close-in ships by raw

270
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{c) 15 scans processed by video very difficult (Fig. 3a).

retrospective data processor O

The signal processor was run with the lowest
threshold setting to produce the highest FAR and the
best target detectability. The effect of the segmented
CFAR can be seen in the uniform FAR over the radar plan
view (Fig. 3b). The plot is for 15 scans (I min) of
centroid data.

The retrospective data processor output plot in
Fig. 3c shows that the probability of a false alarm, P,,,
of 10-* for the input is reduced to about 10-'? for the
output, with little or no loss in target detectability. The
plot is of the same 15 scans of data. The 10 other ships
in the convoy are clearly visible; only a few false targets
were caused by the ship’s mast reflection.
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REFERENCE
Fig. 3 Centroid history displays, AN/SPS-67 radar, open 'R. E. Thurber, Data Collection and Analysis, AN/FPS-114 Surface
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PERFORMANCE PREDICTION MODEL FOR RADAR SUITES

B. M. Kraus and C. E. Cole, Jr.

A software simulation package that models the
operation of Navy shipboard surveillance radar systems
has been successfully designed, developed, and tested at
APL. The simulation encompasses a system, the radar
suite performance prediction model, that provides the
ability to predict the detection and tracking per-
Sformance of a multiradar suite in an integrated
automatic detection and tracking (1IADT) configuration
against a multitude of expected enemy threat scenarios.

BACKGROUND

The need for the model arises from 1ADT im-
plementation and procurement cost reduction. The
1ADT concept is an integral part of the radar surveillance
and track generation processes of a combat system. It is
relatively new in the Fleet and is basically a synergistic
integration of radar detection data from several
complementary radar sets. Procurement costs for Navy
shipboard surveillance radar systems are reduced by
contractor competition, and contractors may be asked
to propose conceptual designs for radar suites. A
generic and flexible system was needed to model various
radar suites and to incorporate IADT processes, and the
Navy required quantifiable simulated performance data
for a thorough evaluation and screening of the com-
peting contractor proposals. This model satisfies both
needs.

DISCUSSION

The radar suite performance prediction system is
composed of two major elements (Fig. 1). The first,

which was developed for the Navy by Technology
Service Corp., is called the single radar performance
prediction system. [t models the operation of a selected
radar, in a specified mode, against a selected scenario
with an associated environment. The outputs include
detection plots, tabular data, and magnetic tape data.
The magnetic tape contains the data outputs for several
runs of the system and enables a group of selected
radars, which constitute a shipboard radar suite, to be
modeled by the second element, called the sensor in-
tegration and control performance prediction system
(S1&C).

Each shipboard radar suite will provide the
necessary level of surveillance to support the group of
Naval warfare mission areas assigned to the ship.
Threat/environment sets reflect the scenarios associa-
ted with an assigned mission and also reflect the sur-
veillance requirements for the radar suite in terms of
detection/disclosure ranges. The single radar per-
formance prediction system can be adjusted to model
each radar in a proposed radar suite. The magnetic tape
output provides inputs to the s1&C; then the suite’s
performance is plotted and printed for evaluation.

Figure 2 illustrates the operation of the s1&C. The
control element simulates the operation of the radars in
the suite by accessing precomputed values of the
probability of detection, P,, and deciding statistically
whether P, is translated into an actual radar detection
or into no radar detection. For the model, P, is a
function of the radar being simulated, the radar
operating mode, environment parameters, target size
and range. Figure 3 is a graph of P, versus ground
range for the radars in the suite.

Fig. 1 Radar suite performance prediction model.

This work was supported by NAVSEASYSCOM, SEA-62XN.




The control element performs the functions of
user interaction, antenna beam coordination, radar
mode selection, contact opportunity validation, and
tracking algorithm interface.

32?12?:!%: * External to SI&C model

4

Radar *
model

Interface
file

Antenna Radar
beam mode
coordination k selection

Contact
opportunity
validation

Tracking
algorithm
interface

prediction

Contact-to- [ Track
track Leori
association filtering

promotion/
demotion

Saved contact/
track
initiation

Fig. 2 Functional diagram of sensor integration and control.

User interaction, the interface between the user
and the model, allows variables to be selected that
affect the P,. As many as three radars can be simulated
in a rua: a two-dimensional surface search radar, a two-
dimensional air search radar, and a three-dimensional
air search radar. To complete the suite description, an
antenna azimuth rotation rate and an initial operating
mode for each simulated radar must be selected. The
user also selects the scenario in which the radar suite is
to operate. Scenario is defined here 10 mean one target
defined by a single radar cross-sectional value, a
trajectory, and the environmental conditions imposed
on the suite. Environmental conditions can be non-
benign (any combination of rain, sea state, and elec-
tronic countermeasures) or benign.

Antenna beam coordination randomly initializes
each radar’s antenna beam in azimuth and uses the
radar’s azimuth scanning rate to simulate the azimuth
scan. The simulated azimuth scan and initial azimuth
beam position are used to determine the time each
radar’s main beam illuminates the target as the target
moves along its trajectory. These times translate
directly into radar-to-target ranges, which are the final
variables needed to determine the P, that resulis when a
radar illuminates a target in the presence of particular
environmental factors at some range. The £, values are
accessed in a monotonically increasing time sequence.

Radar mode selection automatically varies the
radar’s initial operating mode in a preprogrammed
fashion as the scenario progresses, by means of radar
processing control gates and track gates. Radar
processing control gates modify mode and detection
thresholds to accommodate clutter in the threat profile.
Track gates change a radar’s detection level in an area
where a track is known to exist.

o——@ Two-dimensional radar contact opportunities
8- — -8 Three-dimensional radar conta-* opportunities

T T T T

Probability of detection, Py

] Sal ad 1

20 25 30 35 40
Target ground range (nmi)

Fig. 3 Probability of detection versus ground range.




|
£
|
4

Contact opportunity validation incorporates a
uriform random number generator to determine if the
selected P, value should be passed to the sensor in-
tegration clement as a radar detection or as a missed
detection.

The tracking algorithm interface transfers detec-
tion (contact opportunity) and track data between the
control and the sensor integration elements. The
contact opportunity data consist of an identification
code, position measurement data, measurement ac-
curacies, and an indication of detection/missed detec-
tion. The sensor integration element maintains two files
of track data: air track and clutter track. Track status
data are the feedback required by the control element to
implement the mode changing schemes.

The sensor integration element of the Si&C
determines the disclosure range for surveillance radar
suites. Disclosure range is defined as the range at which
the surveillance radar suite (continuously) indicates the
presence of a new contact with high confidence. For a
crossing or closing target, it is the range at which radar
returns, when processed through the automatic
detection and tracking initiation logic, provide a 90%
probability of maintaining system track. Within this
range, track continuity with specified accuracies must
be maintained.

The disclosure range is established after com-
pleting the target scenario and observing the range
interval where continuous track is maintained. If it is
maintained from the required disclosure range to some
specified minimum range, then the run is successful. A
Monte Carlo approach shows whether 90% of the runs
have the prerequisite continuous track interval.

The sensor integration element performs the
following major functions:

1. Track prediction, which extrapolates the po-
sition of tracks to some future time for the
purpose of association.

2. Contact-to-track association, which deter-
mines if a contact belongs to a group of
contacts, called a track (clutter and air), that
the sensor integration element decided
previously is from the same target.

O T T T T T 7T
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0 5 10 15 20 25 30 35 4

Target ground range {nmi)

il-‘igﬁ: JSnmple graph of track quality, corresponding to values
n Fig. 3.

3. Track filtering, which incorporates a Kalman
filter algorithm to estimate a track’s position
when additional data become available as a
result of the association function.

4. Saved contact/track initiation, which saves
new contacts that might be from a newly
detected target. The saved contacts are used
subsequently when attempting to form new
tracks. This function also discards saved con-
tacts that, after a certain number of scans of
the initiating radar, have not been used to
form a new track because they probably were
false alarms,

5. Track promotion/demotion, which in-
corporates a sequential log-likelihood ratio
test to compute the probability that a track is
from a real target as opposed to false contacts
(tracks generated from clutter returns and
thermal noise).

Figure 4 is a sample track quality graph
corresponding to the P, values in Fig. 3. Examination
of Figs. 3 and 4 shows the benefits of IADT. When P, is
low for the two-dimensional radar, it is high for the
three-dimensional radar and vice versa. This resultsin a
track quality that is essentially a monotonically in-
creasing function.
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TIME SIDELOBE SUPPRESSION AND SIGNAL ISOLATION
FOR BINARY-PHASE-CODED PULSE-COMPRESSION

WAVEFORMS

D. A. Day

Time sidelobes of radar pulse-compression
waveforms are key design parameters. Conventional
linear approaches to pulse compression allow sidelobe
levels to be transformed by an amplitude-weighting de-
rivable, using simple techniques. However, time side-
lobes of pseudorandom phase codes favored for pulse
compression in weapon system radars oriented (o elec-
tronic counter-countermeasures cannot be controlled by
conventional amplitude-weighting approaches.
Therefore, linear programming techniques have been
used to derive amplitude weighting that can reduce
random time sidelobes.

BACKGROUND

Pulse-compression waveforms have been used in
radar and communication systems to improve the
effective signal-to-noise ratio (5/N) while maintaining
high time resolution. A long pulse with low peak power
will result in high total energy but poor time resolution.
Puise compression maintains the long pulse and high
energy while yielding a time resolution comparable to
that achieved with a short pulse length.

One method of pulse compression is to code the
pulse pseudorandomly. The received pulse is demodula-
ted to yield the transmitted coded sequence, which is
then correlated with a reference code sequence. The
result of the correlation is a single peak response when
the two code sequences are aligned in time. The peak
response is of much shorter duration than the transmit-
ted pulse, thereby providing time resolution better than
that attainable by the uncompressed long pulse.

The reference and the transmitted code se-
quences used in the correlation are usually the same.
The output of the correlation is the autocorrelation of
the code sequence that results in the maximum s/N.
The ideal output of the correlation would be a zero re-
sponse for all times except when the codes are time
aligned; then the peak response would result. For finite-
length code sequences, the correlation results in non-
zero outputs, known as time sidelobes, at times other
than when the peak response occurs (Fig. 1). When the
time sidelobes are large enough to exceed the detection
threshold, multiple detections occur for a single target.
The detections resulting from the time sidelobes are
erroneously identified as returns from small targets. To

This work was supported by NAVSEASYSCOM, PMS-400.

detect small targets reliably in the presence of large
targets, it therefore is necessary to reduce the time
sidelobes.

Two valued (binary) code sequences, Barker and
pseudorandom codes, have levels of time sidelobes that
are low relative to the correlation peak. It was shown!'
that the time sidelobe levels of these codes could be
greatly reduced by correlating them against a reference
code that was different from the transmitted code, re-
sulting in a cross correlation between the transmitted
and thc reference code. The result is that the s/N is no
longer maximized; however, the time sidelobes are
greatly reduced at the expense of a small loss in S/N.

The reference code is computed to maximize the
ratio of the peak response to the peak time sidelobe. To
do this, the reference code is no longer constrained to be
binary valued but can assume any real value. The real
value code is referred to as a filter, mismatched when
the transmitted code and reference code are not identi-
cal. The filter optimization was shown to be a linear
problem that could be solved using linear programming
techniques.!

This capability has been extended in order to
design a filter with a nearly ideal correlation output for
the signal code and a nearly zero output for the in-
terference code. The constraints on the filter design for
rejecting the interference code double the number of
constraints needed for producing the desired output for
the signal code alone.

Ideal Detection threshold
Time-—
Nonideal Detection threshold

Time—»

Fig. 1 Examples of ideal and nonideal autocorrelation func-
tions.
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A filter designed to pass one code and reject
another can be used to sort two pulses, with different
codes, that overlap in time. They can be sorted using
two filters, one to pass the signal code and reject the
interference code and the other to pass the interference
code and reject the signal code (see Fig. 2). S, and S,
are the two codes and F, and F, are the corresponding
filters. If the two signals are applied to the filier inputs,
the output at F, will correspond to the arrival time of
S,, and the output at F, will indicate the arrival time of
S,.

A high degree of isolation between the signal
code and the interference code would permit the simul-
taneous reception of two different signals. The signals
can be separated by the filters (F, and F,) for process-
ing in independent channels. The ability to separate the
signals that are normally sent sequentially in radar and
communications systems allows them to be sent in
parallel, overlapping in time.

DISCUSSION

Reference 1 provides the results for filters opti-
mized to produce the maximum ratio of mainlobe to
peak sidelobe (M/Ps) for selected phase codes. The
length of the codes varied from 15 to 127. In the signal
rejection study, the code lengths were restricted to 15
and 31.

The filters generated solely for time sidelobe
suppression are subject to fewer constraints than are the
filters designed to perform both sidelobe suppression
and interference signal rejection. The addition of the
interference-signal-rejection capability imposes addi-
tional ¢ .astraints on the filter and reduces the size of
the region (range of filter coefficients) over which the
optimization can be performed. Therefore, the perfor-
mance of the sidelobe suppression filter represents an
upper bound on the performance that can be achieved
for the dual-function filter.

Table 1 shows the effects of different constraints
on filter performance. The first entry shows the per-
formance of a length 127 filter for time sidelobe sup-
pression for a length 15 signal code. The mM/ps is 38.2
dB, the best that can be expected for this filter and code
combination for time sidelobe suppression. Next, the
interference-code rejection constraints are added for a
length 15 interference code, reducing the mM/ps to 14.5
dB. Leaving the signal-code time sidelobes uncon-
strained and maximizing the signal-code-mainlobe to
peak-interference-code output results in an M/Ps of 22.6
dB for the interference code. This case shows the
maximum level of rejection that can be obtained for
this signal and interference code pair. The 22.6 dB level
of rejection was obtained at the expense of the signal

Output signals
{pulse compressed)

Fy — 5

Input signals
S, and 52

F2 — S

Fig. 2 Filter configuration for signal separation.

Table 1

FILTER PERFORMANCE FOR A SPECIFIC SIGNAL
INTERFERENCE LENGTH 15 CODE PAIR AND
LENGTH 127 FILTER

M PS
Constraint (dB)
Signal-code sidelobe suppression only 38.2
Signal-code sidelobe suppression and interfer- 14.5
ence code rejection (filter F,)
Interference code rejection only 22.6
Signal-code sidelobe suppression and interfer- 15.1
ence code rejection, when the signal and inter-
ference codes have been reversed (filter F,)

code time sidelobes, which increased greatly to yield an
M/Ps of 3.1 dB for the signal code. Reversing the roles
of the signal and interference codes (designing filter F,
rather than F) yields an M/ps of 15.1 dB, which is
comparable to the original M/ps of 14.5 dB.

The filters were designed for many length 15 and
31 signal and interference codes. The length 15 code
pairs produce M/ps’s that typically are in the range of 14
to 16 dB for length 127 filters. The length 31 code pairs
produce M/PS’s ranging from 17 to 20 dB for the length
127 filter.

The effect of filter length on filter performance
was also observed in this study. Increasing the filter
length improves the performance by increasing the
M/PS, but performance is only slightly improved in the
case of the dual function filter. For a specific length 15
code pair, a length 15 filter produced an m/Ps of 12.0
dB. Increasing the filter length to 127 gave 14.5 dB.
Longer filter lengths will yield slightly better per-
formance.

The filters were implemented as transversal
filters, which are easily implemented using a surface
acoustic wave (SAW) device. The SAW device allows wide
bandwidth signals to be processed with much less
hardware than a filter implemented with digital elec-
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tronics. The digital implementation traditionally had
the advantage that the filter coefficients could be
changed readily for different code pairs. The saw
devices are generally fixed, and a new one is required
for each filter. To remove this limitation, a program-
mable SAW device is being constructed. It will be used to
demonstrate the two filter types and also to determine
the quality of saw design.

SUMMARY

A method of reducing time sidelobe levels for
binary-phase-coded waveforms has been described.!

Using linear programming, the method has been ex-
tended to permit signals to be isolated or sorted by
means of their phase code.

REFERENCE

'K. P. Davis, Final Repori, Time Sidelobe Reduction Study,
JHU/APL FS-79-108 (Jun 1979).

A WIDEBAND RF COMMUTATOR FEED TECHNIQUE
FOR A SCANNING CIRCULAR ARRAY ANTENNA

E. P. Irzinski

A coaxial-waveguide amplitude-commutation
Jeed system has been developed for the scanning cir-
cular array antenna. The major advantages of the
coaxial commutator feed compared to other types of
circular array feeds are the broad bandwidth and small
insertion loss achieved simultaneously with a simple
feed geometry. The functional and measured per-
JSormance capability of a 30% rr bandwidth, low-
sidelobe RF commutator feed design are described.

BACKGROUND

The RF feed network design has long been
recognized as the critical design area in electronicalfy
scanning circular array antenna systems. A funda-
mental requirement of the feed system is to commutate
a desirable amplitude distribution about the periphery
of the circular array so that a given number of radiating
elements in a 180° or smaller sector is excited at any
instant of time. The network implementation problem
is practical rather than theoretical since one or more
undesirable physical or performance attributes are
usually associated with a particular design. Most
frequently these problems reside in the areas of design

This work was supported by NAVSEASYSCOM, PMS-400B.

complexity, controf ~7 7 vuipr aplitude and phase
tolerance, insertiex 11, or bancw.dh: limitations. The
design of the cis~wiar array feed network, reported in
this paper, is characierized by simplicity and a resultant
overall improvement in critical performance areas.' A
dominant transverse electromagnetic (TEM) mode and a
pair of orthogonal transverse electric (TE,,) modes
excited within the coaxial waveguide are used to
generate a commutable low-sidelobe amplitude
distribution about the circular periphery of the Rr feed
output. The unique features of the coaxial-waveguide
amplitude-commutation network are an extremely
simple input excitation network and the capability for
large RF bandwidth operation. The resultant antenna
efficiency of a communication or radar circular phased
array using this feed design will be relatively high
because of the small insertion loss (= 0.5 dB) of the
commutation network.

DISCUSSION

Figure 1 is a schematic of the coaxial-waveguide
commutation network. The RF input is divided into two
outputs via the K 5 coupler. One of these outputs is the
input to the sum port of the menopulse comparator.




RF outputs to switches and phasors of circular array

Coaxial waveguide
commutator

Monopulse comparator

TE 10 4y) TE,, (90)(A,)

Differential phase shift

(TEM) Z variable power divider

(Difference beam port)

Kqg coupler

RF input (sum beam)

Fig. 1 Coaxial waveguide commutation network.

The four outputs of the monopulse comparator are
connected to four symmetrically disposed input probes
of the coaxial-waveguide commutator. Thus, the sum
input to the monopulse comparator excites the TEM
mode in the coaxial waveguide. The second output from
the K4y coupler is the input to the differential-phase-
shift variable-power-divider network, as shown.

A special and desirable feature of this variable
power divider design is that the output ports phase-
track each other. The power divider outputs are the
inputs to the difference ports of the monopulse com-
parator. Consequently, the variable power divider
excites a pair of spatially orthogona! TE,, modes in the
coaxial waveguide. The coaxial-waveguide commutator
is terminated in N arbitrary output ports symmetrically
disposed with respect to the four input ports. In the

region of the coaxial-waveguide annular output, a
radial electric field intensity of the form

V(o) = A+ (I - A)cos® V(o — a) )

exists by a superposition of the functionally orthogonal
TEM and TE;, mode pairs. Equation 1 has been written
in the recognizable cosine-squared-on-a-pedestal form,
where A is the pedestal magnitude that is simply related
to the input coupling value, « is the differential phase
shift of the variable power divider, and ¢ is the angular
coordinate in the coaxial annulus region.

Inspection of Eq. | reveals that a tapered am-
plitude distribution proportional 10 V(¢) may be
discretely commutated about the output periphery of
the coaxial-waveguide amplitude commutator by a
digital variation of w. A variation of « in discrete equal
increments will provide the coarse commutation
capability needed for this type of feed system. Thus the
R} outputs of the coaxial commutator interface with an
RF switch and phase shifter network as shown in Fig. 1
prior to final termination at the radiating element
inputs of the circular array. The RF phase shifters are
used for the dual functions of plane wave collimation of
the cylindrical wavefront and fine beam steering be-
tween the coarse discrete beam positions provided by
the amplitude commutation and switching network.

An experimental L band model of a coaxial-
waveguide amplitude commutator was designed,
fabricated, and tested to verify the feasibility of this
circular array feed technique. A design with 16 output
ports was chosen somewhat arbitrarily; however, it
would be compatible with a 64 element circular array
with 16 RF switches (type 1P4T) and 16 phase shifters
for the excitation of a sector of 16 radiating elemems at
a given instant of time. The initial stage of the
development was devoted to impedance matching the
commutator input and output probes for the TEM and
the pair of orthogonal TE,, modes. For the 30%
bandwidth optimization, the measured TEM mode
voltage standing wave ratio was less than 1.6:1; it was
less than 1.8:1 for the TE;, modes. The isolation be-
tween the input ports of the monpulse comparator was
better than 25 dB throughout the band. The insertion
loss of the Ri feed commutator network was small and
did not exceed 0.5 dB in the 30% frequency band.

The second part of the test program was
primarily concerned with verifying the operating
principle of the commutation network by measuring the
complex output voltages of the waveguide commutator.
The phase shifters in the circuit of Fig. | were simulated
by coaxial line stretchers, and a 6 dB directional coupler
was used at the rr input. Figure 2 presents the complex
amplitude measurements of the coaxial waveguide
commutator output port for the differential phase shift
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Fig. 2 Amplitude and phase measuremenis of the commutator
output.

condition of o = 0. The measurements were made at
three frequencies in the 30% frequency band as in-
dicated in Fig. 2; an ideal, continuous, cosine-squared-
on-a-20-dB-pedestal distribution is shown for com-
parison. The degree of deviation of the measured
voltage magnitudes from the ideal case indicates
qualitatively the extent to which undesirable spurious
mode generation (primarily due to input probe am-
plitude and phase imbalance) compositely affects the
ideal commutator output voltages.

Linear array patterns were generated using the
measured data for the complex amplitude element
excitation condition. A linear array geometry was
chosen because we wanted to determine the effect of
array excitation error on the ideal low-sidelobe antenna
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Fig. 3 Asrray antenna pattern for ideal and measured com-
mutator outputs.

pattern structure, and the introduction of a finite radius
of curvature was deemed an unnecessary complication.
A single representative computed pattern for the
midband data set of Fig. 2 is shown in Fig. 3; the ideal
pattern is shown for comparison. The array element
spacing was 0.55 wavelength at the low frequency end
of the 30% band. An isotropi. element pattern was
assumed so that the off-axis sidelobe structure would
not be muted with a directive element gain pattern. The
sidelobe structure of this typical computed pattern
deviates somewhat from the ideal errorless case, but the
results nevertheless indicate excellent low-sidelobe
performance over a large frequency band.

REFERENCES

VE. P. lrzinski, A Wideband Coaxial Waveguide Commutator Feed for
a Circular Communication or Radar Scannable Array Antenna,
JHU/APL F2A-0-308 (29 Sep 1980).

2E. P. Irzinski, “‘A Coaxial Wavegnide Commutator Feed for a

Scanning Circular Phased Array Antenna,"’ /EEE Trans. Microwave
Theory Tech. (Mar 1981).




WEAPONS TECHNOLOGY




RE NIy o

&
>
2

INTRODUCTION

Since World War 11, APL has been actively involved in the development
of the Navy's surface- and subsurface-launched missiles. The effort included the
development of the Talos, Terrier, and Tartar missiles, the evolution of Stan-
dard Missile, the flight development of Long-Range Typhon, and the test and
evaluation of Polaris, Poseidon, and Trident. Supporting these efforts have been
exploratory and advanced development programs in all aspects of weapons
technology, including the design, fabrication, and testing of guidance system
components, propulsion systems, and aerodynamic models. The objectives of
these weapons technology efforts are to advance the state of the art and to
contribute to the timely evolution of operational systems.

Although APL’s involvement in weaponry began with the proximity fuze
and progressed primarily into anti-air-warfare systems, since the late 1960's
APL has been strongly involved in offensive missilery, specifically in the
Harpoon and Tomahawk tactical and strategic missile developments. Much of
the Harpoon guidance system feasibility demonstration was undertaken by
APL, and the early analysis of the terrain contour matching (TERCOM) scheme
used by Tomahawk was also performed at APL..

With the introduction of the Soviet Backfire bomber, the air threat to the
surface Navy has intensified. In addition to the high performance of the
backfire, its antiship weapons and electronic countermeasures capability
represent significant challenges to weapons systems development. Significant
APL effort has been devoted recently to the concept development of new long-
range SAM’s to augment fighter aircraft in the outer air battle.

Stresses on the area and point defense zone SAM’s continue to increase
with the Soviet introduction and evolution of supersonic antiship missiles. APL
continues to support the improvement of existing point and area defense
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weapons through the development of the RAM Missile and Standard Missile
Block II. These systems will significantly upgrade the kinematic and homing
performance of existing weapons.

The first article discusses the development of a digital simulation that can
be used 10 evaluate the performance of Harpoon in a multiple target and coun-
termeasures environment.

The second article describes APL’s participation in the development of a
remotely piloted vehicle for probing the lower atmosphere. The electric field
sensing system, previously shown to be useful for the vertical stabilization of the
vehicle, now has been shown to provide a guidance method that has inherent
terrain-avoidance features.

The development of a broad frequency band with small boresight errors is
the topic of the third article. It discusses the maximum boresight errors that can
be tolerated by an HOJ guidance system without significant system performance
degradation.

The fourth article discusses the potential implementation of bank-to-turn
steering control for long-range SAM’s. Recent airframe/propulsion in-
vestigations have highlighted the desirability of chin inlets for the propulsion
system; chin inlets require bank-to-turn steering. This effort has shown that
bank-to-turn steering is feasible if the autopilot can be designed to provide
sufficient airframe roll response.

The fifth article describes simple mathematical models that do not require
the use of a computer. They have been developed to calculate the effectiveness of
a surface-to-air missile when it encounters a missile target.
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A DIGITAL SIMULATION FOR MISSILE SYSTEM
SURVIVABILITY ANALYSIS IN A MULTIPLE

ECM ENVIRONMENT
K. T. Plesserand L. W. Wald

A fully digital, launch-to-impact simulation
model has been developed for the Harpoon missile
system. The simulation can process the seeker response
characteristics of hundreds of targets and countermea-
sures simultaneously, while providing a stochastic capa-
bility for the statistical determination of system perfor-
mance by a Monte Carlo method.

BACKGROUND

A continued program to evaluate the sur-
vivability of Navy antiship missile systems is necessary
if such systems are to remain effective in the face of an
evolving threat. In particular, an assessment of missile
vulnerability to electronic countermeasures (ECM) is of
critical importance. This article discusses the develop-
ment of a digital simulation as an analytical tool to
evaluate the survivability of the Harpoon antiship
missile system in a multiple target and countermeasures
environment.

DISCUSSION

Evaluation Methods

Missile system test and evaluation methods can
be broadly divided into three types. The first, most
direct and obvious, is an actual firing against real
targets on an instrumented range. This technique is
extraordinarily expensive but leaves the least doubt as
to the validity of the results. The other two techniques,
a hybrid and a fully digital simulation method, are
more compatible with a laboratory environment.

A hybrid hardware/software simulation, of
which the APL Guidance System Evaluation Laborato-
ry' is representative, is normally constructed with one
or more items of actual missile hardware (such as a
radar secker) interfaced by appropriate analog-to-
digital devices to a software simulation of the remain-
der of the missile system. This type of hybrid simulation
is of particular value in evaluating hardware but,
because of geometric limitations, may be unsatisfactory
for certain kinds of dynamic analyses, including
scenarios involving large numbers of targets.

This work was supported by NAVAIRSYSCOM, PMA-358.

The fully digital simulation gives the analyst full
control over a wide range of variables and does not
need to be run in real time (i.e., 20 seconds of flight
may be simulated in, perhaps, 1 second of computer
time). The associated disadvantage is that it is not possi-
ble to simulate analog hardware (such as RF processing
equipment) explicitly unless wide simulation band-
widths are used, thus negating the time and cost gains.
One must also be particularly cautious to validate such
a simulation thoroughly prior to its application; teleme-
try data from actual firings are ideal benchmarks for
such a purpose. However, with carefully selected as-
sumptions and acceptably small iteration rates, digital
techniques can and do yield accurate results.

Digital simulation techniques have been widely
recognized and applied to a broad class of problems
ever since the advent of sufficiently powerful comput-
ing machinery. APL has been involved extensively in
the evaluation of missile dynamic characteristics by
means of six-degree-of-freedom aerodynamic models of
surface-to-air missiles. In general, these simulations
provide deterministic results to questions far too in-
tractable for manual solution. Typical uses include veri-
fying the effects of hardware and/or software changes
on the flight profile and examining in detail the final
moments of flight before impact (endgame analysis).

Survivability Assessment Simulation

The general structure of the antiship missile
simulation program is shown in Fig. 1. Targets are
generated and moved about in accordance with input
parameters that define a target’s initial position,
course, and speed. Missile motion is determined by a
five-degree-of-freedom (roll excluded) aerodynamics
model. Fiom these, the relative missile-target geometry
is computed and used in the radar range equation to
calculate mean signal and noise powers. Commands to
the missile airframe and to the antenna gimbals are
under the control of the midcourse guidance unit,
which, in turn, is under the control of the radar seeker.
The seeker output is driven by the results of stochastic
tests performed on the mean signal-to-noise ratio. This
closes the loop and permits the simulation program to
“fly’’ until impact.

Electronic countermeasures are conceptualized
as potential targets with certain unique signal character-
istics that depend on the nature of the countermeasure.
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Fig. 1 Structure of the antiship missile simulation.

A full spectrum of countermeasures may be modeled,
given an a priori knowledge of their influence on the
radar seeker.

A significant feature of the simulation is the
recognition of the fact that the physics of the situation
gives rise to a large number of stochastic processes,
each characterized by a unique probability distribution.
Examples of some of these phenomena are given in
Table 1.

A Monte Carlo technique is used wherein each
replication of a missile flight is initialized by selecting a
single realization of the random variables that vary
from flight to flight but remain fixed during any given
flight. Random variables that vary during flight (e.g.,
target fluctuations or wave height) are sampled from
the parent population each time a computation is
required. Since each replication of a missile flight is
independent, a sequence of simulated flights may be
considered as a series of Bernoulli trials, In this
manner, one may calculate (based on the binomial
distribution) an estimate of the hit probability
associated with each target and the limits of the ex-
pectation at any confidence level.

Implementation and Application

The stochastic simulation just described has been
documented, and the software is resident in the Labora-

Table 1

TYPICAL STOCHASTIC PHENOMENA IN A
MISSILE SYSTEM SIMULATION

Probability
Example Distribution
Hardware tolerances
Gyro bias Gaussian
Thrust misalignment Gaussian
Environmental
Wind direction Uniform(0 < 0 < 2x)
Sea surface Gaussian
Target characteristics
Small ships Chi-square (2 degrees of freedom)
Some large ships Chi-square (4 degrees of freedom)
Some large ships Lognormal
Clutter Weibull or lognormal
Noise Gaussian

tory’s IBM 3033 computer system. The basic cycle rate
of the simulation is 50 Hz; i.e., discrete computations
are performed every 20 milliseconds of simulated flight.
It is possible to simulate a 5 minute flight in about 10
seconds at a cost of less than three dollars. As more
targets and countermeasures are added, the required
processing time increases. Because only 100 replications
are required to narrow the relative error to a few
percent at the 90% confidence level, reliable statistics of
missile performance can be generated at a cost of a few
hundred dollars, a small fraction of the cost of an
actual missile firing.

This simulation technique has been used ex-
tensively to model the effects of a wide variety of ECM
against the Navy’s Harpoon antiship missile system.
Data on ECM vulnerability obtained in this manner are
combined with data on vulnerability to other defensive
systems in order to assess the overall survivability of the
missile and, thus, the likelihood of the missile achieving
its intended purpose. Because of the success in modeling
the Harpoon system, an effort is currently under way to
perform a similar analysis on the antiship variant of the
Navy’s Tomahawk cruise missile.
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REMOTELY PILOTED ATMOSPHERIC PROBE

M. L. Hil

The performance of eleciro-optical devices used
in military systems is affected by aimospheric tur-
bulence, aerosol and particulate content, temperature
gradients, and other meteorological variables. The
investigation of these effects using manned aircraft is
expensive and, on occasion, impossible if data are
needed from hazardous areas. To ovvercome these
difficuliies, the Laboratory, in cooperation with the
University of Tvxas at El Paso (UTEP) has developed
a small remoiely piloted vehicle (rpvy for probing the
lower atmosphere. Personnel at UTEP are responsible
Sor instruments related 10 meteorological measure-
ments, whereas APL is responsible primarily for the
vehicle’s operation and for instruments 1o record its
aerodynamic performance. Included in the in-
strumentation is a complement of aimospheric electric
Sfield sensors that previously were shown to be useful for
the vertical stabilization of such vehicles. This report is
li:nited 10 a brief description of the vehicle and some
resulis obtained in recent tests in which the electric field
sensing system was shown 1o provide a guidance
method that has inherent terrain-avoidance features.

BACKGROUND

The effectiveness of electro-optically guided
weapons can be degraded by adverse meteorological
conditions that cause attenuation, scattering, and
diffraction of line transmission in the infrared, visible,
and ultraviolel portions of the specirum. Among the
most serious offenders are dust particles, aerosols, and
refractive index gradients associated with turbulence
and temperature inhomogeneities. The extent and
nature of such degradation are not fully documented,
particularly for systems that are 1o be operated in the
lower atmosphere. Considerable research on this
problem is being done using special ground ranges and
instrumented manned aircraft. It was recognized by the
Army’s Atmospheric Sciences Laboratory that there
was a need for a small remotely piloted vehicle that
could be flown in hazardous areas — for example, near
exploding projectiles on an artillery range or close to
mountain cliffs and peaks where turbulence presents a
severe hazard to manned aircraft. Accordingly, the
Laboratory has developed a Maneuverable Al-
mospheric Probe (MAP) vehicle,

In addition to developing a method for probing
hazardous areas, the objectives have also included
keeping the costs of the vehicle and its operation below

This work was supported by the Army Research Office and the
Army Atmospheric Sciences Laboratory.

those for manned aircraft, and providing a slower,
more maneuverable vehicle so that fine-scale
meteorological factors in confined regions could be
measured more thoroughly. Still another objective was
to gather data about the performance of a so-called
electrostatic autopilot that was invented a1 APL' and
used on several previous RPV's developed at APL.® The
autopilot derives its vertical reference from
measurements of the vector of an electric field in the
atmosphere that is usually vertical in fair weather.

DISCUSSION

The MAP vehicle is shown in a three-view
drawing (Fig. 1) and a photograph (Fig. 2). The
mountain in the background is North Oscura Peak
(7999 f1) located 1.3 mi east of the dirt runway (5800 ft
altitude) that served as the operations base for the tests
in July 1980. The aircraft has a 10 ft wingspan and is

Span
Length
Area
Aspect ratio
Fuselage diameter
Pod diameter

Fig. 1 Three views of the map vehicle,
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Fig. 2 mAP vehicle at North Oscura Peak test site, July 1980.

powered by a 10 hp, 2 cycle reciprocating engine. It has
high-lift flaps on the wing and can fly at speeds of
about 35 to 110 mph at sea level. It has been flown to
13,000 f1 altitude and has a computed ceiling of 25,000
ft. Its gross weight is about 95 Ib when it is carrying 25
Ib of payload and enough fuel for 1% hours. The
vehicle is fitted with two independent autopilots, one
based on fluidic gyros and the other on the atmospheric
electric field; either can be enabled by ground com-
mands.

The instruments and telemetry normally carried
record the following data: temperature; pressure;
humidity; high-frequency, fine-scale turbulence; low-
frequency yaw and pitch gust directions; three com-
ponents of angular rate (yaw, pitch, and roll); altitude;
heading; engine speed; air speed; and electric field in the
x, y, and z directions. Devices to collect aerosol and
dust samples are carried in the pods slung under the
wing. A radar transponder provides for accurate
tracking when flying in regions of strong clutter.

About six hours of data tapes were recorded
during the North Oscura Peak operation. Examination
of the data is still in progress. Here we will describe only
one of the significant sections from a flight on July 10,
1980. During this last flight of the series, it was possible
to schedule several tests near the cliff face to determine
whether the electric field autopilot would provide
outputs that would prevent the aircraft from colliding
with the mountain. This possible use of electrostatic
sensing for terrain avoidance had been recognized
previously * but had not been demonstrated.

The flight paths of four special test runs made
near the mountain peak are shown in Figs. 3a and 3b.
The basic procedure for each pass was the same. The
pilot, who was located atop the peak, steered the air-
craft to a heading essentially parallel to the cliff face

and then allowed the aircraft to fly stick-free on an
open-loop heading under the control of the gyro
autopilot for a period long enough to define a straight
path. The start of one such path is at point A. At point
A, the pilot merely pushed the switch that transferred
control from the gyros to the electrostatic autopilot
(EsAPy. 1t can be seen that at A’ the aircraft made a
distinct left wurn from its south to north heading to a
nearly east to west heading. As the aircraft became
more distant from the mountain, the turn radius
diminished until the aircraft was again essentially flying
on a straight path. The procedure was repeated at B and
B’, where the initial course was north to south, or
nearly opposite the course of the previous pass. At B’,
under the influence of the electric field, the aircraft
made a distinct right turn away from the mountain.
Similar turning effects are seen in the next two passes
(Fig. 3b). A sharper left turn occurred at A’ because the
aircraft was closer in and headed more directly toward
the mountain than in the other passes.

All of the passes were made at an altitude of
about 8100 ft (100 fi above the peak height) for safety
reasons. At that time, the wind at 10,000 ft was 5 k1
from slightly north of west. The pilot atop the peak
judged the wind at his location to be § kt from due west.
Considering this wind and the initial heading, the
aircraft would have drifted eastward across the
mountain peak if it had been left to its whims on the
gyro autopilot. However, the flight paths clearly show
that the electrostatic sensing system introduced turns (o
guide the aircraft away from the mountain peak.

These effects are expected to be considerably
stronger and more positive if the aircraft is flown below
peak height rather than above. We hope to perform
such tests soon because this kind of sensing could be
quite valuable in rRPV systems that must navigate in
mountainous regions.

Figure 4 is a photograph of the MaP vehicle
lifting off from the runway and turning toward the
broad valley to the west of North Oscura Peak. Tests of
the electrostatic autopilot were done over this area in a
region 1.5 to 3 mi from the peak. No influence of the
peak on the verticality of the electric fields could be
detected there, and it was demonstrated, while the
aircraft was being flown on the gyro autopilot, that this
simple, lightweight, electrostatic system can detect bank
angles of the order of 0.5°. Also, data recorded during
aerobatic maneuvers such as loops and axial rolls show
the rudiments of a way to measure the roll and pitch
angles at any angle, from upright to fully inverted. The
results will be described in a separate publication. The
possibility of developing this device into a simple,
lightweight, tumble-free attitude sensor is clearly
evident. Such a device could be a valuable asset in many
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Fig. 4 MAP vehicle lifting off and turning west.

BROADBAND RADOME
BORESIGHT-ERROR TOLERANCES
FOR HOMING MISSILES

B. E. Kuehne and H. Y. Chiu

The potential performance of a surface-to-air
homing missile using a broadband passive-guidance
mode is constrained by the large boresight error slopes
associated with a broadband radome. The maximum
boresight error slopes that can be tolerated without a
significant degradation in performance have been
determined for a prospective wide-area-defense missile
using broadband home-on-jamming (HOJ) guidance for
a postmidcourse/preterminal homing (ransition-
guidance mode. The results provide a much needed
measure for evaluating candidate multimode
radome/sensor configurations.

BACKGROUND

The capability for broadband or multiband
homing guidance may be necessary for future surface-
to-air missile systems, particularly those intended for a
wide-area-defense role. A broadband guidance mode
would allow the missile to home passively against
aircraft jamming at search and targeting radar
frequencies. Such broadband HO1 guidance would be
used principally during a transition portion of flight,
following an inertially guided high-altitude cruise phase

This work was supported by NAVSEASYSCOM, SEA-62R1.

R&D aerodynamic tests, and it is hoped that we will
soon be able 1o pursue this work further.
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and preceding a short-range active or infrared-guided
terminal homing mode. During this transition guidance
phase, gross heading errors are nulled but precision
homing is not required.

One potential problem with HoJ guidance in-
volves the large boresight-error slopes associated with a
broadband radome. Radome boresight error arises
from the distortion of the incoming target-tracking
radar’s signal by the nonhemispherically shaped
radome that protects the missile’s seeker and antenna
(Fig. 1). Effectively, this distortion results in an ap-
parent perturbation, ¢,, in the missile/target line-of-
sight vector, which is the primary source of missile
guidance information. The boresight error is a function
of the look angle, 3, between the missile’s centerline
and the missile/target line-of-sight vector. In a missile
using proportional navigation guidance, this functional
dependence effectively introduces an undesirable
feedback r-th into the missile guidance system. If the
boresight-¢. . or slope, which is the derivative of ¢, with
respect to §, becomes excessive, the feedback path may
cause an instability in the missile guidance loop.

Boresight-error effects are constraining the
design of current semiactive (narrowband) terminal-
homing missile guidance systems. For the broadband
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Fig. 1 Perturbation of the apparent missile/target line-of-
sight vector by radome boresight error.

case, the radome design cannot be optimized for some
predetermined nominal operating frequency, and
therefore boresight-error slopes are expected to be an
order of magnitude more severe. Fortunately, if used
only for a transition guidance phase of flight, the HOJ
mode can be dynamically less responsive than a ter-
minal guidance mode, and a less responsive guidance
loop is less sensitive to boresight-error effects. Con-
sequently, tolerance to large boresight-error slopes can
be designed into the HOJ guidance law.

The analysis described here quantifies the level
of boresight-error slopes that can be tolerated by a
broadband HOJ guided missile. The tolerances are based
on maintaining a given level of system performance
rather than on the traditional small signal stability
criterion.

DISCUSSION

The study was divided into two phases. First, a
guidance law that would be applicable to the transition
guidance mode was defined. Then the guidance law was
incorporated into a detailed missile simulation that
contained a realistic parametrical representation of
actual boresight error. The simulation was used to
determine the relationship between tolerable slope
magnitudes and the area of the radome over which the
slopes extend.

The initial phase of the study (i.e., the deter-
mination of an appropriate HOJ transition-mode
guidance law) had two primary considerations. The
guidance law is required to compensate for expected
large, broadband boresight-error slopes. Therefore, the
magnitude of the boresight-error slope at which system
instability occurs (called the critical boresight-error
slope, r,.) should be as large as possible. This can be
accomplished by decreasing the effective guidance gain,

A;, and increasing the effective guidance time constant,
7., hence slowing down the dynamics of the guidance
loop. However, missile performance will be un-
satisfactory if too much sluggishness is introduced into
the guidance system in this manner. Consequently, the
goal was to develop a transition-mode guidance law
that permits the critical boresight-error slope to be as
large as possible and at the same time maintains a
required level of system performance.

The first step in defining the transition guidance
law was to quantify the range of values for Az and 7,
that allows satisfactory transition guidance. By defini-
tion, satisfactory performance gives a terminal-
acquisition heading error that can be successfully nulled
with a dynamically responsive terminal-homing
guidance system. Both nonmaneuvering and maneuver-
ing targets were considered in determining the
maximum acceptable acquisition heading error. Wide-
area-defense scenarios probably will involve muliiple
jammers whose individual locations may not be initially
identifiable. The time when the target jammer can be
resolved from other jammers in the engagement was left
as an independent parameter for this study. Using a
simplified homing missile simulation, the relationship
between A, and 7, for satisfactory performance was
derived. The solid lines in Fig. 2 show, for three dif-
ferent jammer resolution times, the bounds on A\ and
7, that maintain satisfactory HOJ transition guidance.

Figure 2 also shows (dashed lines) the
relationship between the guidance responsiveness
parameters (A and r) and r., based on analysis of the
system eigenvalues at a high altitude flight condition.
Clearly, for each jammer resolution time, there is an
optimal set of A, and 7, values that gives the required
system performance as well as a maximum attainable
r.. For example, if the target jammer is resolved 23 s
prior to intercept (a reasonable value, based on can-
didate signal processing proposals), the optimal set will
be Ay = 2.2 and rp, = 85. The corresponding value
of r. will be +£0.026 deg/deg. If the guidance law for
the transition mode is assumed to be in the structure of
proportional navigation,' then approximate analytical
expressions? are available to relate A and 7, to the
corresponding parameters of proportional navigation.

The critical slope data shown in Fig. 2 are
dependent on flight conditions. The complete analysis
encompassed the altitudes expected for an HO) tran-
sition guidance trajectory. Because the boresight-error
slopes associated with a radome can be considered
invariant with missile altitude, the criticaily stable slope
should also be independent of altitude. Hence, the
guidance law parameters were determined as functions
of flight conditions so that the critically stable slope was
the same at all missile flight conditions.
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Fig. 2 Relationship between performance (solid lines) and
boresight error slope stability requirements (dashed lines). The
jammer resolution times range from 17 s time-to-go (7,,)
before intercept to resolution from cruise altitude before
initiation of the transition guidance mode.

In the second phase of the study, the resulting
transition gwmdance law was incorporated into a six-
degree-of-freedom (6-bOF) homing missile simulation.
The detailed digital model contained three-dimensional
boresight error characte:istics.’ The boresight-error
data were implemented so that different areas of the
radome could be exercised conveniently without
modifying the engagement geometry. In addition, the
boresight error data could be multiplied by an arbitrary
gain so that various possible slope magnitudes could be
generated easily.

With the 6-poF simulation, a homing geometry
was selected that caused the missile to follow a typical
wide-area-defense transition guidance trajectory.
Satisfactory transition guidance performance was
defined as in the previous phase of the study. Different
regions of boresight-error slope and various slope-
multiplying gains were exercised to relate the maximum
tolerable boresight-error slope to the size of the radome
area over which the slope occurs. This radome area size
is defined as the extent of the look angle region, A3,
over which the slope is approximately constant.

The resulting trends are plotted in Fig. 3. This
figure should be interpreted as follows: If the

Slope duration, A8 (deg)

0 I 1 ] | I |
08 06 04 -02 0 02 04 08 08
Baresight error slope, r {deg/deg)

Fig. 3 Guidance system tolerance to large radome boresight
error slopes for a broadband home-on-jammiag transition
guidance mode.

characteristics of a region of large boresight-error slope
lie below the curves, that region of slope can be
tolerated. However, if the slope characteristics lie above
the curve, that region of large slope may contribute (1o
degraded system performance for some homing
engagements. In general, boresight error slopes of 0.4
deg/deg and larger can be tolerated in a broadband
transition guidance mode only if they occur over small
regions of the radome. This is in contrast 10 allowable
slopes for a terminal-homing guidance mode, which
previous studies have shown must be less than about
0.05 deg/deg.

The boresight-error slope tolerances shown in
Fig. 3 were derived for a particular candidate wide-
area-defense missile configuration that uses skid-to-
turn steering. By accounting for airframe lift
characteristics and engine air inlet constraints, the
broadband boresight-error slope tolerances were
modified (o pertain to other candidate airframes, and
the results of this analysis can therefore be used to
evaluate the prospective multimode radome/sensor
designs for each of the proposed airframes.
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BANK-TO-TURN MISSILE GUIDANCE PERFORMANCE

R. T. Reichert

The agility and range of tactical missiles must be
improved to satisfy increasingly severe mission require-
menis. Recent analysis has shown that bank-to-turn
(BT steering offers several potential advantages that
might be exploited to provide the needed improvement.
Despite these potential advantages, the homing
guidance performance of a BTT missile system has not
been studied in depth. Therefore, the NASA Langley
Research Center has sponsored a program to study the
homing guidance performance of several candidate BTT
configurations.

BACKGROUND

BTT steering offers several potential advantages
that may be exploited to improve the performance of
future missile systems.! For example, a planar missile
airframe can be designed to have very high lifting
capability in one direction without the weight and drag
penalties associated with orthogonal lifting surfaces.
This high-lift vector can then be directed using BTT
control. In the case of cruciform configurations, the
angle-of-attack capability is often limited by roll-yaw
aerodynamic stability considerations or control surface
effectiveness. These constraints can be relieved by
rolling or banking the airframe to an orientation with
optimum stability and control effectiveness.

In addition to its potential advantages, BTT steer-
ing introduces some technical concerns that must be
evaluated carefully. For example, the methodology for
designing a BTT autopilot is not well developed. Such a

Table 1

design must take into account the aerodynamic and
kinematic coupling terms as well as allow for operation
at low signal levels (i.e., small angles of attack) when
the preferred roll orientation is poorly defined. Other
technical concerns include the coupling of body motion
into the guidance signal and the interaction of BYTT
control with such missile subsystems as the seeker,
guidance signal processing, and control servo.

All of these concerns must be investigated before
BTT steering can be considered a viable method to
control high performance tactical missiles. However,
the technical concern addressed in this study is guidance
performance. BTT steering is inherently a three-
dimensional phenomenon because acceleration com-
ponents will be directed out of the desired plane of
maneuver while the missile is banking. The study in-
vestigated whether o not the coordination of the
banking maneuver and the resulting out-of-plane
motion negate the potential advantages of BTT steering.

DISCUSSION

Comparative performance assessments have
been made of a moderate-lift cruciform airframe (with
low-aspect-ratio wings) configured with both skid-to-
turn (STT) and BTT steering and a high-lift planar air-
frame (with larger wings) configured with only BTT
steering. The control features of the four steering
policies investigated in this study are summarized in
Table 1. The performance of the moderate-lift

STEERING POLICY CONTROL FEATURES

Steering Policy

Pitch Channel

Yaw Channel

Roll Channel

STT

BTT4s

BTT-90

BTT-180

Develop commanded acceleration.
Equal positive and negative angie-
of-attack capability.

Develop commanded acceleration.
Equal positive and negative angie-
of-attack capability.

Develop commanded acceleration.
Equal positive and negative angle-
of-attack capability.

Develop commanded acceleration.
Positive angle-of-attack capability
only.

Develop commanded acceleration.
Equa! positive and negative angle-
of-sideslip capability.

Develop commanded acceleration.
Equal positive and negative angle-
of-sideslip capability.

Coordinate with roll channel to
minimize sideslip. Limited angle-
of-sideslip capability.

Coordinate with roll channel to
minimize sideslip. Limited wngle-
of-sideslip capability.

Maintain roll attitude at fixed
reference position.

Roll airframe (o effect a combined
plane maneuver. Maximum roll-
attitude error of 45°,

Roll airframe to direct lift vector.
Maximum roll-attitude error of
90°.

Roll airframe to direct lift vector.
Maximum roll-attitude error of
180°.

This work was supported by the NASA Langley Research
Center.




cruciform airframe was assessed for four policies: one
STT and three BTT policies (BTT-45, BTT-90, and BTT-180),
identified by the maximum roll-attitude error. The
high-lift planar airframe was evaluated for two policies
(BTT90 and BTT-180). Two sets of subsystem time
constants were selected to be representative of a fast
and a slow system response (Fig. 1) so that the effect of
parameter variations could be assessed. The results are
categorized as a comparison of steering pulicies, a
comparison of airframe configurations, and an
identification of subsystem parameter dependencies.

In order to focus the study and develop
meaningful results, two missions were selected for
which BTT steering is applicable, a long-range raid-
suppression mission and a medium-range, or area-
defense, mission. The characteristics of these missions
define the particular engagement and parameter values
used. The area-defense assessment is summarized in this
article.

Area defense, as considered here, is a medium-
range engagement against a high-altitude air-to-surface
enemy missile. Figure 2 illustrates the engagement
geometry used in the study. Anticipated target
characteristics suggest a target velocity corresponding
to Mach 3 at 80,000 ft altitude with a 3 g turndown
maneuver to a constant flight-path-angle descent. The
surface-to-air missile typically followed a midcourse
profile uplinked by the ground control navigation
facility prior to target acquisition. The missile followed
the prescribed midcourse trajectory, regardless of target
location, until the range between the missile and the
target (the acquisition range) was 10 nmi. Both in-plane
and cross-plane midcourse trajectories were considered.

The selected measure of performance was the
length of the target trajectory along which the target
could be intercepted successfully, where a successful
intercept is defined as a miss distance of less than 50 ft.
Figure 1 summarizes performance results for this area-
defense engagement. The performance measure, ex-
pressed as percent success, corresponds to the ratio of
the length of the target trajectory that is successfully
intercepted to the total length of the trajectory in-
vestigated. Two sets of results comparing the per-
formance of the various configurations for the in-plane
and cross-plane engagement geometries are shown.

RESULTS

The results from all four steering policies can be
compared using the moderate-lift configuration. For
the in-plane engagement geometry, the performances of
STT, BTT4S, and BTT-90 are similar and better than that
of BTT-180 for both the slow and fast sets of system
parameters. The BTT-180 interceptor performance is
limited by the slow response time associated with the
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q (Ib/ft2) 0.024¢ + 130.8 800 < q < 5000

Fig. 1 Summary of results of the area-defense assessment.

bank system, relative to the steering system, under the
conditions for this engagement. In general, the maxi-
mum allowable roll rate capability should be sought
when designing a 8TT system.

For the cross-plane engagement, the perfor-
mances of STT and BTT-45 are nearly identical. When
configured with the set of system parameters corre-
sponding to a fast system response, the performance
ranking of the steering policies is as follows:

STT and BTT-4$ (equivalent) (55.7%)
BTT-90 (54.1%)
BTT-180 (49.3%)

41




Length of trajectory

80,000 ft investigated
’ Threat
Q
3
-
B c®
S|\
g\«
& Downrange
5 o\
& 10 155,000 ft
S
) @l Regions of intercept with

less than 50 ft miss

interceptor initial velocity = Mach 4.5
Threat velocity = Mach 3
Threat acceleration = 3 g

Fig. 2 Area-defense engagement geometry.

For the slow set of system parameters the ranking is:

I. BTT90 (38.3%)
2. BTT-180 (37.5%)
3. sTT and BTT-45 (equivalent) (19.3%)

The change in performance ranking for the two sets of
system parameters reflects the greater degradation in
performance exhibited by sTT and BTT-4s in shifting
from the in-plane to the cross-plane engagement
geometry.

The moderate-lift and high-lift airframe con-
figurations were compared using the BTT-90 and BTT-180
steering policies. As expected, the performance of the
high-lift configuration is better. The difference is
greater for the more difficult cross-plane engagement
geometry.

For each case, subsysiem parameters corre-
sponding to a faster system result in better perfor-
mance. Increasing the maximum roll rate capability of
the BTT-90 and BTT-180 configurations improves the per-
formance of these systems by reducing the overall
maneuver response time. In addition, the effective re-
sponse time in the plane of the desired maneuver is
affected not only by the subsystem responses but also
by the amount the airframe must bank to achieve the
commanded orientation.? For the cross-plane engage-
ment, the effective time constant of the res;. mnse in the
plane of maneuver is smaller than for the in-plane
engagement because the commanded maneuver plane is
closer to the initial orientation of the interceptor's
maneuver plane. This explains why the degradation in
performance from the in-plane 10 the more difficult
cross-plane engagement is not as severe for the BTT.9
and BTT-180 steering policies as it is for those of the STT
and BTT-45.

SUMMARY

The results of this study indicate that BTT steer-
ing can provide acceptable performance provided the
assumed subsystem responses can be achieved. A
follow-on investigation is studying the BTT autopilot
design problem.
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SIMPLIFIED LETHALITY MODELS OF SAM WARHEADS

C. R. Brown

Relatively simple mathematical models not
requiring the use of a computer were developed for
calculating the effectiveness of a surface-to-air missile
(SAM) warhead when it encounters a missile target. The
application of these models can provide approxima-
tions to kill probability, P, that are accurate enough
Jfor preliminary weapon system analysis.

BACKGROUND

Although computer models are usually more
precise for calculating the P, of a warhead, the weapon
system analyst frequently needs less sophisticated
techniques. Force level studies of advanced weapons,
for example, may lack accurate input data so that
approximations to P, based on simple numerical
models will suffice.

Both head-on and crossing encounters between a
fragmentation warhead and a missile target are of par-
ticular interest. In a perfect fuze model, the fragments
are assumed always to strike the most vulnerable region
of the 1arget; therefore, the P, has the highest possible
value. A more realistic P, is found with a fuze/warhead
model having nonperfect fuzing.

DISCUSSION

Figure | shows the intercept geometry for a
head-on attack just before warhead detonation. The
fuze radiation pattern is represented as a frustum of a
cone having a sharp cui~ff range and a half angle, ;.
The miss distance, p, and orientation angle, ¢, locate
the position of the missile in the x,y plane. The
probability of killing the target is

P, = L' S 5"""" P.f(o)dpdé. ()

0 Pmin

In this equation, P, is a conditional kill probability,
given a hit by the fragment beam spray, f(p) is the
probability density function for a Rayleigh distribution
of miss distances, and p,,;, and p,,,, are the minimum
and maximum miss distances within which a fragment
hit can occur,

When the density of the fragment beam spray is
inversely proportional to the square of the distance to
the target (spherical dispersion), a numerical solution to

This work was supported by the Chief of Naval Operations,
OP-96.
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Fig. 1 Intercept geometry for a missile/target head-on en-
counter.

Eq. 1, in the case of perfect fuzing, is closely approxi-
mated by a function of a lethality parameter, u:

Py = Py (), 2)
where
N,A, sinl,
Y= 7@ sin v’ S

and

P,,. = kill probability for perfect fuzing,

N, = fragment beam density (number of
fragments per steradian),

o = guidance error,

A, = effective vulnerable area of target,

I, = impact angle of fragments at the tar-
get’s center, and

¥ = average dymanic ejection angle of frag-
ments.

A similar approach to P,,. was taken for cylindrical
fragment dispersion.

The effective vulnerable area is the total
vulnerable area if the fragment beam spray is large
enough to cover the target. For smaller beam sprays,
A, is calculated as some fraction of the total.




The perfect fuzing model was modified to in-
clude the contribution of blast and to show the effects
of warhead weight, W (in pounds), and guidance error,
o (in feet), on kill probability (Fig. 2). In the new
lethality parameter, u, (Fig. 2), & is the weight of each
fragment in grains and B is a half-angle of the static
fragment beam spray. F is a design factor that is the
fraction of the total weight used in the fragment beam,
including the explosive and the metal case; in most
cases, it lies between 0.80 and 0.90. The effective
vulnerable area, 4,, depends on the striking velocity
and mass of the fragment. The ratio of explosive charge
weight to metal casing weight, c/M, was assumed to be
1.2; other values of C/M can be used in Fig. 2 by
multiplying u, by 2.2/(1 + c/M).

Table 1

COMPARISON OF MATHEMATICAL AND
COMPUTER MODEL RESULTS

A’ Blast only |
/

/ -
040 0.006 7 FAysinl,
’ Y0 ThSin B sin ¢
0.20[—0.003 =
0.001 -
|t | ] | | 1
0.2 05 1.0 50 10 20
W/g?
Fig. 2. Warhead kill probability, sssuming head-on encounter
and perfect fuzing.

The addition of realistic fuzing in the model for
spherical dispersion gives P, as the function

P/t = Pk (pﬂ' Os Puuns Pmaxs PL/t) ’ (4)

where the effect of the warhead blast is provided by the
blast radius pg, and where p,,,, and .. depend on the
fragment ejection angles, the fuze angle (¥,), and the
fixed time delay (7,) set by the fuze. Formulas for
calculating p,,,, and p,,,. were derived for both head-on
and crossing target encounters. P, is calculated at four
orientation positions (¢ = 0, 90, 180, and 270°, Fig.

Computer Model Simplified
a Aspect* Model
P k/c* P k' P kic P k
10 H 0.996 | 0.996 | 0.980 | 0.980
S - 0.927 - 0.967
20 H 0.927 | 0.921 | 0.891 | 0.882
S - 0.829 - 0.785
30 H 0.774 | 0.734 | 0.768 | 0.695
S - 0.646 - 0.612
*H = head-on
S = side-on

*P,,. = kill probability, perfect fuzing
P, = kill probability, realistic fuzing

1), and the results are averaged. Several sample calcula-
tions of P,,. and P, showed good agreement with the
results from a more sophisticated computer model (see
Table 1).
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INTRODUCTION

As an outgrowth of the program to develop the proximity (VT) fuze in
World War 1, APL became actively involved in the improvement of gun direc-
tors and, by the end of the war, was engaged in the application of new
technology to the problem of directing antiaircraft weapons. During the initial
development of the antiaircraft guided missile and its early introduction for ser-
vice use, the APL staff worked with the Navy’s equipment contractors to ac-
quaint them with the characteristics of these new weapons. The role of the
Laboratory in weapon control necessarily expanded with the assumption of
responsibility for technical direction of the Navy’s AAW guided missile systems in
the late 1950’s.

The challenge to the Fleet posed by manned supersonic bombers attacking
en masse under the cover of electronic countermeasures required a radical
departure from the relatively primitive, human-intensive control procedures that
grew out of World War 1L,

Working first with analog and then digital electronic computational
techniques, the Navy has produced tactical data and weapon control systems that
relieve weapons personnel from much of the routine bookkeeping associated
with a fighting ship. APL made important contributions in this evolution,
particularly in the area of threat evaluation and weapon assignment. In addition
to the characteristic drive to discover and apply the basic principles underlying a
problem, the Laboratory brought to the Navy weapon control community an
understanding of the potential capabilities of the then-emerging world of
electronic computation and automation.

APL has contributed to defining the basic structure of shipboard combat
systems and to allocating functions consistently among the sensor, command
support, and weapon control elements of these very complex systems. Such
consistency of structure has aided technical interchange among major




developments in which APL has played a role, including the Aegis Weapon
System, Terrier and Tartar New Threat Upgrades, and, most recently, the
DDGX Combat System. APL initiatives supporting the development of weapon
control systems have included Combat Information Center design, computer
program development, management techniques, human control of automated
system responses, and scheduling of weapons engagements in a complex threat
environment.

Anticipating the potential threat of antishipping missiles, the Laboratory
has focused its recent efforts in the area of weapon control on the definition and
development of techniques that allow weapon systems to respond to a threat in
‘minimum time while providing the requisite control capability for the several
levels of tactical command. Integral to Laboratory efforts in this and other areas
of weapon control is the identification of data processing and distribution ap-
proaches that enable the implementation of practical and economical designs —
designs that provide requisite hardness to equipment casualty or baitle damage.

The articles in this section describe several related exploratory efforts
directed at the application of emerging technology in the areas of fiber optics
and computer science 10 provide highly capable and flexible networks of
computational elements and displays that can be used economically in weapon
control systems. The first article describes the experimental demonstration of the
use of fiber optics to provide high speed/high capacity digital communication as
an improvement over and replacement for copper wire. The next discusses a
design approach to the combination of fiber optic cables and electronics to form
a highly reliable, multiuser, commmon communication network — a data bus.

The third article describes the demonstration of techniques to implement
and manage a distributed processor network that can transfer tasks among
several linked computers in order to maintain a minimum level of functional
capability, despite the loss of one or two of the linked computer elements.




A FIBER-OPTIC DATA LINK
J. B. Ferguson, R, L. Nelson, and A. E. Davidoff

A proof-of-principle investigation to determine
the practicality of a fiber-optic data link in-
terconnecting standard Navy interfaces has been un-
dertaken. As a result of the study, a Naval Tactical
Data System (NTDS) fiber-optic data link has been
designed and tested, with success.

BACKGROUND

The Navy's Aegis Weapon System, a fully
automatic, shipboard, surface-to-air missile system, is
being installed in a new class of cruiser. The first ship of
the class, USS Ticonderoga (CG 47) will be delivered in
early 1983. The Aegis New Computer Technology
Applications Program has been established to investi-
gate new computer-related technological developments
whose application to the Aegis Weapon System and its
support equipment could lead to reduced costs or
improved system performance for follow-on upgrade
programs.'? The application of serial fiber-optic
transmission technologies to digital communication
systems is a promising new technology because of the
numerous advantages of data transfer by serial fiber
optics rather than the current parallel copper cabling.
The advantages include high bandwidth, low signal
attenuation, inherent freedom from electromagnetic
and radio frequency interference and emissions, im-
munity to electromagnetic pulse effects, electrical
isolation, and communications security as well as size,
weight, and cost benefits when compared with using
bulky, heavy, high-signal-loss parallel copper cable.

A fiber-optic NTDS output data link has been
developed as part of an investigation of the Aegis New
Computer Technology Applications Program, with
support from the New Threat Upgrade project. It

demonstrates to the Navy the utility of fiber-optic
technology and serves as a working testbed for detailed
validations within APL’s Combat System Evaluation
Laboratory and possible Navy environments.

DISCUSSION

The fiber-optic data link was designed to
duplicate the functional operation of a standard NTDS
output cable. According to NTDS specifications, a
computer communications channel consists of a pair of
input and output cables, each consisting of 45 pairs of
twisted copper wires with common shielding. In-
formation composed of four ‘‘handshaking’’ controlled
bits and up to 36 data bits is transmitted through each
cable as a parallel connection; i.e., each bit has a
dedicated line. The activity associated with an output
cable is characterized by requests originating at a
peripheral and acknowledgments generated by the
computer.

The data link contains two interface boards, two
power supplies, and three optical fiber cables (Fig. 1).
The computer interface board is located close to the
computer and transforms the computer’s conventional
parallel output into a serial data stream of light pulses
propagating through an optical fiber. The peripheral
interface board executes the complementary function
and converts the serial stream of information into a
parallel format data word for presentation to the
peripheral. Two interface boards are event-driven, the
initiating events being the rising and falling edges of the
four control lines.

Operation of the two interface boards is syn-
chronized by a 40 MHz master clock on the computer
interface board and transmitted to the peripheral in-

Input channel

Output channel

. "‘:',3

Fig. 1 Computer channel implemented with a fiber-optic output cable.
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terface board by one of the optical fibers. Because of
the bandwidth limitations of the specific optical
transmitter/receiver pairs used, the 40 MHz master
clock on the peripheral interface board is actually
synthesized from a transmitted 20 MHz square wave.

Two types of information may be transferred on
an NTDS output channel: output data and external
functions. The associated control signals indicate to the
peripheral that a valid data word is available on the
channel. Either event will cause the computer interface
board to load a 44 bit shift register with synchronizing,
handshaking, parity, and data word information. The
register, operating as a parallel-to-serial converter (Fig.
2), is then right circular shifted at a 40 MHz rate,
thereby generating the serial data stream. When the
first bit returns to its original position, the shifting
operation is terminated. A circular shift is necessary so
that the register can repeat the process in the event of a
parity error signal from the peripheral interface board.

Four parity bits are generated before each trans-
mission; three are from the 36 data bits and the fourth
contains the total parity of the message. The 36 data
bits (0 through 35) are rearranged for parity checking so
that the possibility of undetected consecutive data
errors is minimized. The last parity bit is calculated
from the first three parity bits and the two control {ines.

As an additional feature, the number of data bits
transferred by the fiber-optic data link is switch
programmable in increments of four. This permits the
data link to be operated at a faster rate for computers
with data words that contain fewer than 36 bits.

Upon reception of serial data stream syn-
chronization bits, the peripheral interface board (Fig. 3)

presets the shift register counter to the expected number
of bits in the transfer stream. The completion of this
count sequence signals the shift register to terminate the
sampling operation. The parity of the received data
stream is then compared with the received parity bits to
determine if a sampling error has occurred. If an error
does exist, a resend request is transmitted to the
computer interface board, which responds with a
retransmission of the original data stream. Otherwise,
the shift register data are clocked into latches and
presented to the voltage translators and NTDS drivers.
Regeneration circuitry is incorporated to generate the
proper acknowledge pulse, which drives the
peripheral’s output cable to indicate that data are
available for sampling.

A similar scheme is used to transfer handshaking
return control lines from the peripheral to the com-
puter. The transfer is initiated by a rising edge of the
resend request signal or a change of siate in either of
two peripheral control lines. Any one of these events
causes a five bit data stream, consisting of syn-
chronizing bits, control signals, and a possible resend
bit, to be transmitted.

TESTING

The single-direction fiber-optic NTDS data link
has been tested successfully in a number of computer-
to-peripheral configurations within the Combat System
Evaluation Laboratory. The initial testing was carried
out for the purposes of trouble-shooting, debugging,
and checking.? Figure 4 shows one such test of an early
version of the fiber-optic channel hardware. The
primitive test programs transferred blocks of data and
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Fig. 2 Functional diagram of computer interface board.
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handshaking control lines to a specified peripheral over
the fiber-optic output channel and checked for errors by
reading the data back over the copper input channel.
Those ‘‘end-around’’ test programs were used ex-
tensively and exhaustively to determine the bit error
rate of the link.

When the operational checkout had been
completed, error-detection and resend circuitry was
added to the fiber-optic data link in order to ensure the
very high reliability of data transmission. To verify the
operation of the resend capability, deliberate error
injection circuitry was incorporated into the computer
interface board. It selectively injected a single bit error
in the serial data stream without altering the correct
information in the shift registers, thereby permitting
thorough testing of the serial data stream, the fiber-
optic data link, and the error detection and resend
feature.

The final phase of testing was performed with a
high speed computer and various high speed peripherals
such as equipment for buffering video and display
information, a military tape drive unit, and a com-
mercial rigid data disk. The test programs that were
successfully executed included a magnetic tape diagnos-
tic test program, a stand-alone disk test, and a display
demonstration program written for the battle group
anti-air-warfare coordination (BGAAWC) project. The
BGAAWC demonstration program required some soft-
ware timing changes to accommodate delays caused by
the external conversion process. Table 1 lists the
specific link configurations that were tested suc-
cessfully. The single-direction fiber-optic NTDS data

link will be installed in a local facility for long-term
sustained operation, evaluation, and demonstration.?

SUMMARY

As a result of the fiber-optics investigation, a
working fiber-optic NTDS data link has been developed
to demonstrate to the Navy the utility of this technolo-
gy. The data link has undergone extensive testing with a
variety of computer and peripheral configurations. The
results indicate that a fiber-optic data link can suc-
cessfully replace conventional parallel copper cables in
most communication systems. However, external serial
converters cause additional delays that may necessitate
more lolerant software to achieve system transparency.
On the other hand, embedding the fiber-optic channel
inside the computer or peripheral can achieve an in-
terconnection that does not introduce additior:al delays,
providing its bandwidth is high enough.

There are significant economic and performance
implications that make fiber optics attractive and prac-
tical. The reduced size and weight and the successes of
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Fig. 4 Testing of early version of the NTDS fiber-optic data
tink.
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Table 1

SUCCESSFUL FIBER-OPTIC DATA LINK TESTING

Computer Peripheral Description of Test

AN/UYK-20 1840 magnetic tape unit Random data test programs

AN/UYK-20 Central data buffer Interface test programs

1230 Output-to-input channel End-around test program
NTDS fast and slow
1230 Ramtek Ramtek test program

AN/UYK-7 Central data buffer BGAAWC BADG (DM-1A) computer
(4-bay) program (with changes to software
timing required)

AN/UYK-7 RD 358 magnetic tape unit RD 358/UYK (1840M) test
(4-bay)

AN/UYK-7 S19762 rigid data disk Stand-alone disk test for CDC 976X
(4-bay) series disks using System Industries
Model 9500 controller

the fiber-optic NTDS data link demonstrate the utility
and promise of these communication links in future
Navy systems. As a result of the successful prosecution
of this project and the lessons learned regarding ex-
ternal serial data transmissions, plans are under way for
the implementation of an embedded fiber-optic con-
verter as a demonstration candidate at sea in the first
engineering development model (EDM-1) of the Aegis Mk
7 Weapon System. The Aegis EDM-1 has been installed

DESIGN OF A FIBER-OPTIC
CONTENTION BUS NETWORK

S. A. Kahn, R. L. Stewart, and S. G. Tolchin

The logical and physical design of an intelligent
communications support system, based on fiber optics,
Jor interconnecting diverse computers and devices is
described. The networking system, called the Duplex
Bus Communications Service (DBCS), is being devel-
oped to support local area communications networking.

This work was supported by Indirectly Funded R&D.

and operating in USS Norron Sound, the Navy's
floating proving ground, since December 1973.
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The DBCS facilitates system integration by means of a
multilayered protocol structure, a directed and branch-
ing fiber-optic bus, and microprocessor-based in-
telligent interface uniis. The system architecture in-
cludes high-level protocols resident within the network
interface units, reliable encrypted communications free
from electromagnetic interference, ease of cable in-
stallation, ease of maintenance and growth, and full-
duplex transfer capability.
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BACKGROUND

Several efforts are under way to design com-
munication networks.that will connect computers and
computer devices manufactured by different companies
and serving different communities of users. However,
no local area (spanning a few kilometers) communica-
tions technology for interfacing heterogeneous com-
puters, terminals, and peripherals is now available.
Also, no local network has network-resident high-level
protocols to assure protocol standardization, ease of
maintenance in a complex environment, and ease of
adding new members. The implementation of a network
providing these features can provide an expansion of
user services in several multicomputer system environ-
ments.

The DBCS network! being developed at APL is
aimed at providing an extensive but inexpensive com-
munications service. The fiber-optic medium affords
simple installation as well as freedom from easy tapping
and electromagnetic interference. By using micropro-
cessors and comprehensive software support at each
network connection, DBCS provides a range of com-
munications services, from simple message exchange to
the management of the temporary integration of
processes in different computers. The physical architec-
ture of the network is reliable with respect to overcom-
ing localized component failures (e.g., link or node
failures). The software provides assured and secure
data communications. In addition, the DBCS is an
‘‘open’’ system in the sense that new members may be
added easily without having to modify existing mem-
bers.

The DBCS networking technology will be able to
support a wide range of applications, including
1. Information, data processing, and sensor
systems integration?3;
2. Office automation;

3. Electronic mail memorandum routing and
retrieval;

4. Remote access to computer graphics, word
processing, and other special resources or
software packages;

5. Distributed data base development; and

6. Distributed data processing research.

DISCUSSION

The DBCS architecture consists of interface
units to connect devices to the network, dual-strand
fiber-optic cable links, and junction boxes that direct ail

data incoming on a given fiber (encoded as light pulses)
to all other outbound fibers.

Figure 1 iliustrates a possible network configura-
tion. Computers or devices such as terminals or printers
are connected to the network by means of the
programmable network interface units (N1U). These
units are interconnected by means of junction boxes ()
and the fiber-optic cables. Note that network growth is
easily accomplished by adding junction boxes and fiber-
optic cable segments.

An NIU transmits data from its computer or
terminal to the receiver of its junction box. The junc-
tion box retransmits the data to all the other outgoing
fibers but not back to the originating source. Because
all junciion boxes follow the same rule, data are
transmitted to all nodes on the network except back to
the sender. Data are passed on the network in discrete
packets that contain source and destination addresses.
Only packets addressed (o a given NIU are read by that
NIU.

Each Niu competes with all others to use the
common communication channel. By listening on the
bus until no signal is detected, it can determine when to
begin transmitting data. Another may attempt to trans-
mit at approximately the same time, which could result
in the superposition of two or more messages on the
common channel. Such an event, called a collision, is
detected by the sending Niu, which issues a network
abort. The abort floods the network with a pulse of
light that directs all receiving Niu's to disregard the
packet. The sending NiU then waits a randomly deter-
mined delay time before attempting retransmission, to
avoid recurrence of the collision.

Fig. 1 A typical network configuration. Data and control
signals are exchanged among host computers and user ter-
minals under control of microprocessor-based NiU's via
pathways consisting of fiber-optic cables and junction boxes
. Dats, encoded as light signals, enter a junction box and are
redirected to all other outbound cables. Data originating from
2 given Niv are heard by all other Niu's but not by the
originator.




Two data packets may exist simultaneously with-
out causing a collision, for example, when two NiU's are
sending messages 1o each other. In this case, the receive
lines of the two NIU’s do not contain superposed data.
The scheme permits a simultaneous exchange, or full
duplex, within the DBCS architecture. The basic bus
access scheme described above has been modified in
DBCS to permit full-duplex communications to im-
prove data transfer efficiency, 1o permit close coupling
between two computers when necessary, and to support
such applications as feedback control.

Data communications in DBCS will be reliable
in two different ways. First, the integrity of bits, bytes,
packets, and complete messages transferred across the
network will be assured because software is embedded
in each NiIU to perform error detection, correction, and
reporting. Second, the basic network is not vulnerable
to single-point catastrophic failures because NiU’s on
either side of a failed junction box can continue to
communicate with all N1U’s linked by operative junction
boxes. Communications control is distributed among
NIU’s to avoid or minimize the effects of NIU or junction
box failures on network members.

Communications functions are performed ac-
cording to rules known as protocols. The functions
range from managing the physical transfer of bit
streams at the low level through high-level functions
such as the control of integrated and structured data
exchanges among cooperating programs in different
computers.* The protocol functions are accomplished
within each Niu, and distributed network control is
achieved by means of a common network protocol
system design.

The design decision to perform most protocol
functions within the NIU’s rather than within the host
computer provides significant advantages, including a
resulting simplification of developinent and main-
tenance activities. Rather than having to develop proto-
cols within each host computer for every other host with
which it may need to communicate, only one interface
(to the network) is needed. Future changes may include
protocol revision, changes of computers in various user
areas, or changes in the applications designs supported
by the network. Rather than having to implement new
software in all computers on the network to accommo-
date the new environment, only changes to DBCS
software will be required since the protocols are within
the Niu’s. The changes can be made in a uniform,
controlled mar ,er by the network manager, thereby
easing protocol maintenance.

The protocols provide various communications
services. A simple message exchange without receipt
acknowledgment (like a letter dropped in a mailbox) is
known as ‘‘datagram service.'’ The next level of service

is called ‘‘virtual circuit service’; message sequencing
and delivery are assured. Finally, to link two computing
devices across the network, the content and time
reference of messages as well as their associated virtual
circuit must be monitored. The administration of such
an event-oriented circuit is called ‘*‘session manage-
ment.”’ Unlike other networks, DBCS has been
designed to provide session management services by a
negotiation process between the initiating computer (or
person at a terminal) and its NIu. That NiU then assumes
responsibility for establishing and maintaining the re-
quired virtual circuits with other NIU’s.

Major protocol program modules are depicted in
Fig. 2 in their relative functional location within an Ni1uU.
Briefly, communications protocol functions are per-
formed asynchronously by two separate microcom-
puters. Higher level ‘“management” protocols, such as
control of processing sessions between two network
hosts, data encryption, and input/output of complete
sequenced messages, are implemented by the upper half
of the NIU. The incoming and outgoing messages are
buffered in shared memory. The lower half of the NIU
partitions outgoing messages into smaller, more ef-
ficient packets and *‘prepends’* destination and source

Network _erU J NIU p—] Network
subscriber subscriber

Details of NIU protocol modules

From/to
network
subscriber Code/data | | Process-to-process
translations/ access/control
encryption I
| Session
{Upper control
microcomputer
puter} Shared l
memory £End-to-end
transport control

Fig. 2 Niv protocol modules. Two microcomputers execute
program modules to control data transfer. The upper
microcomputer handles data transiations, program access
control, session management, and end-to-end :
sequencing. Data messages from and to the attache: sub-
scribers are stored in a shared buffer area. The lower
microcomputer in the Niv works independently to address,
deliver, and acknowledge delivery of data exchanged among
NIU'S,
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addresses. When the network is quiet, the packets are
sent (and resent as necessary) to their destination until
error-free delivery is acknowledged by a return packet.
Incoming packets are similarly assembled into
messages.

The following is an example of an NiU protocol
operation involving a user at a terminal and a remote
computer. The terminal’s data code is converted to a
single network code, and then a connection and
processing session between the user and the computer is
negotiated «4cross the network. After this establishment
phase, data are exchanged interactively between the
terminal and the computer under the control of the
lower level protocol modules.

Summarizing, a local area communications net-
work technology has been developed to support a wide
range of potential applications and to provide a test bed
for continuing research in distributed data processing.
The components of an initial network, based on the
DBCS architecture, have been designed, fabricated, and

A HIGHLY SURVIVABLE DISTRIBUTED
PROCESSING SYSTEM

M. E. Schmid, R. L. Trapp, and A. E. Davidoff

A novel strategy for computer system survivabil-
ity has been implemented using a distributed system of
homogeneous microcomputer elements. The system has
demonstrated the ability to perform high speed trans-
Sfers of function from elements with simulated failures
to backup elements. It will become a testbed for imple-
menting failure detection and recovery strategies in
distributed systems.

BACKGROUND

In the past, the high cost of computer hardware
forced designers to think in terms of highly centralized
computer systems. Today, on the other hand, many

This work was supported by Indirectly Funded R&D.

tested. The overall system is designed to provide severa!
new features: (a) a new fiber-optic-based branching
contention bus, (b) embedding of high-level com-
munications protocols within the network to permit
extensive subscriber services and to simplify
development and maintenance activities, (c) full-duplex
communications capabilities, (d) implementation of
open system concepts, and {(e) secure and reliable data
communications among various computers and com-
puter devices.
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small computers can be linked together, forming a
decentralized computer system with the equivalent
power of a large central computer but at potentially less
aggregate cost (see Fig. 1). The overall system is less
vulnerable to failure because computing power is no
longer confined to a single compartment. With the
relative isolation of each system, the availability of any
one system is less dependent on the others. Decen-
tralization can also help simplifv design requriements
and allows for more flexible resource allocation.

The realization of these advantages presents
problems that have yet to be fully solved. One problem
is to retain computer system functionality despite
component failures. In large centralized computer
complexes, hardware failures are known centrally and
are accommodated by using the remaining functional

- el i




hardware to run as much of the required work as
possible. A decentralized system must rely on different
principles to accommodate failures since the knowledge
of hardware failures is inherently distributed along with
the computing capability.

DISCUSSION

Three major objectives characterize the design
approach to a survivable distributed processing system:

o Sensor/weapon
BB Large computer

Centralized
® Sensor/weapon
a Microcomputers
B Minicomputers
4
-
-‘ f —

Decentralized

Fig | Differences between centralized and decentralized
computer systems.

Secondary
memory

4

(a) implement system survivability at a level that will
minimally affect task software development; (b)
achieve system control through the participation of all
the active elements rather than through the use of a
central controller that could become a single point of
failure; and (¢) focus on system recovery strategies
rather than on methods 1o detect different types of
errors (the more traditional approach usually taken in
fault-tolerant computer research).

The resultant working model, the failure isola-
tion and recovery survivable system testbed (FIRSST), is
shown in Fig. 2. It consists of six identical microcom-
puters that either run tasks or operate as backup ele-
ments. Typically, three are run as tasks and three as
backups. Two system busses provide communications
between computers, to simulated sensor/weapon de-
vices, to the maintenance log, and to the secondary
memory. System software has been developed to auto-
matically transfei a task processing function from a
faulted computer to a backup computer.

The backup computers have been designed (o
respond 10 two categories of faults. If a correctable
fault occurs, an operational transfer is performed.
However, if an uncorrectable fault occurs, a restart
transfer is performed.

An operational transfer is defined as the transfer
of an active function from a task microcomputer to a
backup microcomputer without corruption of the
executing task. Such a transfer may occur upon in-
dication that a correctable fault has been detected by a

Memory bus

Input/output bus

i J

Main::;anoe wi:m/A }

Sensor/ Sensor/
weapon 8 weapon C

microcomputer

Fig. 2 FIRSST six-computer three-task system.




particular backup microcomputer. When this happens,
a backup microcomputer transfers the complete
memory and register set of the faulted microcomputer
into its own internal store. Upon completion of the
iransfer, the backup compuier begins operation of the
task precisely where the faulled computer had been
interrupted for the transfer. Thus, the task function is
completely unaffected (with the exception of the
transfer delay). The active transfer of function is
possible because a correctable failure comes from a
microcomputer that is still executing proper results but
may soon fail entirely. Operational transfers may also
be used to reallocate tasks among the working com-
puters in order to permit maintenance or diagnostic
tests on a computer.

A restart transfer is defined as one in which the
task must be ‘“cold" siarted from task software stored
in the system’s secondary memory. It frequently occurs
as the result of the detection of an uncorreciable failure,
which necessitates the interruption and reinitialization
of only the specific faulied task. In this case, the backup
loads the required task from secondary memory. The
transfer causes a discontinuation in the task function
because the backup microcomputer must restart the
task at the beginning. To prevent possible interference,
the failed microcomputer may be electrically isolated
from the system communication lines and designated
**dead.”’

The demonstration system, completed on
September 30, 1980, is shown in Fig. 3. Both cold
restart transfers and operational transfers were per-
formed repeatedly without system malfunction. Typical
recovery times for both types of transfers range from
0.01 s for small programs 10 0.25 s for large programs.

The FIRSST system demonstrates an effective
architecture for reliable and quick recovery from
faulted functions. Its survivability is enhanced by the
fact that the modular nature of the system allows
microcomputer elements to be repaired or replaced
while the system is fully operational. Furthermore, the
system was designed so that its survivability would be
totally independent of any specific task. This also
means that the design and programming of a task
occurs without the added burden of having to design
and implement survivability into each unique ap-
plication of the computer system.

FIRSST has been very useful in emphasizing the
concept that survivability can be designed in at the be-
ginning of a project to provide a cost-effective surviv-
able system. FirsSST will also be used in the future re-
search of fault detection methods.

Fig. 3 ¥FIRssT demonstration system.
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COMMAND, CONTROL, AND COMMUNICATIONS SYSTEMS




INTRODUCTION

Command, control, and communications (C*) are required to support the
several military commanders in the integrated use of available service forces in
the deterrence of war or, should such deterrence fail, in the prosecution of
warfare 10 achieve national objectives. C* supports this mission by assembling
and formatting the information needed 1o make decisions, rendering decisions as
required, developing and promulgating orders to implement the decisions, and
monitoring the course of events resulting from the promulgated orders.

AL became involved in the C* program in 1971 when the Chief of Naval
Operations requested an evaluation of the performance of TACAMO, the
airborne strategic communication link to Fleet Ballistic Missile submarines. That
successful test program led to an ever-increasing participation in test and
evaluation, methodology development, equipment design, and the development
of computer software in strategic naval communications. In 1976, additional
facets of C! were added to APL’s task, including evaluation of Fleet Command
Centers, study of requirements for Tactical Flag Command Centers afloat, and
testing of C* support for the Army’s Pershing missile system.

In 1977, the Naval Electronic Systems Command (NAVELEX) requested
APL’s assistance in the system engineering of a tactical C* system for the U.S.
Navy in the year 2000. The objective of the program is to provide NAVELEX
with engineering design guidance and transition planning for the development of
this future system. In 1978, another increase in effort occurred with the addition
of tasks in the fields of electronic warfare, surveillance, and over-the-horizon
detection, classification, and targeting. The latter are closely related to APL
work in the cruise missile programs, Tomahawk and Harpoon. A year later, a
strategic connectivity study defined required improvements to the com-
munications support of sea-based strategic forces of the future.

APL is continuing activity in all the areas discussed. In addition, major
new projects have been assigned, including derivation of the command and
control architecture for the future Navy, evaluation of U.S. Army Electronics
Research and Development Command development programs, and support for
the analytical evaluation of the Navy Integrated Tactical Surveillance System.

From the work in progress, almost all of which is classified, one article
has been selected for this section of the report. It describes an ocean surveillance
analysis model for simulating the ship traffic situation in a defined ocean area.




AREA TRACKING AND CORRELATION MODEL

T. G. Bugenhagen, B. Bundsen, and L. B. Carpenter

A simulation model of the surface ocean sur-
veillance situation has been developed. Using the
model, the requiremenis for producing surveillance
pictures accurate enough for over-the-horizon targeting
were determined.

BACKGROUND

APL has conducted an engineering analysis of
over-the-horizon detection, classification, and targeting
(OTH/DC&T). The objective of the program was to
formulate system concepts, select and validate a specific
systern, and provide an engineering description of the
selected system. The OTH/DC&T capability is intended to
support long-range engagements of surface, sub-
surface, and airborne targets with weapons fired from
surface ships, submarines, and aircrafi.

As a part of this analysis. it was necessary to
define the requirements that woula ailow targeting of
long-range antiship weapons in a realistic envi-onment,
and therefore an ocean surveillance analysis model was
needed. Previous analyses assumed that merchant ship
traffic was uniformly distributed throughout an area,
with the number of ships in the area given by the
Poisson distribution. This is different from the actual
situation where ships travel in shipping lanes. The area
tracking and correlation (ATAC) model was developed to
resolve this discrepancy.

DISCUSSION

The ATAC model is a simulation of the surface
ocean surveillance situation. It generates ship tracks
across an arbitrarily defined ocean area, simulates
sensor reports, correlates reports, and measures the
accuracy of the correlations by comparing them with
ground truth. It uses Kalman filtering and probabilistic
decision-making to perform multisensor, multitarget
tracking in an arbitrary ocean area. New sensor reports
are correlated optimally with existing tracks because the
best fit of the reports over all the tracks is determined.
Detection misses and false alarms are included in the
model.

In the present version of the ATAC model, three
different sensors were modeled and used in the analysis:
two active sensors (radar) and a passive sensor that is
assumed to give location reports only on high-interest
ships. The passive sensor is also assumed to furnish a

This work was supported by NAVELEXSYSCOM, PME-I08,

unique identity of the ships on which it reports. Of the
two aclive sensors, one is assumed to give only position
reports and the other position and velocity measure-
ments. Future versions of the ATAC model will use
sensors that give line-of-bearing measurements. In
addition, the correlation of reports by attribute match-
ing is planned as an extension of the unique iden-
tification technique now used.

To keep computer processing time and costs
within bounds, a threshold reduction technique was in-
corporated into the model. It limits the size of the
uncertainty areas and, therefore, the number of
hypotheses that may be generated, at a cost of more
errors in correlation.

Several measures of effectiveness (MOE’s),
developed to determine the quality of the surveillance
picture and track file produced by the correlator, in-
cluded the average track purity and the mean error in
the prediction of track position at a specififed future
time.

Figure 1 gives an example of the output of the
ATAC model used in a mid-Atlantic ocean area to
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The two high interest ships are Nos. 98 and 99.
Incorrect associations are highlighted as follows:
+HH+4 Incorrect associations
- — = Association omitted
0 Sensor report at track initiation
8 Subsequent sensor reports

Fig. 1 Correlator associations.
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correlate reports from two different sensors. Table 1
gives the general scenario. An active sensor that gives
hourly reports on background ships and two
maneuvering high-interest ships and a passive sensor
that gives reports only on two high-interest ships are
assumed. The reports from the passive sensor are
assumed to include unique identification.

In order to fill the shipping lanes with enough
ships to approximate the desired intensity, the ship
generation part of the model is run for a period of time
before the sensor models are used. The period in this
example is 27 hours. Then, the sensor models and the
correlator are used in the next 10-hour period from

Monte
Carlo
loop

t = 27 to 37 hours. The tracks of the two high-interest
ships in Fig. | are numbered 98 and 99. The other tracks
are of background ships. Crossed lines show where
incorrect associations were made by the correlator.
Dashed lines show where a correct association was
omitted. One error was made in the high-interest ship
tracks, and four were made in the background ship
tracks.

Similar scenarios, with the density raised to 50
ships per 100,000 nmiZ2, were used in a parameter sensi-
tivity analysis (o establish the requirements. In this
study, the ATAC model was run in a Monte Carlo loop.
As the sensor update intervals and location accuracies

Scenario Step 1a

—

Developing
Process Step 1b sensor
noise reports
Measurement Step 1c
noise
Assigning
Correlation Step 2 sensor
reports

Step 3 | Scoring

Fig. 2 Functional flow when ATAC model is used in a Monte Carlo loop.




Table 1

SCENARIO FOR AREA TRACKING
AND CORRELATION MODEL*

Mid-Atlantic ocean area
(40,000 nmi2) shipping density 40 ships/100,000 nmi?

Active sensor (position reports
on background ships and two
high-interest ships)

Update interval 1h
Location accuracy 2 nmi

Passive sensor (position report
on two high-interest ships only)

Update interval 1.8h
Location accuracy 3 nmi

* Ten-hour time period

were varied, several MOE's were recorded. Thus, the
surveillance parameters needed to achieve high MOE
values were established.

Figure 2 illustrates the functional flow when the
ATAC model is used in a Monte Carlo loop with the
simulation of ship traffic and sensor reports. The three
basic steps of the model are (1) developing sensor
reports, (2) assigning sensor reports, and (3) scoring.

Step 1 is subdivided into scenario, process noise,
and measurement noise. In the scenario subdivision, the
ocean area is defined (by four corners in latitude and
longitude), the structure of the shipping lanes is
established, and the density of the merchant shipping is
set. In the process noise subdivision, the ship heading
errors and velocity errors are defined, after which
specific simulated ships and their motions are
generated. Measurement noise takes into account the
sensor parameters to generate sensor reports, which are
perturbed from the ground truth (actual) positions
according to the associated position errors.

In the correlation phase, which makes up all of
step 2, the sensor reporis are associated (correlated)
with existing ship tracks in a track file by means of
Kalman filiering and probabilistic decision-making.
The time step loop in the block diagram is meant to
show that as sensor reports are periodically generated
and received (based on the sensor update interval), the
correlator associates the reports with tracks. At each
time step, certain MOE's are calculated and then
averaged at the end of the time period for which the
model was run.

After the ATAC model is run with one set of
process noise and sensor parameters, a new set is
chosen. The process is repeated, as shown by the Monte
Carlo loop. The MOE’s are collected for each such
iteration and are used to determine the grand averages
for the analysis (step 3).

ATAC is currently programmed in the pL-1
programming language and run on an IBM 3033
computer. It uses about 1.5 megabytes of storage and
about 10 seconds of computer processing time for one
iteration involving roughly 20 ship contact reports every
hour over an area of 40,000 nmi? in a given 10-hour
time period.
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SPACE SCIENCE AND TECHNOLOGY




INTRODUCTION

The Laboratory’s involvement in space programs began in the postwar
years when Aerobee and captured V-2 rockets carried Geiger tubes,
magnetometers, and optical spectrometers high above the earth’s surface. The
flights provided the first high-altitude measurements of cosmic rays, the
geomagnetic field, and atmospheric constituents such as ozone and were con-
ducted by pioneers James A. Van Allen, John J. Hopfield, and S. Fred Singer
(who were then APL staff members). In 1946, a V-2 rocket carried the first
camera, installed by APL, to look at the earth from an altitude of 100 miles.
From these distinguished beginnings, APL’s record of accomplishments
proceeds, and includes the conception, design, and development of the Transit
Navigation Satellite System and the Satrack Missile Tracking System for the
Navy.

The satellite activities spawned a multitude of firsts by APL, including
the development of the first gravity-gradient satellite, the first photographs of
the entire earth from synchronous-aititude satellites, the first solid-state particle
detectors flown on a satellite, and the first extremely accurate measurements of
the geomagnetic field.

The space activities at APL have been supported by an active program of
basic research directed toward understanding the chemical and physical
processes involved in the earth’s atmosphere, ionosphere, and magnetosphere
and in interplanetary phenomena. Some significant Laboratory achievements
include the first detection of solar cosmic rays with satellite-borne solid-state
detectors, the design and construction of one of the longest lived and most
productive scientific satellites ever launched (1963-38C), the first measurement
of short-period magnetohydrodynamic waves near synchronous altitude, the
discovery of heavy ions trapped in the earth’s radiation belts, the experimental
confirmation of large-scale field-aligned currents in the auroral regions, the
demonstration of the effect of stratospheric pressure variations on the
ionosphere, and the development of radio astronomy techniques for predicting
geomagnetic storms that can disturb terrestrial radio transmissions. The research
activities have involved international collaborations with scientists from more
than a dozen academic and defense organizations.

Other research programs include scholarly investigations of ancient
astronomical records, which led to the suggestion that Ptolemy was a fraud; the
discovery of plasma acceleration regions behind the earth that can generate
charged particles with energies up to hundreds of thousands of electron volts;
and the discovery that Jupiter is a prominent source of energetic particles in the
earth’s vicinity that previously were thought to originate in the sun.

NASA has selected scientists and engineers from APL to participate in a
record number of interplanetary missions including Voyagers 1 and 2; Galileo,
which is scheduled to orbit Jupiter; and Solar Polar, which will orbit over the
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poles of the sun. The Laboratory supports the joint APL/Max-Planck Institute
Active Magnetospheric Particle Tracer Explorer for NASA and the Federal
Republic of Germany. Its purpose is to create an artificial ion cloud outside the
earth’s magnetosphere in order to investigate the mechanisms responsible for
forming the Van Allen radiation belts.

The articles in this section discuss the following six topics.

The successful completion of the Magsat flight is reported. The Magsat
satellite was built by APL to support NASA and the U.S. Geological Survey
requirements for measurements to be used for magnetic field charts, maps, and
research. Magsat was launched on October 30, 1979. Attitude control worked
properly, the magnetometer boom was extended, and measurements were made
of the earth’s magnetic field. The satellite reentered the atmosphere and burned
up on June 11, 1980. APL continues to be involved in analyzing scientific data
from Magsat.

During March and July 1979, Voyagers | and 2 passed by the planet
Jupiter, carrying a Low Energy Charged Particle experiment developed at APL.
Plasma temperatures of approximately 350 x 106 K, densities of 10-! to 10~
ions/cm3, and corotational convection speeds to 900 km/s were measured in the
magnetosphere of Jupiter. In addition, volcanic products from lo were detected.

In support of the Space Shuttle mission, APL has developed a computer
model for the NASA Shuttle/Tracking and Data Relay Satellite communications
relay link. The model shows the effects of waveguide phase dispersion and
amplitude and phase distortion.

A contribution to magnetic levitation theory was made at APL by ex-
tending the theory to treat biaxial suspension systems. It was then applied to
analyze the magnetic suspension of the proof mass in the disturbance com-
pensation system used in recent Navy Transit satellites.

Another APL study deals with theories of wind-wave generation and the
problem of remotely sensing long ocean waves by monitoring short waves. A
technique was refined to obtain ocean short-wave slope spectra by the optical
Fourier analysis of sea surface photographs. The short-wave spectra were used
to measure the modulation of short waves by long waves for a specific wind and
long-wave condition.

PILOT (a Precision Intercoastal Loran Translocator) is an electronic aid to
piloting vessels in harbors and rivers. The system processes information obtained
from a Loran-C receiver, the ship’s gyro, and prerecorded magnetic tape car-
tridges. Data are presented graphically and digitally with respect to a local way
point and as a horizontal bar graph to aid channel-keeping.




COMPLETION OF THE
MAGSAT FLIGHT MISSION

F.F.Mobley

The design, development, and testing of Magsat
by APL was completed with its successful launch on
Ociober 30, 1979. APL supported the flight mission by
assisting Goddard Space Flight Center (GSFC) in
control operations and by analyzing Doppler data to
yield very accurate satellite positions. The work con-
tinued until the satellite reentered the earth’s ai-
mosphere and burned up on June 11, 1980, as expected.

BACKGROUND

The primary purpose of the Magsat program
was to survey the earth’s magnetic field from a low
satellite altitude in order to prepare new magnetic field
charts and to detect magnetic anomalies in the earth’s
crust. A new three-axis vector magnetometer was
developed by GSFC, and a new scalar magnetometer
that uses optical pumping of cesium-133 gas was
developed by Ball Bros. These instruments were in-
tegrated with systems for power, command, telemetry,
attitude control, and Doppler tracking by APL. A
detailed description of the satellite is given in Ref. 1.

The full go-ahead for the Magsat program was
received by APL in April 1977. The design was com-
pleted by November 1977, subsystems were completed
by January 1979, and testing of the 183 kg satellite was
finished in October 1979.

DISCUSSION

The satellite and test equipment were delivered
to Vandenberg Air Force Base on October 8, 1979.
Final testing was completed, the satellite was joined
with the fourth-stage rocket, and the combination was
spin-balanced. Before launch, the command system was
loaded with about 160 commands that were to be
implemented automaticaily during the first two orbits.
Those commands turned off the tape recorder to save
power, turned on the Doppler transmitters at the proper
time for the signal to be received by a station at
Winkfield, England, fired two pyrotechnic bolts to
release the optical bench, and operated the attitude
control system to change the satellite’s orientation in
space so that full solar power could be generated.

The satellite was launched at 1416 hours UT on
October 30, 1980. A Scout rocket put the satellite into

This work was supported by the National Aeronautics and
Space Administration.

an orbit of 97° inclination (i.e., 7° off polar). That
orbit had been chosen in order to produce a precession
rate of the orbit plane of about 1° per day to make the
orbit sun-synchronous. The perigee of 352 km was
exactly as desired; the apogee of 578 km was higher
than was initially planned because of the weight-saving
achieved in the spin balance. Figure 1 is an artist’s
conception of the satellite in orbit.

Fig. 1 Artist’s concept of Magsat in orbit.

The performance of the 6 m extendible boom is
of particular interest. The mechanical stability of the
boom after extension was critical to the success of an
optical system called the attitude transfer system (ATS).
The system used two mirrors attached to the sensors on
the end of the boom to measure the relative angles
between the vector magnetometer sensor and the star
cameras. The allowable angle range for the mirrors was
only +3 arc-min. To achieve this high level of
mechanical stability, the boom was made of graphite-
fiber/epoxy links, laminated to achieve a near-zero
coefficient of thermal expansion. The results were very
gratifying. ATS signals were captured when the boom
was extended and were not lost thereafter until the ATS
was turned off near the end of the mission. Figure 2
shows the boom partially deployed.

Attitude control of Magsat was difficult because
of aerodynamic torques at low altitudes. Furthermore,
the very short passes over ground stations limited the
opportunities for direct control from the ground. An
autonomous attitude control system was designed using
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Fig. 2 Partially extended magnetometer boom.

an RCA 1802 microprocessor. Pitch was controlled by
sensing the earth’s horizon with an infrared scanner and
modulating the speed of an internal wheel. Roll and
yaw were corrected up to four times per orbit by
magnetic torquing. The system was very successful.
Attitude control was maintained throughout the Magsat
mission until a few hours before burnup. A tubular
boom, 1.2 cm in diameter by 5 m long, was extended in
orbit to trim the aerodynamic torque in yaw. This
aerotrim boom concept was very successful in reducing
control activity to a minimum.

Doppler tracking of the satellite was ac-
complished by analyzing the signal received from
satellite transmitters operating at 162 and 324 MHz.
The signals were stabilized to one part in 10" by a
thermally controlled quartz crystal oscillator inside the
satellite. The signals were received by the ground
stations of the Defense Mapping Agency. The received
frequency was shifted slightly by the Doppler effect as
the satellite approached and receded from the station.
This Doppler shift was analyzed by APL to yield
satellite positions versus time accurate to 50 m root
mean square (rms). The tracking accuracy results are
shown in Fig. 3.

With the launch of the satellite, the Laboratory’s
efforts in the design and development of Magsat were
essentially completed. APL's participation in the flight
mission was limited to (a) providing technical assistance
to GSFC in satellite operations and attitude control, (b)
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analyzing unexpected behavior, and (¢) analyzing
Doppler data to determine the precision satellite
ephemeris. The collection of data from the satellite
began on November 1, 1979, and continued until a few
hours before reentry and burnup on June 11, 1980. A
detailed description of the postlaunch activity is given
in Ref. 2.

FUTURE PLANS

APL’s future participation in the Magsat effort
will be limited to the work of Dr. T. Potemra in
analyzing the magnetic field data to determine the

rms error {m}
o
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Fig. 3 Accuracy of Doppler tracking of Magsat,




effect of electric currents associated with auroral
phenomena. The Magsat data will be correlated with
similar data from APL’s Triad satellite, launched in
1972 and still producing important magnetic field
measurements.
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HOT PLASMA MEASUREMENTS AT JUPITER

J. F. Carbary and S. M. Krimigis

The observations made by the Low Energy
Charged Particle (LECP) experiment on board the
Voyager 1 and 2 spacecraft during the recent flybys of
Jupiter constitute the first measurements of hot,
convecting plasma within the magnetic environment of
the planet. The results provide valuable experimental
constraints for investigations not only of Jupiter but
also of astrophysical objects such as pulsars and stellar
magnetospheres.

BACKGROUND

In addition to imaging cameras, the (win
spacecraft carried a full array of instruments designed
to measure the particle and field environment (or
magnetosphere) of Jupiter and its interaction with the
solar wind. Designed and built by APL in collaboration
with other institutions, the LECP instrumentation can
measure ions of energies greater than about 28 keV and
electrons of energies greater than about 15 keV. The
detectors provide compositional information about the
ambient plasma and, being mounted on a rotating scan

This work was supported by the National Aeronautics and
Space Administration.

platform, they can measure actual flows of the
plasma.!

The Voyager 1 and 2 spacecraft were launched
from the earth in 1977 and encountered the planet
Jupiter in March 1979 and July 1979, respectively. The
encounter trajectories were =ssentially confined to the
equatorial plane of Jupiter (Fig. 1) and allowed the
probes to sample an extensive part of the Jovian
magnetosphere, a tear-drop-shaped cavity formed by
the interaction of the solar wind and Jupiter’s magnetic
field.

DISCUSSION

During the Voyager flybys of Jupiter, the LECP
experiment was able 10 measure the properties of the
hot, convecting plasma within the Jovian magneto-
sphere (Fig. 2). The data revealed that Jupiter's plasma
has temperatures of 20 10 30 keV (=300 x 10* K) and
has number densities of 1 X 10! 1o | x 10}
ion/cm* (Refs. 2, 3, and 4). This hot tenuous plasma
apparently pervades the entire Jovian magnetic en-
vironment, which has a scale size of approximately 10
million kilometers. The plasma convects in the sense of

\ - O
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Fig. 1 The Voyager encounter trajectories in the equatorial plane of Jupiter.
The bow shock and magnetopause curves show approximate plasma
boundaries formed by the solar wind interaction with the Jovian magnetic
field. Also shown are the orbits of the four principle satellites of Jupiter. Tick
marks on the spacecraft trajectories indicate days (day 60 is March 1; day 185
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planetary rotation at speeds up to 1000 km/s.** The plasma and/or outwardly expanding winds of ionized
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experiment obtained compositional information in-
dicating that ionized volcanic products (oxygen and
sulfur) from the satellite lo permeate the
magnetosphere.’* In places, the plasma pressures are
high enough to exceed the confining pressure of the
magnetic field. When this occurs, the satellite ions form
an outward-flowing magnetospheric wind similar to the
solar wind and escape from Jupiter into interplanetary
space.%s The ‘‘planet bursts”® were detected by both
spacecraft well outside the Jovian magnetosphere.

These observations constitute the first in situ
measurements of hot plasma in Jupiter’s magneto-
sphere, an environment that resembles in many ways
more exotic astrophysical objects. For example, the
disk-like structure of the Jovian magnetosphere and its
hot plasma are thought to resemble the environment
surrounding a pulsar. Both possess hot, rapidly rotating

gas. Thus, the Jupiter observations provide valuable
experimental constraints for the modeling of truly
cosmic phenomena.

The Voyager 1 spacecraft reached the planet
Saturn in November 1980, and Voyager 2 will reach
Saturn in August 1981. The LECP instrument will take
measurements similar to those made at Jupiter. If all
goes well, Voyager 2 will encounter the planet Uranus
in 1986.
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COMPUTER MODEL FOR
THE MILA SHUTTLE RELAY LINK

S.C. Jones

A computer model has been developed by APL
of the communications relay link ai Cape Kennedy,
Fla., between the NASA Shuitle and the Tracking and
Data Relay Saiellite (TDRS). The model has been used
to predict the performance of the relay link and also to
assess and design equipment 10 correct problems that
have been found. Written in APL “‘pseudo code”’
modules, the model is flexible and is generally ap-
plicable 10 other problems involving distortion of phase
shift keyed communications links.

BACKGROUND

When the shuttle is in the Orbiter Processing
Facility at the Cape Kennedy Merritt Island Launch
Area (MILA) being prepared for flight, special relay
links will enable two-way communications between it
and the TDRS. The TDRS, in turn, will relay the data
to and from the NASA/Johnson Space Center in
Houston through other communications links via a
TDRS ground station at White Sands, N. Mex.

The MILA relay links will operate at S and Ku
bands and will use long (about 1000 foot) runs of
waveguide to separate the antennas and reduce cross
coupling between them. The phase dispersion resulting
from this waveguide and the distortion effects of the
many cascaded filters used in the relay can result in
severe degradation of wideband data.

At the request of the NASA/Goddard Space
Flight Center, APL developed a computer model' of

This work was supported by the NASA/Goddard Space Flight
Center.
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the relay link that analyzes and displays the effects of
all amplitude and phase distortion. The model was used
in a design evaluation of biphase shift keyed (BPSK),
quadriphase shift keyed (QPsK), and staggered quadri-
phase shift keyed data transmission through the relay at
rates as high as 300 megabits per second.?*

DISCUSSION

Figure 1 is a conceptual model of data transmis-
sion through the MILA relay link. The center frequency
of the signal is w. = 2xf, rad/s. The input data, x(r),
are expressed in terms of a real | channe! input, ¢, (1),
and an imaginary Q channel input, ¢, (). The input
signal is convolved with the relay impulse response,
g(7), to produce a distorted output, y(¢), which is
separated into 1 and Q channel outputs, ¢/ (¢) and
¢,/ (1), respectively. The distorted output is then input 10
a pair of ‘““maiched" integraie and dump detectors to
produce the output data.

The performance of such a communications link
is characterized by a plot of bit error probability versus
signal-to-noise ratio. The degradation introduced by the
relay at a given noise level can be expressed as the in-
crease in input level that would be required to obtain the
same bit error probability as when distortion-free data
are input directly to the integrate and dump detectors.

Figure 2 is a block diagram of the computer
model. It is a low pass model, all bandpass functions
being expressed in terms of their equivalent complex
envelopes. The data generator module generates
maximal-length, pseudorandom-bit sequences up to 31
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input data are transformed 10 the frequency domain are only available in polar form.

and are multiplied by the composite transfer function

of the relay link elements. The frequency domain The computer model has program modules to

representations of the input data, x(¢), and the output introduce filtering distortions that result from But-

data, y(t), are denoted XF (/) and YF(f), respectively. terworth and Tchebychev filters with an arbitrary

The relay link transfer functions are denoted WF(/f), number of poles, bandwidths, and ripple amplitudes. A

HF (), and KF(/) in Fig. 2. These transfer functions module also is used to add polynomial amplitude and

result from cascaded sets of devices, filters, and propa- phase distortion terms.

gation effects and need not be restricted to realizable

devices. A polar fast Fourier transform (FrT) algorithm When the transformed data have been converted
72 was prepared to perform the frequency domain trans- back to the time domain, the model computes the signal
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degradation for integrate and dump detection and
provides for output display.

Figure 3 is a computer plot of an I channel 150
megabits per second BPSK input and the resulting 1 and
Q channel output waveforms for transmission through
the MILA relay. The model computes output signal
degradation on both a bit-by-bit and an overall basis.
The overall degradation of the waveform of the biphase
shift keyed data transmission of the I channel output is
2.2dB.

For the BPsK input signal shown in Fig. 3, there
is, of course, no Q channel input. Therefore, the Q
channel output signal indicates the high leakage of |
channel signal into the Q channel. This cross coupling
between channels is the major reason that quadriphase
shift keyed data transmission signals are more severely
degraded by the MILA relay than are BPsK signals. The
primary cause of the cross coupling is the nonconjugate
quadratic-phase (equivalent to linear group delay)
component of the waveguide transfer function.

Although the biphase mode turned out to be
fairly insensitive 1o the expected amplitude and phase
distortion, the computer model showed that the two
quadriphase data modes are severely degraded by the
expected phase dispersion. The pseudo code modules
were rearranged and modified, and the model was then
used for the preliminary design of a waveguide
equalizer to correct the phase dispersion.*

The MILA relay computer model is composed of
modules that can be rearranged so that it can be applied
to any phase shift keyed communications link problem
involving amplitude and phase distortion. Its accuracy
and flexibility make it applicable to a number of
problems where direct analytic approaches are not
feasible.
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Fig. 3 MILA relay input and output waveforms.
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MAGNETIC LEVITATION THEORY
J.F.Bird

The theory of electromagnetic levitation was
extended to treat biaxial systems and was applied to
analyze various proof-mass suspensions for the
disturbance compensation system (DISCOS) used in
Navy Transit satellites. The biaxial magnetic levitation
theory and the end-effect approximations derived
therefrom represent new contributions to elec-
tromagnetic theory; the application to DISCOs assisted
in diagnostic and design studies, in particular
suggesting significant simplification in proof mass
fabrication.

BACKGROUND

Recent Transit satellites have incorporated a
type of DIsCOs that compensates only for along-track
disturbances, as required for accurate orbital ephemeris
prediction.! This single-axis DISCOS has a magnetic
suspension of the proof mass along the two un-
compensated axes. The biaxial suspension system
consists in essence of a cylindrical metal shell (the proof
mass) encircling a straight wire. The wire carries
alternating current that induces magnetic fields that
levitate the proof mass about the wire.?

The problem was to calculate the magnetic force-
torque system acting on the proof mass. Such levitation
calculations were needed by the APL Space Department
to support their ongoing efforts to diagnose malfunc-
tions in the DISCOS aboard the TiP-ii satellite. Fur-
thermore, a suspension theory was desirable to aid in
optimizing the DISCOs design for subsequent Nova
satellites. Existing suspension calcuiations? were based
on a simplified eddy-current model deduced from
currents in the equilibrium (coaxial) configuration,
which gives a misleading physical picture of the
levitation behavior. Vector-field theory would permit
precise and complete formulation of the problem, but
so far such calculations had been carried out suc-
cessfully only for uniaxial®> or, at best, infinite
paraxial* geometries.

Therefore, we extended the vector-field theoretic
approach to biaxial suspensions, with arbitrary relative
orientation of shell and current axes, and calculated the
induced magnetism, associated eddy-currents, and
resulting force-torque systems for a variety of proof
mass designs.® An important conclusion was that
levitation depends predominantly on the innermost

This work was supported by Indirectly Funded R&D and the
U.S. Navy Special Projects Office.

shell layer, with the corollary that the eddy-currents
responsible for levitation are confined largely to this
inner layer. Hence, the difficult fabrication of isotropic
end caps on nonhomogeneous shells, as considered in
some proof mass designs to provide radial current
paths, was deemed unnecessary.

To facilitate the comprehensive computations in
Ref. 5, the effects of the finite length of the proof mass
were set aside, as is wusual in electromagnetic
calculations. While this does not vitiate the qualitative
design studies and their conclusions, it is desirable to
calculate the end effects for accurate comparison with
quantitative measurements. Therefore, vector-field
theory was further extended to treat levitational end
corrections, which yielded an effective analytic ap-
proximation that agrees well with experiments.® In
addition, kinetic effects resulting from motions of the
proof mass, which may affect the secular stability of the
system, can be analyzed exactly by the field theoretic
approach.”

DISCUSSION

The theoretical calculations encompassed a
varietv of shell constructions that were under con-
sideration for the piscos proof mass: a solid
(homogeneous annular) shell, a hollow shell (with an
evacuated annular region), and a composite shell (made
up of insulated layers of different metals). To illustrate
the levitation in the different systems, we consider here
just the force constant, k., which is defined as the limit
of the force/displacement ratio near equilibrium. Other
indexes of comparison like the torque and acceleration
constants, as well as force at all displacements, are
detailed in Ref. 5.

A universal plot (Fig. 1) of k. as a function of all
shell and current parameters for the solid shell is of
prime interest for design studies. Figure | shows that
with increasing metal thickness, the force rises at first
but flattens out as additional layers become ineffective
— or even regresses for the larger ratios of radius to
skin depth.

Figure 2 illustrates k, for hollow shells as a
function of various radii, metals, and suspension
frequencies. The range of hollow-region dimensions
(a’, b’) corresponds to inner and outer shell thicknesses
from 0.1 mm to 1.5 or 1.6 mm. The crossover behavior
between different outer thicknesses in the upper panels
of Fig. 2 corresponds to the peaking ir. the curves of
Fig. 1.
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Fig. 1 Solid-shell force constant, k., as a function of shell
geometry, b/a — 1, for a range of skin-depth parameters,
x. kg Is in units of 107 I, L/a* N/m, where I, is current
amplitude, L is shell length, and a is shell inner radius. (b —
a)/a is shell thickness/inner radius and x is V2 (imes inner
radius/skin depth. The circled point represents the piscos
suspension in TIP-II.

Table 1

COMPOSITE SHELLS

Inner Middle | Outer | Insulator | Force Constantst
Layer® | Layer* | Layer*| Thickness (units of Fig. 1)
(in.)
Ag Al Ag 10-* 0.7397
Ag Al Ag 0 0.7399
Ag Al Ag |2 x10°? 0.7375
Ag Al Al 104 0.7469
Ag Ag Ag 10-4 0.7449
Ag Al none 10°¢ 0.7635
Ag none none - 0.7087
Al none none - 0.4745

*Radii:a = 5.21,a" = 5.88,b’ = 7.76,b = 8.52mm.
tSinusoidal current at 2080 Hz.

Table | summarizes some k. computations for
composite shells with different arrangements of two
metals (Al and Ag) in insulated layers. The first three
entries correspond to a recent Discos design and show
the minute effects of insulation thickness. The next two
entries indicate the slight effect of the middle and outer
layers; the next two show that even the removal of those
layers makes only a 3 to 4% difference. In contrast, the
final entry illustrates the dominance of the inner layer’s
constitution for the levitation.
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Fig. 2 Hollow-shell force constants, k, for various metals
and frequencies as a function of internal radii, a’, b’, with
external radil fixed (@ = 5.2 mm, b = 8.5 mm). k; or-
dinates are relative to solid Al values.
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The results clearly demonstrate the ‘‘inner-
dominant’’ conclusion and its current-path corollary,
as cited above. A further consequence is that parameter
effects may be largely discerned from the universal Fig.
1 for shells more elaborate than the simple solid shell.

The levitation end corrections, even when quite
large, are given well by the approximation formulas
that were derived in Ref. 6. For example, the end-less
result from Ref. 5 for a thin Al alloy shell is reduced
47% by just the lowest-order correction from Ref. 6,
which already brings the calculated &, to agree with the
measured value within the measurement’s few percent
precision. For shells closer to actual flight designs, the
end-corrections are less severe and readily calculated,
e.g., 14% for TiP 1t (circled point in Fig. 1). In any

event, these .. u effects do not change the qualitative
conclusions of Ref. § as summarized above.
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OPTICAL MEASUREMENT OF THE MODULATION
OF SHORT WAVES BY LONG OCEAN WAVES

F. M. Monaido

Photographs of the sea surface have been ob-
tained that yield the spatial wave slope spectrum of
waves imaged within the photographs. By correlating
short wave spectra (3 to 30 cm wavelengths) deter-
mined in this manner with long wave (greater than 5 m
wavelengths) slopes, we can determine the modulation
of short wave spectral energy by long waves.

BACKGROUND

The study of the short-wave/long-wave interac-
tion has generated a growing interest on the part of
persons dealing with remote sensing and oceanography.
Of particular interest has been the role of this interac-
tion in allowing long gravity waves to be imaged by the
Seasat satellite synthetic aperture radar (SAR) on a
synoptic basis.

4

At large incidence angles, a microwave radar in-
teracts with the ocean surface by means of a Bragg in-

This work was supported by the Office of Naval Research and
the National Science Foundation.

teraction mechanism with waves whose lengths are on
the order of the radar wavelength. The magnitude of
the backscattered power is linearly related to the ampli-
tude squared or to the spatial spectral energy of such
waves. For the Seasat SAR, the ocean interaction wave-
length is approximately 30 cm. Variations in spectral
energy at 30 cm induced by long waves can thus make
waves visible on SAR imagery.

The manner in which long gravity waves on the
ocean affect short wave spectral energy and the extent
of this effect determine how and under what conditions
spaceborne SAR’s can be used to monitor long ocean
waves routinely. Moreover, the question arises as to
which short wave spectral region is the most isotropi-
cally and strongly modulated by long waves. The design
parameters of future spaceborne SAR’s could depend
on the answer.

Also of interest to oceanographers is the fact
that the wave/wave interaction question is significant in
the understanding of wind-wave growth mechanisms.
Specifically, the interaction of long waves and short
waves provides an energy transfer mechanism that is
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relevant to the explanation of the rate of wind-wave
growth. If short wave spectral energy is modulated in
phase with the long ocean waves, the long wave energy
may be augmented appreciably.

DISCUSSION

Despite the importance of the short-wave/long-
wave interaction problem, ocean data on the short wave
spatial spectrum and its modulation are scarce because
in situ measuring in that regime is difficult for two
reasons.

First, the act of in situ measuring actually tends
to modify the short wave spectrum being measured.
Second, these are point measurements that are used to
measure the temporal spectrum. To convert to the spa-
tial spectrum, since microwave radars interact spatially
with the short waves, correction must be made for the
orbital velocity of the long waves. This requires the use
of the dispersion relationship, which in this wavelength
regime is uncertain at best.

Photography permits the circumvention of these
problems because visible radiance does not modify the
ocean surface, and only spatial coordinates in an in-
stant of time are measured in a photograph.

The photographic technique we used to measure
short wave spectra relies on surface-reflected skylight
for imaging ocean waves. Methods developed at APL
allow for the selection of optimum camera viewing
angles and film characteristics. Under these optimum

—

Slope spectrum

Camera azimuth

(a) Two-dimensional
wave slope spectrum

circumstances, the wave slope on the occan surface
maps lincarly into film transmittance (see Fig. 1). (In
the figures, k is the wave number.) When coherent
monochromatic light such as that from a laser is
projected through a piece of film, the resulting dif-
fraction pattern is the two-dimensional power spectrum
of the transmittance variation on the film. The optical
Fourier transform of the transmittance variation on the
film can therefore be considered proportional to the
short wave ocean slope spectrum in the patch of ocean
circumscribed by the photograph.

A one-dimensional slice is cut from this optically
derived, two-dimensional, short wave spectrum. The
slice corresponds to the speciral slope energy along the
camera pointing azimuth. From this slice, three spectral
regions are isolated, corresponding to the slope spectral
energy at 3, 11.5, and 30 cm wavelengths on that section
of the long wave within the photograph (see Fig. 2). The

Camera

Field of view

Short waves

Mean

sea level Y T

Fig. 1 Diagram showing how an ocean photograph images
short waves riding atop the long ocean waves. Time series short
wave spectra are derived from tUme series photographs and
correlated with the long wave slope.
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—
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Slope spectrum

k3o k115 k3

{b) One-dimensional cut
from two-dimensional
slope spectrum

F& 2 Slice taken from the optically derived, two-dimensional short wave spectrum. From
slice, (hree spectral regions around wave numberlk,.,k",,.nndk, are isolated. The wave
sumbers eormpond (o wavelengths of 30, 11.5, and 3 cm, respectively.




30 cm spectral region was examined because it corre-
sponds to the Bragg interaction wavelength of the
Seasat SAR, and the 3 cm region corresponds to our
limit of resolution. The 11.5 cm region was selected
simply because it was between 3 and 30 cm.

A time series of photographic sea images is
Fourier transformed and processed in this way to gener-
ate the time series variation in the short wave spectral
energy. By correlating the time series with the time
variation in a long wave slope (also photographically
obtained), the modulation of short spectral energy in
the three isolated spectral regions by long waves is
determined.

These techniques have beer used recently to
analyze photographic data from two experiments: the
Joint North Sea Waves Project (JONSWAP), con-
ducted in the North Sea off the coast of West Germany
in 1975, and Duck-X, conducted in 1978 off the Coastal
Engineering Research Center Pier in Duck, N.C.
Although all the photographic data were processed on
an automated optical bench at APL, much of the time
series analysis of JONSWAP data was performed by
APL personnel in Hamburg, Germany, as part of a
joint effort with the Max-Planck Institute for Meteorol-
ogy. All the Duck-X data have been analyzed within
APL.

RESULTS

Although this short wave modulation by long
waves must be determined for a large array of wind and
sea conditions before conclusive statements can be
made concerning that modulation, significant results
have already been obtained from the two current data
sets.

For the situation in which short and long waves
are propagating along the same direction in moderate
winds, the JONSWAP data have demonstrated that the
short wave spatial spectrum is modulated by the long
waves by as much as 15% at wavelengths between 3 and

30 cm. There appears to be no significant difference in
the magnitude of modulation within that spectral
region.

The short wave modulation was 90° out of phase
with the long wave crest, suggesting that the maximum
amount of spectral energy is not at the crest of the long
wave. This result is important because the phase of the
short wave modulation is used in theories of wind-wave
growth,

The analysis of the Duck-X data addressed more
explicitly the directionality of this short-wave/long-
wave interaction. There were clear examples in this data
set of the modulation of short wave energy propagating
perpendicularly or nearly perpendicularly to the long
wave. This suggests that microwave radars, particularly
the SAR, are able to image long waves by a Bragg
interaction mechanism, even when the electromagnetic
waves are propagating normally to the long wave train.
This result comes as somewhat of a surprise.

Further analysis of the Duck-X data indicates
that the short wave spectrum becomes more isotropic as
the spatial frequency of the short wave increases.

FUTURE PLANS

Future efforts will include using this photo-
graphic technique to analyze the short wave spectral
modulation in a variety of wind and long wave condi-
tions to get a better grasp of short wave modulation.
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PILOT, A PRECISION

INTERCOASTAL LORAN TRANSLOCATOR

C. R, Edwards

The Precision Intercoastal Loran Translocator
(PILOT) system is an electronic aid to piloting vessels in
harbors and rivers. Its purpose is to provide accurate
navigation information in a format that can be used
immediately without significantly increasing the work-
load of the bridge personnel. Eight preproduction
systems have been built and five are undergoing
shipboard evaluation on the St. Mary’s River between
Lake Superior and Lake Huron.

BACKGROUND

The present PILOT terminal is the product of a
long evolution of special-purpose loran processors de-
veloped at APL. In 1968, a loran assist device (LAD) was
developed for a unique military aircraft requirement; it
was followed by several other military versions. In
1970, a Coast Guard loran assist device (COGLAD) was
developed to evaluate loran as an aid to positioning
buoys. With the development of microprocessors in
1973, a small, simple processor (CLAD) was developed
and tested by the Coast Guard. The original COGLAD
was upgraded and tested on the St. Mary’s River in
1976. Each new system used increasingly sophisticated
data processing techniques, required less operator
training and attention, and represented a lower
potential production cost. These improvements were
largely the result of the phenomenal developments in
integrated circuits and microprocessors in the last
decade.

The design objective of the PILOT system was to
demonstrate that loran repeatability (i.e., returning to
presurveyed way points) could be used successfully to
pilot harbors and rivers without significantly increasing
the workload of the bridge personnel, and that the
system could be mass produced by industry for an
affordable price. To minimize development and pro-
duction costs, a commercially available microprogram-
mable graphics terminal (Hewlett-Packard 2649A) was
selected as the nucleus of the PILOT system. Significant
hardware modifications were required but most are of
the plug-in or bolt-on type and do not change the basic
HP terminal.'? The loran receiver currently used with
the system is an unmodified commercial item. Extensive
new software was developed for this application, in-

This work was supported by the Department of Transporta-
tion, U.S. Coast Guard.

cluding sophisticated data filtering and transformation
technigues.?

DISCUSSION

The PILOT terminal obtains its information from
a loran-C receiver, the ship's gyro, and prerecorded
magnetic tape cartridges. The data are edited for ac-
curacy, filtered for smoothness, and mathematically
transformed into various display formats. The data are
presented graphically and digitally with respect to a
local way point and as a horizontai bar graph to aid
channel-keeping. The startup procedure for the piLOT
system consists of selecting the appropriate tape car-
tridge and, after the receiver has automatically acquired
the loran signals, commanding the PILOT terminal to
start navigation. Once started, the system will compute
position and velocity information continuously and
select new area charts as necessary, without further
operator action. The operator may select optional
features and the enhancement of displays if desired.

Prerecorded 1ape cartridges containing charts
and other navigation information provide the piLOT
terminal with a degree of ‘‘local knowledge.”” The
vessel’s present position, speed, and heading, con-
tinuously determined from a loran receiver and the
vessel’s gyro, are displayed on the current area chart.
Charts of two different scales (master and detail) are
always available for operator selection. Position, speed,
and time to go relative to way points are displayed to
the left of the chart. A horizontal bar graph
representing the vessel's cross-track position relative to
the track line can be shown along the bottom of the
display.

Other features available to the operator include
the capability for projecting the vessel’s expected track
line, a continuous readout of range and bearing from
own ship to any point on the displayed chart, a time-of-
day clock, and the ability to zoom in, zoom out, and
pan on the displayed chart. The operator can enter time
difference (TD) bias values to compensate for seasonal
variations, select from three types of vessel projections,
select from four data filter time constants, and display
ship's gyro and loran receiver data. Using a special
diagnostic tape cartridge, the operator can perform
seif-tests on the PiLOT terminal. When used with a line
printer, the terminal can print position information at a
fixed time interval or can be used as a survey system to
measure the mean and standard deviation of the TD's of
the vessel's present position.




All coordinate conversion constanis and naviga-
tional reference information, as well as a mosaic of
harbor charts, are contained on a cartridge that is, in
effect, a loran-C harbor chart on a magnetic medium, A
single cartridge contains as many as 200 of these charts,
representing about 200 miles of river or harbor.

Each cartridge contains an index file, master
files, and detail files. The index file, which contains a
title block and a list of all master charts on the car-
tridge, is always displayed before the PILOT terminal
begins the navigation mode and whenever the terminal
is reset.

Each master file contains the graphics for a
master chart showing 8 to 16 miles of track (a scale of
about 1:50,000), area transformation coefficients,
transmitter coordinates, and supplemental data such as
display origin, scale, and rotation. Master charts pro-
vide “‘look ahead’’ by showing the next several way
points and the identities of a few prominent features.
Because a master chart is generally oo small for
piloting in narrow channels, it is associated with one or
more detail charts.

Each detail file contains the graphics for a detail
chart showing 1 to 2 miles of track (a scale of about
1:12,500), the TD’s, the coordinates of the current way
point, the bearing angles to and from the way point,
and supplemental data. Detail charts provide a closer
view of the vessel’s current situation and include many
of the fixed aids to navigation and an outline of the
channel, if applicable.

The process for producing chart cartridges was
developed at APL, where the original cartridges for the
St. Mary’s River were produced. The Coast Guard
R&D Center, Groton, Conn., has now taken over the
production of the cartridges. Beginning with the ap-
propriate National Oceanic and Atmospheric Ad-
ministration (NOAA) charts, the process for producing
cartridges includes: (a) selecting appropriate chart areas
and way points for the river or harbor; (b) digitizing

NOAA charts and adjusting them to the proper scale,
rotation, and origin (this step determines whether the
chart displayed on the PILOT terminal will be north-up
or track-up); (c) computing transformation coefficients
for the geometry of the loran-C chain to be used; (d)
conducting a loran survey of the river or harbor; and (e)
combining the above data into the proper format and
recording it on magnetic cartridges. The Coast Guard
R&D Branch,” Washington, D.C., has developed new
techniques for surveying the loran coordinates of each
way point. Using the actual measured TD’s rather than
theoretical ones greatly enhances the accuracy of the
PILOT system.

The PILOT terminal is shown in Fig. 1 and the
system block diagram in Fig. 2. Normal shipboard in-
stallation consists of the PILOT terminal, a loran re-
ceiver (currently the Internav 404 receiver), and a cable
connection to the ship’s gyro. Optional equipment
includes a second loran receiver (for cross chain opera-

Fig. 1 piLoT terminal.

microprogrammable

AMD 9511 math pack

HP 2649A

terminal
with graphics,
dual tape units,

Fig. 2 Block diagram of the PILOT system.
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Fig. 3 Functional data flow diagram.

tion), an interface or modem for remotely entering TD
bias values, and a printer.

The nucleus of the PILOT system is the Hewlett-
Packard 2649A microprogrammable graphics terminal,
which was selected because it has a separate graphics
processor with memory, dual tape cartridge units, and
an Intel 8080 microprocessor that can be modified and
programmed as required. Modifications to the terminal
included: (a) converting the 8080 microprocessor from
software arithmetic to hardware arithmetic by adding
an Advanced Micro Devices 9511 arithmetic processing
unit, (b) developing an interface board to preprocess
loran data from two loran receivers, (c) developing an
interface board to connect to the ship’s gyroand toa Tp
bias modem or box, (d) replacing the large general-
purpose keyboard with a small predefined keypad, and
(e) building a short base for the terminal to serve as a
cable junction box.

Figure 3 is a functional data flow diagram of the
PILOT terminal. Approximately 17,000 bytes of machine
language code were developed at APL for the terminal
and an additional 40,000 bytes of the original Hewlett-
Packard code were retained. Structured programming
and assembly language were used for maximum ef-
ficiency.
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OCEAN SCIENCE AND TECHNOLOGY




INTRODUCTION

An understanding of the physics of the ocean environment is essential for
APL 1o perform its mission in support of the Fleet. This area of physics includes
the propagation of electromagnetic and acoustic radiation; absorption and
scattering both within and at the surface of the ocean; hydrodynamic
phenomena such as surface waves, internal waves, and currents; and the effects
of such physical variables as water temperature, pressure, salinity, and density
on ocean dynamic phenomena. Central to APL’s effort is the development of
sensing and data-processing systems to detect and characterize signals
propagated through or at the surface of the ocean. Analysis, simulation, and
laboratory research are extremely useful, but many phenomena of interest must
be studied at sea. Accordingly, APL has developed the ability to conduct large-
scale scientific studies in the open ocean.

Much ocean research is not reported here for security reasons, but the
selected sample will illustrate some of the current areas of investigation. The first
ariicle describes a high-speed data acquisition system developed to meet th-
needs of many of the oceanographic research programs. The Modular Adaptive
Recording System uses the most recent advances in microprocessor and high-
density digital recording technology to provide the required flexibility in sensor
control, signal conditioning, and data acquisition. It incorporates real-time
computer data processing as well as high-volume data storage. Its modular
design allows its use in the wide range of experiments of current interest.

In the measurement of acoustic signals using a linear hydrophone array, it
has been found that knowledge of the straightness of the array is critical to
obtaining accurate data. The second article describes a paravane system
developed to measure the deviation from a straight line of a linear acoustic array
and to groom the beamforming equations while processing the array data. This
technique results in narrower beams and improved sidelobe performance. The
paravane system transmits high-frequency, pulsed signals that are received by
the array and processed by the associated system electronics.

A sensor capable of continuous, real-time monitoring of seawater for
changes in the concentration of copper ions is described in the third article. The
system uses ion-selective electrodes installed on a submersible body that can be
towed at sea. Data obtained with this instrument should aid chemical
oceanographers in determining the distribution of this trace metal.

To interpret acoustic signals properly, background noise levels and
transmission losses must be understood. Transmission loss in convergence zones,
based on ocean measurements, is discussed in the fourth article. These
measurements demonstrate the statistical similarities in the transmission loss in
convergence zones at corresponding frequencies.




DEVELOPMENT OF AN ADAPTABLE OCEANOGRAPHIC

DATA ACQUISITION SYSTEM

1. R. Hunter and J. W. Petersen

An oceanographic daia acquisition system has
been developed for the APL Submarine Technology Di-
vision. The Modular Adaptable Recording System
(MARS) can satisfy the data requirements of ocean-
ographic test programs 10 be conducted during the next
several years.

BACKGROUND

APL has conducted a series of oceanographic ex-
periments using a variety of developmental sensors. A
series of data acquisition systems was developed, each
tailored to a specific sensor or experiment within the
constraints of existing recording capabilities. Limited
funding and a restricted schedule precluded a system
engineered for flexibility and adaptability. Many of the
experiments were conducted on submarine platforms,
which necessitated instrumentation systems designed
for limited space. There also were installation access
problems associated with the platforms. In September
1977, APL personnel, along with specialists in data ac-
quisition and submarine instrumentation from Inter-
state Electronics Corp. (IEC), began to investigate the
development of a field deployable data acquisition sys-
tem to satisfy the following general requirements:

1. Expandable data acquisition and processor
capabilities,

2. Flexible sensor control, signal conditioning,
and data acquisition from inboard and
outboard sensors, and

3. Real-time computer data processing.

1EC was contracted by APL to develop technical
specifications' for data acquisition and playback sys-
tems that could meet these requirements. A detailed re-
quirements document® was prepared by a team of spe-
cialists at APL in May 1978, and 1EC was contracted io
design and fabricate the systems. A paper on the
system® was presented at the Second Working Confer-
ence on Oceanographic Data Systems, The two MARS
configurations, acquisition and playback, were factory
acceptance tested® in the spring of 1980 and have suc-
cessfully supported the initial data acquisition mission.

The development and design of the MARS system
was the result of technological advances in micropro-
cessors and high-density digital recording. The micro-
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processor enabled the implementation of a bus-architec-
ture, distributed-microprocessor sysiem design. Each
MARS module is controlled by a 6800 microprocessor
programmed to perform a specific function. Variable
parameters within the microprocessor firmware provide
a way to change module operations in response (0 new
data acquisition requirements, If the module variability
is insufficient, a new module may be added. The high-
density digital recording technology enabled the storage
of up to 14 hours of data at 125,000 words per second
on a single tape. This efficient recording method re-
duces daia loss resulting from changing tapes and mini-
mizes the number of tapes required per deployment. A
modified MIL-SPEC AN/USH-24 tape recorder/repro-
ducer was selected for its reliability and compact
design.

The deployment of the MARS system on sub-
marines imposed size and weight constraints on the sys-
tem units. Each unit must be sized to fit through a 26 in.
diameter hatch and must weigh no more than 200 1b.
Fault recognition and maintenance were additional de-
sign considerations. During a deployment, the system
must be operated and maintained by senior level techni-
cians. When feasible, automatic self-diagnostics are
useful, along with fault alarms and a visual indication
of module faults. Repairs are made by replacing a mod-
ule.

DISCUSSION

MARS is designed around a bus architecture with
distributed microprocessors. The bus structure com-
bines features of both a commutation and a protocol
system to provide speed and flexibility in a single data
acquisition system. The bus format is defined by the
data requirements of each mission, and the modular de-
sign provides the adaptability required by various test
programs. Mcdules are decoupled using first-in first-
out (+110) buffering technigues to allow independent
module design and system integration. Only firmware
changes in programmable read-only memories (PROM)
are necessary (o integrate a new module.

The MARS bus structure consists of four indepen-
dent buses controlled by the microprocessor bus con-
troller module (Fig. 1). The source code bus and the
data bus are 16-bit parallel synchronous buses. The
source code generator is used to identify the source
(module and channel) of the data that will appear on the
data bus during the next clock period. Each module
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contains a source detector interfaced 1o the source code
bus. When a source code is detected, the module is
enabled to either write on or read from the data bus.

Seven clock signals are generated by the clock
generator, which drives the rate bus. The system data
rate is 960 kHz; a parallel bus operation is performed
each clock cycle, resulting in 960,000 bus slots each sec-
ond. The source code generator outputs one unique
source code for each bus slot, and each code is genera-
ted at one of 16 rates, i.e., 1 Hz 10 480 kHz. The rate
assignments are made according to mission data re-
quirements. This bus format is repeated each second.
The clock generator also places time of year on the data
bus.

The control bus is a serial, asynchronous, com-
munication bus interfaced to the microprocessor in each

Source
code
I bus
Source | Source/ | 16
™ code :chlnml
- s Data
6 bus l?)ate
Clock Ii'Ln_t’f.veT..‘-—*—>H “s
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Fig. 1 The microprocessor bus controller.

module. Data transfer can take place in a block transfer
mode at a rate up to 240,000 bits per second. The con-
trol bus is used to transmit intermodule messages such
as operator's commands and status data. The micro-
processor bus controller downloads module format
data via that bus each second to refresh volatile mem-
ory in each module.

A typical data acquisition module is illustrated
in Fig. 2. Each module is interfaced to the four buses.
The microprocessor receives its control program (for-
mat) on the control bus from the microprocessor bus
controller each second, and controls the order and rate
at which the data from an external source enter the I-11-0
buffer. Upon receiving the source code from the source
code bus, the source detector enables the F1+0 to drive
the data bus on the next bus slot. Module timing and
system synchronization are provided by the clocks on
the rate bus. The module also accepts commands from
the control bus and writes module status or the control
bus each second.

MARS can be configured for either an acquisition
system or a playback system by means of plug-in mod-
ules. Two basic units are used. One is configured for at-
sea deployments (see Fig. 3); the other, the playback
unit, contains the basic system modules (i.e., modules
below the bus system) plus a computer system interface
module (sh. The ¢si is interfaced to a Digital Equip-
ment Corp. PDP-11 through two DR-11B boards.

Status words are generated by each module that
contains current mode of operation and error condi-
tions for system, module, and channel levels. The status

External test data

. Data
Microprocessor conditioning
Source FIFO
detector buffer
. Control/ Data
Timing status Address Data bus
Source code bus Microprocessor bus
Y Control bus controller
Rate bus

Fig. 2 Typical data acquisition module.
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erasable display calibration contro display tape tape
PROM unit unit recorder recorder

Fig. 3 Configuration for at-sea deployment.

words, along with time of year and all external data
sources, are recorded on the high-density tape recorder.
Source codes are not recorded but are regenerated dur-
ing playback by the source code generator.

The keyboard/display controller can access and
process selected data from the data bus. The operator
interfaces with the system through the operator control
unit. It has a panel for system mode .ontrol and status
alarm lights; system status and processed data can be
displayed on a 12-line by 40-character self-scanning
plasma display. A full ASCII alphanumeric keyboard
can be used by the operator to input commands and se-
lect data for display. The operator can also perform au-
tomatic or manual calibration via the calibration mod-
ule.

The Bell and Howell AN/USH-24(v) high-den-
sity tape recorder has 28 tracks and uses serpentine re-
cording serial by track on | in. tape at a bit-packing
density of 33,300 data bits per linear inch. Tape speeds
from 3-3/4 to 60 in./s provide about 224 to 14 hours,
respectively, of recording/playback time per 9200-ft
tape. Data recorded at low speed can be played back at
speed ratios up to 16:1. The data capacity is approxi-
mately equivalent to 280 nine-track digital tapes at 1600
bits per inch.

A dual-cartridge drive unit records selected data
(e.g., status words) for quick-look playback. Data can
be recorded from the data bus at a maximum rate of

100 16-bit words per second. Buffering during rewind
prevents loss of data.

Twelve analog output channels are available via
digital-to-analog converters for strip chart or oscillo-
scope presentation. The desired data are selected by the
operator on the operator control unit and are picked off
the data bus in acquisition or playback mode.

The c¢si is designed to interface MARS with a
PDP-11 via two DR-11B interface boards. One trans-
fers commands from the PDP-11 software to MARS.
The other transfers MARS data to the PDP-11. Data

Table 1

MARs INITIAL DEPLOYMENT DATA REQUIREMENTS

Number of Total Words

Data Type Channels per Second
Synchro 27 sS4
e low-frequency analog 5 40
Switch closure events 1 10
Wideband analog 16 42,000
Low-rate digital 8 8
High-rate, asynchronous 6 9,550
digital

Time of year 1 2
MARS status N.A. 84
MARS Jata bus check codes N.A. 8
Total 51,756 words/s
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transfer rates of up to 125,000 16-bit words per second
have been demonstrated. Any data selected from the
MARS data bus may be transferred under computer soft-
ware control to the PDP-11 computer. The ¢s1 may be
used either in the acquisition system for real-time data
processing or as part of a playback configuration for
postexercise data processing.

Table 1 lists the types of data and the rates ac-
quired by MARS during the initial deployment.

THE PARAVANE SYSTEM
H. M. Grady, D. N. Qualkinbush, and S. J. Kundin

A paravane system featuring shipboard control
and data collection from two simulianeously towed,
underwater sound-source paravanes has been devel-
oped. The paravane system is pari of a system to mea-
sure the deviation from a straight line of a linear
acoustic array while under tow. Measurements thus
made are used 10 trim the beamforming equations while
array data are processed 10 provide narrower beams
and better sidelobe performance.

BACKGROUND

It is currently accepted by most users of long
towed arrays that hydrodynamic forces maintain ade-
quate straightness of the array to allow acceptable
beamforming on the received acoustic signals. That this
is not always true was demonstrated by APL in a 1976
sea test using paravanes similar to those described
herein. The test also demonstrated the need for a
paravane system with greater flexibility in control and
in data collection. The present system provides this
flexibility.

DISCUSSION

Figure | depicts the relative deployment geome-
try for the array and the paravanes. The system uses

This work was supported by the Department of the Navy.
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12,000-ft-long paravane tow cables, this length afford-
ing acceptable geometry for acoustic arrays of up to
10,000 fi. Several high-frequency hydrophones are
interspersed with the acoustic low-frequency hydro-
phones along the length of the array to receive the 25-
kHz pulse transmitied (alternately) by each paravane.
Each paravane also receives the pulse from its compan-
ion. Propagation delays, measured along the paravane-
to-paravane and paravane-to-array high-frequency
hydrophone paths, are combined with depth
measurements of the array and of the paravanes to
provide relative position information for each array
high-frequency hydrophone. Interpolation between
those hydrophone positions provides position data for
each acoustic lower-frequency hydrophone. These posi-
tion data are used to correct the beamforming equations
to compensate for distortions in hydrophone position
(deviations from a straight line).

Figure 2 is a block diagram of the paravane elec-
tronics. The only standard cable suitable for towing
paravanes was an armored cable, 0.5 in. in diameter,
containing seven conductors. Paravane power, down-
link commands, and uplink data must be carried by this
limited number of conductors. Uplink and downlink
data are carried separately on wire pairs. Those pairs
also carry positive and negative DC power to the
paravane; a single ground wire is provided.

The downlink waveform provides dwell timing,
range count clocks, uplink clocks, and encoded com-

= o e ——




Fig. 1 Geometry of paravane deployment.
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Fig. 2 Block diagram of electronics for paravane system,

mands for mode, pulse length, power level, receive
gains, and attitude control. The uplink waveform re-
turns the following digitally encoded data: depth, base
range, surface range, temperajure, roll fin position,
attitude (roll and pitch), and a digitized monitor of the
transmitted waveform.

Timing is split into alternating dwell periods of
port-transmit/starboard-receive and starboard-
transmit/port-receive. The downlink for each dwell is a
balanced waveform comprising a 20-ms period of com-
mand code (40 bits at 2000 bits per second, self-clocking
symmetrical waveform), a 10-ms no-signal (reset) in-

terval, a variable-duration (mode- and dwell-depen-
dent) 200-kHz count clock, and a variable-duration
(mode-dependent) 10-kHz clock that provides uplink
data clocking. The uplink is a 128-bit serial data stream
that is biphase encoded. Digitized paravane data are
multiplexed into this data stream. Reference 1 provides
detailed system logic and electronic specifications.
CMOs logic is used in the subsurface unit to minimize
power drain.

The surface electronics chassis and the subsur-
face electronics chassis are shown in Figs. 3a and 3b.
The subsurface electronics is housed in a pressure-proof
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Fig. 3 Paravane electronics hardware, surface (a) and subsur-
face (b) electronics chassis.

instrumentation module located inside one of the para-
vane body tubes. Port or starboard towing sense is
achieved by the choice of location of the instrumenta-
tion module and an equivalently sized flotation module
in the opposite tubes plus added roll weights under the
wing. Towing depths and offsets are determined
roughly by paravane balance and wing and tail in-
cidences. Roll trim, provided by controllable fins at the
wing tips, controls the depth of the paravane. Figure 4
shows a paravane being deployed.

The system was used in a 1980 sea test, data
from which are now being evaluated, and it is being
updated for use in the another sea test scheduled for
1981.

Fig. 4 Deployment of paravane.
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A TOWABLE SYSTEM FOR MONITORING

THE COPPER CONCENTRATION
IN THE OPEN OCEAN

D. G. Ondercin

APL has developed a sensor that can monitor
seawater continuously, in real time, for changes in the
concentration of copper ions. The sensor should aid
chemical oceanographers in determining the distribu-
tion of trace metals, in this case copper, in the world's
oceans.

BACKGROUND

A review of the chemical oceanography litera-
ture reflects the considerable difficulty in finding accu-
rate and precise methods (o analyze trace metals in the
ocean. Specific sampling techniques, container contam-
ination, and analytical techniques all have to be consid-
ered when one assigns a confidence level to the results.

In a typical scenario for the analysis of seawater,
a discrete sample is obtained using a sampling bottle
(for example, Go-Flow or Niskin). The sample is acidi-
fied and may then be concentrated and stored in
another bottle until analysis in the laboratory, usually
by flameless atomic absorption spectrometry. The dis-
advantages of this system are numerous. Contaminants
can be introduced during any or all of the steps, from
sampling to analysis; only discrete samples of seawater
can be analyzed; and the results may not be known for
days, weeks, or even months after the sample was
taken.

The need for an analytical method that could
monitor the seawater continuously and in real time was
apparent. The APL Environment Group has developed
such a sensor for the detection of copper ions. It uses
ion selective electrodes (1SE) that may be installed in a
submersible body and 1owed at sea.

DISCUSSION

lon selective electrodes produce a potential, E,
that is proportional to the log of the concentration of
theion of interest':

E=E" + 0.09Tlog[Cu**] . N

Here E° is a constant, T is the absolute temperature,
and [Cu* *] is the copper ion concentration. If the tem-
perature is held constant, changes in the copper ion con-
centration will be reflected by the electrode’s potential.

This work was supported by the Department of the Navy.

Electrodes for detecting copper ions are avail-
able commercially. 1t was determined® that the silver
ISt was more sensitive to copper ions than was the cop-
per Isk. The former electrode and a fluoride ISk refer-
ence electrode were modified for use at sea (Fig. 1). The
silver ist: was simply a pressed pellet of silver sulfide
onto which a conductive lead was epoxied. The pellet
was epoxied into an inert polyvinyl chloride body, as
was the lanthanum fluoride (LaF,) sensing element of
the reference electrode. This electrode requires an inter-
nal filling solution, which was sealed in place with
epoxy. Both electrodes were about 3 in. long and 0.5 in.
wide. A platinum electrode was used to establish a
ground for the electronics.

The three electrodes were plugged into the face-
plate of the underwater electronics (Fig. 2), and a Plexi-
glas flow cell was added to the underwater package.
Water enters the center of the flow cell, impinges
directly onto the copper-sensitive elecirode, and is de-

Conductive
lead

Ag2S

Conductive
lead

Polyviny! chloride

Solid
epoxy
Reference electrode

Fig. 1 Modified commercial electrodes.
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flected to either side. This design permiis complete
flushing of the flow cell. The assembled package was in-
stalled in a tray (Fig. 3) that was inserted into a towed
body. Water is fed to the electrodes by means of a circu-
lating pump located in the front of the tray. A normal
flow rate of four liters per minuie was established. Two

Working
electrode

a2
0/ Flow cell
unit 1

syringe pumps were modified for underwater use so
that known quantities of siandard solution could be
injected into the flow {or calibration,

The first at-sea test-of the system was conducted
off Grand Bahama Island in January 1980. The sensor

Reference
electrode

Electronic
package

Flow cell
unit 2

Fig. 2 Flow cell assembly.

Mix Syringe
chamber

Circulating Flow
pump cell

Depth
transducer

Underwa_ter Junction Fluorometer
electronics box
housing

Fig. 3 Underwater tray.
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was towed at a depth of 50 fit and a speed of 4 kt. Cop-
per ion curtains, one mile long (Fig. 4), were laid to sim-
ulate copper ion fluctuations in the ocean. The towed
body was passed through the curtain to determine if the
electrode could sense the fluctuations. The concentra-
tion of the curtain was varied by adjusting the concen-
tration of the cupric nitrate added to the shipboard
curtain-laying solution.

The test showed that a system for continuously
monitoring trace metals in the ocean can be deployed.
Concentration changes as low as 0.2 part per billion
were detected. This concentration is within the range
one would normally find for a background copper
level.** Testing done several months later dockside on
St. Croix, U.S8.V.1., showed that concentration incre-
ments as low as 0.02 part per billion could be observed
easily.

The system does have two serious drawbacks. Its
response time is very slow (on the order of five 10 ten
minutes). Also, the electrodes do not follow Eq. I at
these low concentrations; they respond linearly with
concentration change. These two facts prevent the sys-
tem from monitoring the copper content in the open
ocean quantitatively. However, the system can high-
light qualitative changes. In a continuous tow mode, it
can pinpoint anomalous regions of high or low concen-
trations that may otherwise go undetected by conven-
tional batch-sampling techniques. A chain of these
electrodes could be used 10 profile the anomalous re-
gions, and this, in conjunction with conventional batch
sampling techniques, would permit the regions to be
mapped quantitatively.

The system has demonstrated the feasibility of
monitoring trace elements continuously in the open
ocean. If it is towed near shore or near the mouth of a
river, the trace metal concentration probably would be
several orders of magnitude higher. At such concentra-
tions, the electrodes are again obeying Eq. 1, and quan-
titative results can be obtained without the aid of batch
analysis.

Fig. 4 Deployment of dyed copper curtain.
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COMPARISON OF ACOUSTIC TRANSMISSION LOSS
MEASUREMENTS IN CONVERGENCE ZONES

A. M. Diamant

The evaluation of the capability of passive
acoustic systems requires the knowledge of sound
propagation loss in the sea. Some information on the
statistical behavior of acoustic transmission loss was
obtained from measurements made during the 1976 sea
test.

BACKGROUND

A major difficulty in predicting passive sonar
performance is assigning appropriate values to trans-
mission loss (TL), which is the measure of acoustic
power loss resulting from spreading and attenuation.
TL, one of the parameters determined by the medium in
the sonar equation,' varies in space and time as a
function of the sound-velocity structure in the ocean.

Historically, sound-velocity profiles (SvP’s),
which are measures of sound velocity versus depth,
have shown changes with time and with ocean region,
especially in the first 1000 ft or so of depth.? The
question at issue is whether the perturbations in the
SVP's have a significant effect on sound propagation as
itis reflected in TL statistics.

A 1976 sea test included an experiment to
measure TL across an extent of the Pacific Ocean. The
goal was to determine if there were stable statistical
patterns in the TL, in spite of fine structure variations
across distance and time.

DISCUSSION

The 1976 test took place in a deep-water region
of the Pacific, about 450 nmi northwest of San Diego,
within an area of about 10,000 mi2, Two surface
research vessels wure used. One towed an array of
hydrophones at a depth of about 600 ft, and the other
towed an acoustic signal transmitter at a depth of about
300 ft. Among the transmitter emissions were three
tones in the midrange of acoustic frequencies.

Over a period of about two days, there were two
test runs in which the vessels closed on each other at a
uniform rate from about 100 to 2 nmi separation. The
runs took place along widely separated tracks within the
test area. Wind and sea state varied over the period of
the test, and SvP’s measured along the courses showed
the expected variations in the sound-velocity structure.

This work was supported by the Department of the Navy.

During the runs, continuous readings were made of the
transmitted and received signals.

In the log or decibel domain, 11 is the difference
between the transmitied and the received signal levels.
In the Laboratory, the recorded data were used to
generate plots of TL in decibels versus range in nautical
miles for each of the three tonals. One such plot (Fig. 1)
covers 22 10 37 nmi for the lowest frequency tone, for
each of the two runs. The first convergence zone (C7) is
indicated on the plot. A ¢z is a region of significant
signal enhancement as a result of focusing; it occurs at
range intervals determined by the position of the source
and the physics of the sea channel.' The widthofa ¢z is
proportional to its range. In this exercise, three ¢2’s
were traversed within the maximum range of ap-
proximately 100 nmi. The analysis of Tt was restricted
to the areas of convergence gain.

A visual comparison of the plots in Fig. 1 reveals
general structural similarities within the ¢z, although at
any particular range the TL values may differ by several
decibels. To compare the TL values in the two runs sta-
tistically, cumulative relative frequency distribution
functions were constructed. Figure 2 is a set of distribu-
tion functions for the two runs and the first three ¢z’s,
at the lowest frequancy. There is generally good agree-
ment between the distributions of TL values within the
same CZ. The offsets between ¢z’s are to be expected
because of spreading and attenuation with range.

Table 1 presents the means and standard
deviations, in the decibel domain, of TL for the three
frequencies, three ¢2's, and two runs. The similarities
between runs are evident in parts (a) and (b) of the
table. Part (c) gives the averages of the two runs, The
differences in the means from the lowest to the highest
frequency are about what would be expected because of
increasing attenuation with frequency.

To address the question of how consistent the
distributions of TL values were, the distribution func-
tions for the two runs were compared for the different
cz’s within each run and for like ¢2's in the two runs.
The Kolmogorov-Sm‘. aov (K-S) goodness-of-fit test®
was applied to pairs of distribution functions to get a
statistical measure of how closely related the members
of each pair were to each other. Inputs to the test are the
number of samples in each distribution being compared
and the maximum distance, D, along the percentage
scale between the two functions. The output of the test
is the significance level, a, which is the probability of a

it
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Fig. 2 Transmission loss distribution functions, first through
third ¢z, lowest frequency.

separation, D, occurring if the two distributions were
constructed of samples from the same parent
population. In other words, a large o (close to unity)

to pairs of the data sets to compare like and unlike €2's
within and between the two runs at the lowest
frequency. Part (a) of the table compares like ¢2’s in
the two runs. The two second ¢z's compare well with
each other, as do the two third ¢2's. The first ¢Z's do
not, with a value of o of 0.30. However, if one of the
first 7 distributions is shifted along the decibel scale to
minimize D, the comparison is good. The amount of
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MEAN (M) AND STANDARD DEVIATION (o) OF
TRANSMISSION LOSS IN THE DECIBEL DOMAIN

Table 1

VERSUS RUN, FREQUENCY, AND ¢z

550 H:z 750 Hz 1050 Hz
¥
M 4 M [ M o
(a) Run 1
t 84.8 6.0 848 59 86.0 6.2
2 90.1 6.3 90.6 6.3 929 7.2
3 95.8 7.0 96.7 7.0 98.3 6.9
(b) Run 2
1 85.4 5.6 86.1 6.0 86.5 5.7
2 89.7 6.1 89.6 6.4 91.3 6.2
3 954 6.6 96.6 6.6 98.7 6.5
(c) Average of Runs 1 and 2
1 85.1 5.8 854 6.0 86.2 6.0
2 89.9 6.2 90.1 64 92.1 6.7
3 95.6 6.8 96.6 6.8 98.5 6.7
Table 2

KOLMOGOROV-SMIRNOYV DISTRIBUTION TEST

APPLIED TO PAIRS OF 1. SETS
BETWEEN c7z's AND RUNS

(a) Like cz's, Run 1 versus Run 2

oz « without a with

’ Mean Removal Mean Removal
1 0.30 0.78

2 0.98 0.98

3 0.77 0.98

(b) Unlike cZ’s, with Mean Removal

CZ  v8., (2 a of Rum 1 o of Run 2
] 2 0.93 1.00
2 3 1.00 0.97

1 3 0.99 0.79

relative shift is about the same as that caused by the
removal of means, in this case about 1 dB.

Part (b) of Table 2 compares different ¢z's
within each of the two runs. The removal of the mean is
expected and necessary because of spreading and at-
tenuation losses with range. The ¢2's compare well:
first to second, second to third, and first to third.

CONCLUSION

A visual comparison of the TL distribution
functions in the two runs shows similar statistics in
corresponding ¢Z's and at corresponding frequencies.
Offsets between unlike ¢z’s and frequencies can be
attributed largely to predictable spreading loss and
attenuation differences.

A mathematical comparison of the TL
distribution functions at the lowest frequeacy, using the
K-S test, supports the visual impression of similar
statistics across runs and z's provided, in general, that
there is mean removal.

Autocorrelation functions show a pattern of
longer correlated range intervals with farther ¢2’s, the
correlated interval being on the order of 1 or 2% of the
CZ exient.

The analysis results show the TL statistics to have
been insensitive 1o the svP variations in the test area.
This evidence helps in the design of models to set
detection thresholds.
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COMPUTER TECHNOLOGY APPLICATIONS
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INTRODUCTION

Computer systems play an impottant role in APL’s contributions both to
national defense and to the solution of civil problems. Extensive computational
facilities are maintained by the Laboratory to support the work of its scientists
and engineers.

The central digital computer facility consists of an IBM 3033
multiprocessor with high-speed large-scale dual processors. The 3033 has a basic
machine cycle time of 58 ns with overlapped instruction execution and has an
advanced virtual memory operating system. lis main memories contain 16
million bytes. This capability is supplemented by auxiliary direct access storage
totaling 115 billion bytes (disk and mass storage). The facility serves a wide
variety of tasks including large-scale simulations, complex analyses, and data
processing and reduction. Extensive use is made of interactive processing for the
real-time solution of problems; about 700 remote terminals are available.

APL also supports two analog/hybrid computer laboratories. Analog
and hybrid computations are essential to the solution of complex problems,
particularly when Jarge numbers of simultaneous differential equations must be
solved. Hybrid facilities can economically simulate large physical systems
composed of continuous and discrete processes as well as real-time simulations
that include hardware in the loop. APL’s two hybrid computer laboratories are
the Interactive Simulation Laboratory (ISL) and the Guidance System
Evaluation Laboratory. The EAI 680 analog computers in the ISL are interfaced
with an [{BM 3033 digital machine that is part of the multiprocessor con-
figuration. The other hybrid system, consisting of an EA] PACER 600 system
interface to missile hardware and a radio-frequency test-chamber darkroom, is
used primarily to test missile guidance hardware.




This section contains five articles representative of the computer-related
projects at the Laboratory. The first article describes the new hybrid computer
implemented in the ISL and interfaced to the 1BM 3033, The new computer
system incorporates an intelligent hybrid interface that significantly improves
the digital sample rate, allowing for more efficient use of the digital computer.
This will improve existing airframe, attitude control, and other simulations run
on the system.

The second article describes an image display system that has been in-
terfaced to the IBM 3033. It consists of both hardware and software interfaces
that allow for the storage and display of complex image data. Examples of Navy
research involving digital image processing include target recognition studies,
wide-area guidance and control, and cruise-missile scene-matching studies.

Three articles describe software systems implemented on the iBM 3033.
The first, an interactive system for the APL language, allows full use of the {BM
3033 multiple virtual storage operating system, permitting use of this large-scale
computing environment under control of ApL-coded algorithms. A regulatory
environment assessment system, described in the next article, provides a general
approach for the management of moderately sized document collections and also
the ability 1o retrieve information rapidly. A data dictionary developed to
support th- NQUIRE Data Base Management System is discussed in the final
article. The data dictionary allows for the flexible and efficient use of this system
by providing essential definition maintenance and definition extraction func-
tions.




HYBRID COMPUTER SYSTEM
BASED ON THE IBM 3033

M. D. Lasky, F. W. Miller, T. G. Boland, P. F. Bohn,
H. D. Pixler, N. K. Brown, and R. B. McDowell

A new hybrid computer has been implemented
by APL personnel as a necessary part of APL’s tran-
sition from an IBM 360/91 to an IBM 3033 central
digital computer. The analog computer has remained
the same. The opportunity afforded by this transition
has been taken to develop an original design of an
intelligent hybrid interface that allows substantially
greater efficiency in the digital computer. The improved
efficiency allows a closed-loop sampling rate of 1000
samples per second as opposed to the previous 400
samples per second. Key simulations that have benefit-
ted are the six-degree-of-freedom (DOF) rolling air-
frame missile and the 6-DOF satellite attitude control.

BACKGROUND

The first hybrid computer at APL, completed in
1970, was a combination of a large Electronic Associ-
ates, Inc. Model 680 analog computer tied to an IBM
360/91, the Laboratory’s main digital computer. The
system grew out of needs characterized by large
physical system simulations involving many simulita-
neous differential equations, hardware tie-ins, and a
need for real-time interactive control. Then, as now,
those needs could only be met by a large-scale hybrid
computer.

When the IBM 3033 was planned to replace the
360/91, plans were also made to redesign and minimize
the hybrid program synchronization and the input/
output (1-0) software, functions that would be handled
by an intelligent interface adapted to the different
architecture and operating system of the 3033. Imple-
mentation of the new hybrid system was effectively
completed in September 1980; however, limited opera-
tions began in February 1979.

The real-time workload imposed by the hybric
system on the 3033 has been accommodated without
noticeable effect on the normal concurrent operations
of the digital computer. No other hybrid compute-
system is known to be able to run concurrently with all
other operations of a large-scale, general-purposc cen-
tral digital computer. )

The hybrid computer largely supports missile
performance studies for the Navy but is also used for
submarine performance studies, the design and devel-
opment of NASA earth satellite control systems, and

This work was supported by Indirectly Funded R&D.

automotive vehicle studies for the Department of
Transportation.

DISCUSSION

Most, if not all, large aerospace contractors use
hybrid computers for a variety of large system-develop-
ment programs. The applications are well established in
the literature, in particular, in the journal of the Society
for Computer Simulation. Examples of specific ap-
plications at APL include the 5-DOF Standard Missile-1
and -2, the 3-DOF signal processor for Standard Missile-
2, the 6-DOF rolling airframe missile, the 6-DOF satellite
attitude control, the 6-DOF Harpoon missile, the 3-DOF
Pershing missile, and automotive vehicles withup to 17
DOF. !4

The work reported here is the improvement of a
large-scale hybrid computer not only by means of a very
powerful third-generation digital computer but also by
performing many operations in the 170 channel hard-
ware that were formerly done by software in the central
processing unit (cpu). Using the 170 channel as a
“‘smart’’ device improves the effective speed more than
two-fold. The improvement is effected by removing
much of the system control from the CPU and having it
carried out in a simultaneous or parallel manner by the
interfaces between the digital and analog computers.
This parallelism in hardware minimizes contention
between hybrid jobs and other digital computer work,
eliminating the usual practice (in the industry) of
acquiring two digital main frames, one for hybrid and
the other for general-purpose work.

Figure 1 illustrates the major hardware features
of the 3033-based hybrid. The single most important
component in the new system is the hybrid system
synchronizer (Hss), which, as a part of the interface,

.kes over the synchronization of digital and analog
-unctions. These functions were CPU-based in the previ-
ous system using a real-time monitor. Conventional
dedicated digital computer systems also manage syn-
chronization using a real-time monitor. Working in
parallel with the cpu, however, the HsS allows two
substantial improvements:

1. Elimination of hybrid-related synchroniza-
tion and 170 overhead, thereby allowing
more efficient processing of all jobs on the
digital computer; and
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Fig. 1 APL hybrid computer digital subsystem.

2. A near-zero likelihood of hybrid malfunc-
tions affecting the 3033 because most hybrid
functions are prevented from running in the
privileged state as part of the operating sys-
tem.

Along the same lines, another key function has
also been off-loaded from the digital computer — the
need to issue start 170 commands to transfer data and
commands between the analog and digital computers.
This time-consuming operation is now handled by
software in the 1,0 channel itself, synchronized by the
HsS. The technique, called a chained channel program,
is not new but is new to hybrid systems.

Another important feature, not found in most
other hybrid systems, is the conversion in interface
hardware of the fixed point analog data to floating
point digital data and vice versa. In the 360/91-based

system, this was done by software in the CPU. Again,
substantial overhead has been eliminated.

References 5 and 6 detail the previous system. A
forthcoming paper will detail the 3033-based system.
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INTERFACE OF IMAGE DISPLAY SYSTEM TO

APL’S CENTRAL PROCESSING SYSTEM

T. G. Boland, D. Brocklebank, and R. E. Stovall

Hardware and software interfaces have been
developed for use between an image display system and
the Laboratory's IBM 3033MP computing system. The
display system features storage, processing, and display
capabilities that have been combined with the extensive
resources of the IBM 3033MP. Together they provide
APL scientists and engineers with a powerful and
versatile image analysis tool.

BACKGROUND

All branches of the Armed Services are in-
vestigating a variety of imaging systems (radar, for-
ward-looking infrared, and optical) for weapon
delivery applications. APL is participating in Navy
research programs involving digital image processing
including autonomous target recognition, wide-area
guidance and control, and the Tomahawk Cruise
Missile Program. Principal among these is the cruise
missile program, which is directed at developing and
analyzing optical scene-matching algorithms. The
algorithms are used to compare sensed optical images
of the terrain below the missile with stored reference
data to provide location information for the missile
during the terminal segment of flight.

Each program involves extensive computer
analysis of digital image data and requires some means
to display the images. There are several display-
hardware alternatives, but selection must be guided by
the needs of all users in diverse programs. The common
factor (and driving element) of the programs is their
analytical and experimental nature, which imposes
restrictions on the configuration of the image display
hardware. First, digital image data stored within a
computer and operated on by it must be displayed for
visual assessment within a reasonable time interval.
Display on an off-line device, although possible, is too
slow to be useful. Second, it is important to connect the
display system to a computer with which all users are
familiar and to which all have access. 1n so doing, user
training is reduced substantially and program results
are achieved more quickly.

The overall system configuration that meets
these and related restrictions is the direct, local con-
nection of image display hardware to the Laboratory’s

This work was supported by NAVSEASYSCOM and the Joint
Cruise Missiles Project Office.

IBM 3033MP central processing system. Display
monitors are located at the user's work sites. Image
display at near real-time speeds allows the user to
develop programs and analyze data interactively by
means of the widely used 1IBM Time Sharing Option
(TSO).

DISCUSSION

The basic components of a digital image display
system are a digital memory, a video monitor, and a
display controller. An image is stored in the memory as
a matrix of intensity values that the controller converts
to an analog video signal for display on the monitor.

The APL display system includes a Grinnell
GMR-270 image processing/display system. It contains
four banks of eight-bit image memory at a 512 by 512
display resolution and has two independent display
monitors. It has a powerful image processor that can be
used for image manipulation and enhancement, two
512 by 512 four-bit overlay memories, a video image
digitizer, two joystick input devices, and fuil color
capabilities. The overlay memories store an image that
can be superimposed on an image generated from the
other memories.

The requirement for nearly instantaneous image
display was satisfied by local attachment to a high-
speed, parallel data path (input/output (1-0) channel) in
the IBM 3033MP system. Figure 1 is a block diagram of
the major hardware components. An IBM 2701 parallet
data adapter serves as the link between the 1BM channel
and the non-IBM image display system hardware. The
2701 handles all channel control functions and presents
a parallel demand-response interface to the display
memory interface (pM1). The DMI, developed at APL,
multiplexes data between the 2701 and multiple external
parallel devices. The GMR-270 is the only external
device currently attached. 1t resolves data exchange
protocol differences and electrical interface incompati-
bilities. Display system software running in the IBM
3033 manages the flow of data to and from the display
hardware. Software control is accomplished through a
TS0 or APL terminal session.

Restrictions on cable lengths in the parallel data
paths required that the 2701, pmi, and GMR-270 be
located near the 3033. However, because low-loss
CATY coaxial cable was being used, it was possible to
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locate the video monitors and graphic input devices for
the GMR-270 at the users’ work sites.

Figure 2 shows the major functional components
of the pMmi. The bus interface module converts the 2701
signal interface to another form called the DMI bus,
which is a high speed parallel path on which data are
multiplexed to the DMI control module and to as many
as seven external device modules. bDMI control provides
power-on and programmed reset functions, controls the
selection of external device modules, and manages
asynchronous interrupts to the IBM 3033MP from the
external device modules. These modules, when enabled
by DMI control, transfer data between the DMI bus and
the external device, perform other necessary device-
dependent functions, and provide the proper electrical
signal interface to the device. The seif-test module, a
microcomputer that can perform diagnostic tests off-
line from the 3033 and the 2701, can exercise all func-
tions of the pmt and GMR-270 by mimicking com-
mand/data sequences from the 3033. This capability
allowed hardware testing to proceed concurrently with
3033 software development.

The software system that controls the pmi and
the GMR-270, APLIMAGE, was developed to meet
several design objectives: concurrent access to the
facility by multiple users, dynamic allocation of the

terminal

Grinneli
GMR-270

1BM
2701

DMI bus

Fig. 2 Block diagram of the display memory Interface. 108




various components of the hardware, high reliability
and performance levels, and interfaces to the two most
widely used programming languages, PL/1 and APL
(lverson’s language). APLIMAGE functions and the
overall software structure are shown in Fig. 3.

Although the Grinnell system may be controlled
by PL/I programs operating in a batch mode, it is most
conveniently used interactively with the APL language.
A set of simple APL functions permits loading of image
memories, configuration of image processing hard-
ware, cursor and joystick control, and resource man-
agement., The APL language itself offers the possibility
for considerable image manipulation, file processing
services, and, most importantly, an excellent environ-
ment for developing and experimenting with algo-
rithms.

The user of the display system must understand
the general design of the Grinnell hardware in order to
command it appropriately, because the software system
has not attempted to generalize the hardware o a point

Any number of
TSO and APL users

To 1/10 channel and
2701, om1, and Grinnell

Fig. 3 Structure of the software sysiem.

where its special image-handling capabilities would be
lost. The programmer interface seeks only to make it
convenient to control the hardware fully and 1o handle
images and subimages as conventional daia arrays in
whichever language is chosen.

AN APPLICATION OF THE GRINNELL
SYSTEM

The Tomahawk Cruise Missile Program is repre-
sentative of programs that are currently using the
Grinnell image processing/display system. During
flight, the cruise missile cross-correlates a sensed image
against a larger stored reference image. The location of
the maximum correlation indicates the missile’s true
position relative to that estimated by the navigation
system.

One concern of the cruise missile program is that
the true fix peak in the correlation surface may recede
1o a level near that of compeling false fix maxima.
Conversely, the false fix peaks may get too large.
Studies have begun of peak degradation caused by
sensor distortions such as incorrect scale and rotation.
Enhancement algorithms can lower the level of the false
fix maxima, and many algorithms have been im-
plemented in the Grinnell system. Figure 4 contrasts a
desert scene before and after application of an
enhancement algorithm. The first and third vertical
band: show the original image, and the second and
fourth bands show the enhanced image.

Fig. 4 Desert scene before and after application of an
enhancement algorithm.
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SUMMARY

The components of the image display system
hardware and software have been integrated and tested.
The system has already proven its value in the display
and visual analysis of image data for the cruise missile
program. Work is proceeding rapidly on the develop-

ment of applications software that will use the full
image processing and manipulation capabilities of the
Grinnell hardware. New applications of image
processing and display are being explored, and we
anticipate interest and vigorous activity in this area at
the Laboratory.

THE APL/MVS INTERACTIVE COMPUTING SYSTEM

D. Brockliebank and W. T. Renich

Although it has been in widespread use for over
a decade, the notation known as A Programming Lan-
guage (APL) has been of limited practical value as im-
plemented within computing systems. The APL/MVS
(Multiple Virtual Storage) Interactive Computing
System makes it practical to use this exceptionally
powerful notation (o address computing applications of
considerable size, complexity, and variety.

BACKGROUND

APL was designed by Kenneth Iverson (in collab-
oration with Adin Falkoff) as an aid to the development
and expression algorithms (independent of any com-
puter machinery); it was subsequently implemented
within early IBM systems so that one could experiment
with algorithms and observe the results. The notation is
a remarkably concise, highly general language, reminis-
cent of a rigorously conceived algebra. It has a few rules
that are applied in a uniform manner, and it is rich in
interesting indentities.

The original APL implementations for I1BM 360
computers provided interactive access from remote
typewriter terminals in a way that made it convenient to
enter, revise, and execute algorithms using small quan-
tities of data. Only a small portion of the capability of
the computer itself could be harnessed; typically one
could handle no more than 4000 real values at a time
(even though a Fortran programmer using the same
computer could easily handle 60,000 real values). Addi-

This work was supported by Indirectly Funded R&D.

tionally, the early implementations had no mechanism
for access to data files or for input/output other than to
the interactive terminal.

In spite of these engineering restrictions, APt has
become recognized for its intrinsic qualities and for sev-
eral important byproducts of its usage: greatly im-
proved programmer productivity, more reliable and
more convincingly correct programs, and very high lev-
els of program generality. It has been said that the
quality of the APL notation is a model for quality of
thought in algorithm design, and that it tends to elevate
the activity of programming (even by someone with lit-
tle understanding of computers) to a highly profession-
al level.

The Frank T. McClure Computing Center at
APL has a large-scale complex with an IBM 3033MP
computing system; the operating system for the com-
plex is known as Multiple Virtual Storage (Mvs). The
APL/MVS Interactive Computing System was developed
by the authors to make the capabilities of the full
computing system available to the APL user. Thus it per-
mits the large-scale computing environment to be ex-
ploited under control of ArL-coded algorithms.

DISCUSSION

Within the context of an organization like APL,
the use of Iverson’s notation can significantly improve
the productivity of people needing to do computing.
Exploratory calculations otherwise requiring weeks of
program development in Fortran, pL/1, or Pascal can be
accomplished in a matter of hours using APL.
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In order to make APL available to staff members,
the Computing Center has pursued a series of evolu-
tionary APL software systems. As a major computing
center, it usually obtains its software systems from
commerical and government sources; it was thercfore
natural to install on the 1BM 360/91 the best available
APL software system, known as APLSV (1974).

APLSV offered Iverson’s notation in an interac-
tive manner to multiple, time-shared terminals. It was
shown to be highly responsive and was used successfully
by Laboratory staff members. However, like its prede-
cessors, APLSV permitted users to have workspaces of a
limited size (approximately 100,000 8-bit bytes of
usable memory) and therefore limited the size of the
problems that could be solved conveniently using APL.

With the APLSV system came the introduction of
shared variables, a concept that permits orderly com-
munication between processes whether coded in APL or
not, for example, between ApL and Fortran, APL and
PL/I1, or APL and the operating system. Through shared
variables, APLSV offered users of the system access to
disk-resident data files having the same data formats
used by other languages. This file access was achieved
by building an auxiliary processor, a system program
written in non-APL that provides services to the APL
user.

APL was implemented in the IBM operating
systems of the 1960’s and early 1970’s. Through ad-
vances in operating system design, IBM produced the
Mvs operating system, which provided an evolutionary
change for its users and gave them greatly expanded
capabilities of virtual storage so that only the active
portion of a program needed to reside in the main
computer memory. ‘‘Swapping’’ or ‘‘paging’’ kept only
the active portions in real memory. [t became obvious
that the users of APL would not be able to enjoy the
advantages of the new technology unless an entirely
new software system were developed. Thus we began a
study of the available APL systems that would exploit
virtual memory technology.

Several seemingly adequate systems were avail-
able from software vendors. They all offered virtual
memory workspaces of up to several million bytes in
size, and they all offered some variety of data file
processing. The user had to learn the operating system
and the needed job control languages. The functions of
the operating system were not made part of the APL
notation. We decided to design and build our own APL

system to replace APLSV. We wanted to take advantage
of the engineering features of virtual memory and the
operating system and have the features used automati-
cally in the APL notation.

To do this, we obtained a totally abstract Apt
software product that is independent of any operating
system. We then intergrated that software with the Mvs
operating system. The new ApL/MVS provided the fol-
lowing capabilities in APL notation: terminal input/out-
put, virtual workspace management (up to four million
bytes per workspace), a library system for workspaces
(including long-term mass storage facilities), a complete
shared-variable subsystem for communication between
software processes, and an auxiliary processor offering
efficient data file processing and bulk output to line
printers, microfiche, etc. The system is now in produc-
tion use on the IBM 3033MP and has totally replaced
the old APLSV service. One of the most beneficial
aspects was that APL/MVS was compatible with APLSV so
that users could execute their previously written APL
algorithms without significant revision. As the need
arose, the users couid then take advantage of the new
extensions.

There are now more than 600 people enrolled as
users of the APL/MVS service, and the system is currently
holding nearly 7000 workspaces for them. Among the
saved workspaces are several hundred of a public na-
ture — available to all users of the system. Many of
those workspaces implement powerful capabilities us-
ing the APL language itself instead of the more tradi-
tional assembly language implementation: bulk report
generation and routing, inverted data base manage-
ment, and interactive inquiry software, to mention a
few. APL/MVS has proved to be an extremely reliable
system offering much better performance than its pre-
decessor.

By means of a technology-transfer agreement
with a commercial software organization, the APL/MVS
system software is available on a license basis to both
government and private organizations.
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APPLICATION OF REAS(ON) TO ADP

ACQUISITION REGULATIONS
B. W. Kuvshinoff and W. T. Renich

The Regulatory Environment Assessment Sys-
tem (ONline) (REAS(ON)) is an ensemble of compo-
nents that provides two capabilities: a solution to an in-
Jormation managemen: problem that arises in the ac-
quisition of automated data processing (ADP) technolo-
gy in the Department of Defense (DoD), and a tool for
analyzing the dynamics of the regulatory process as
reflected in the policy documents and regulations that
govern ADP acquisition.

REAS(ON) is at once a general approach to the
management of small or medium-sized document
collections, a practical means for retrieving information
quickly in critical situations, and a working model that
can help define special requirements for such systems in
other applications.

REAS(ON) may be viewed as a way to eliminate a
large part of ihe paperwork burden that now encumbers
regulatory documentation in DoD by centralizing the
updating function; only one machine file needs 1o be
kept current instead of the multiplicity of document
Siles presently maintained manually at the Pentagon.

BACKGROUND

The acquisition of ADP equipment by the
executive agencies of the Federal Government is
controlled by numerous regulations that stem from laws
passed by Congress, from Presidential Executive
Orders, and from rules promulgated by executive
offices such as the Office of Management and Budget
(OMB) and the General Services Administration (GSA).
Instruments issued by the higher levels of government
set overall policy that must be implemented by lower
level executive agencies. In DoD, for example, policies
and broad-based requirements are passed to the
respective military services in the form of directives and
instructions, which are implemented by the services
through regulations and detailed instructions to subor-
dinate commands. The latter, in turn, issue further,
more detailed instructions and guidelines tailored to
suit the particular needs and missions of specific
command units.

These rules and regulations concern such things
as the definition of need for ADP resources, planning,
budgeting, reporting, contracting, testing, evaluating,

This work was supported by the Office of the Undersecretary
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and a host of other activities involved in the acquisition
of coniplex systems.

Including public laws, six levels of regulatory
documents are in effect in the Executive Branch,
complicated by parallel hierarchies of instructions of
three military services and a maze of command-level
rules and guidelines. Altogether, over 30,000 pages of
regulations are in effect in DoD alone, and 11,000 pages
of new regulations or changes (o existing ones are issued
annually (not counting supplementing and im-
plementing documents issued by units below the
command level). Although a relatively small proportion
of these pages apply directly 10 ADP acquisition, the
figures show the scope of the paperwork problem that
REAS(ON) can help mitigate.

Another complication, one that applies specifi-
cally to large ADP systems, is that each acquisition, even
of a replacement system, is a new exercise. Because a
number of years pass before a system is replaced, one
finds that the technology has changed, the rules have
changed, and the original acquisition team has been
dispersed.

DISCUSSION

The Problem

The problem to be solved is how to select from
the large mass of regulations only those that apply to a
given computer acquisition program or, on a finer
scale, to determine what rules should be followed to
carry out a specific task. For example, what are the
current rules for evaluating a proposal for contract
award? Is cost/price the main criterion, or are other
factors more important? Such questions arise frequent-
ly in practice, and a great deal of time may be spent
searching for answers.

What is needed is an information management
system for regulations that would make it possible to

1. Maintain a complete collection of regulatory
documents, containing all of the latest
changes;

2. Identify documents that govern the major
phases of ADP acquisition or broad areas of
responsibility as they apply to various
organizational units at different levels; and
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3. Provide specific answers to specific ques-
tions during the course of an ADP acquisition
program,

The Solution

The REASON) system was developed to satisfy
these needs. Its software components are three sets of
commercially available computer programs. One set is
used to establish an input file of regulatory documents,
another is used to convert the input file to a form
suitable for information retrieval, and the third
provides and controls online retrieval. The software is
installed on an IBM 3033 computer.

The Database

The database comprises more than 200 regulato-
ry documents, including a few public laws, several key
OMB circulars, and large numbers of DoD directives
and instructions, Air Force regulations, and Navy
instructions. Army documents may be added in the
future.

Most of the documents contain fewer than 10
pages; if so, the entire document is keyboarded into the
database. Some, however, may have well over 100
pages; in that case, an extended abstract is prepared and
entered along with a table of contents.

Documents were selected in two stages. A core
group of documents was gathered by scanning printed
indexes for titles that were obviously relevant to ADpP
equipment acquisition. Then other documen.. were
identified through citations in the core documents.

Document Input Format

As might be expected, documents prepared by
different organizations differ widely in style and
content. To facilitate retrieval, a certain amount of
structure was overlayed on the original documents. For
example, exceptions to rules were gathered into a
paragraph named “EXCEPT" in order to make them
readily available in one place. The same procedure was
applied to definitions of special terms that are crucial to
the proper understanding of requirements in regulatory
documents.

The Online Search System

Information is retrieved from the database by
formulating search queries consisting of words that are
expected to occur in the desired text. Boolean operators
AND, NOT, and OR may be used to link query terms and
thereby make searches more specific. In addition,
proximity operators, ADJ. SAME, and WITH can relate

query terms spatially, respectively, next to each other,
in the same sentence, and in the same paragraph. Also,
searches can be restricted to particular portions of
documents — for example, titles or abstracts.

To illustrate the retrieval capabilities of the
system, let us try to find the answer to the question
posed abave: *‘What are the factors to be considered in
contract award?’’ We could formulate the search query
as follows (where the query numbers are provided by
the program):

00001 factors or considerations
with contract same award

where ‘‘factors’’ or *‘considerations’ is to be in the
same paragraph as ‘‘contract,”’ which is to be in the
same sentence as ‘‘award.”’ Twenty-six documents are
retrieved. To narrow the search, we add more terms,
thus:

00002 1 source ad)j selection

which tells the program to include *‘source selection’’ in
the initial query. The result is two documents. One is
DoD Directive 4105.62, ‘‘Selection of Contractual
Sources for Major Defense Systems,”” which states in
part:

In developing the (source selection)
criteria the proper balance shall be
established among technical, cost,
schedule, management, and other
factors.

Text preceding and following this statement in the
original document adds further relevant information.
Selected pages or entire documents may be printed if
desired. The system is described in detail in Ref. 1.

The Inventory System

Supporting the REAS(ON) database but in-
dependent of it is an inventory system that was
established to produce lists of database documents by
accession number and document number. Such lists are
convenient to check document currency when new
indexes are received or to check whether a document
has already been included in the database. The
programs for the inventory system are written in APL (A
Programming Language). The inventory system
database consists of the accession and document
numbers of documents in the REAS(ON) database as well
as the numbers of the documents cited in them. As the
inventory began to take shape, it was found that several
interesting features could be built in to make it useful to
policy makers and DoD managers in general.




With few exceptions, regulatory documents
make important citations of other documents. For
example, most regulatory documents cite authority
documents. Also, rather than detail a procedure or a
requirement, a document will reference another that
describes the procedure or requirement. Documents
amend, supplement, reference, cancel, supersede,
replace, and otherwise relate to other documents by
citation. In all, eleven relationships were defined and
programmed into the inventory system, together with
their reciprocals. Reciprocal relationships exist because
for every amending document there is an amended one,
for every supplemented document there is a sup-
plementing one, and so on.

As a result, citation networks can be displayed
for each document in the database. 1t now becomes
possible 10 map the extent of the role played by a given
document in the regulatory process. Most interesting of
the citation networks are authority chains and trees.
Heretofore, except through prodigious effort, there was
no way io determine to what exient a given policy
document was implemented by lower echelons. Now,
simple commands in the inventory system construct and
display authority trees upward from low-level im-
plementing documents or authority chains downward
from high-level policy documents. For the first time,
one can visualize the documents that implement a given
document or the network of documents that may be
affected if a substantive change is made in one of them.
Clearly, this is a potent analytical tool for regulatory
officials.

Several self-adjusting features have been built
into the inventory system to facilitate database
maintenance; (wo are of particular interest. Whenever a
document is renumbered. replaced, consolidated into
another document, or cancelled, its surrogate is
automatically moved to an archival list and every
citation to it in the entire database is tagged to show
that it is no longer in effect. The other feature concerns
changed and revised documents. In certain document
series, a suffix or change number is added to the docu-
ment’s number when it is revised. A semiautomated
function is available to change all citations in the
database to the current document number.

Original documents cannot keep up with changes
easily. Many instances have been found where obsolete
and cancelled documents are cited as if they were still in
force. Changes that are issued to correct individual
documents are unsatisfactory because they become lost
or, because of the tedium involved in inserting pen and
ink changes, are ignored. With REAS(ON), every user

may be assured of access to the most current version of
each document in the daiabase.

SUMMARY

REASON) and its adjunct inventory sysiem can
serve both Federal acquisitions personnel and regulato-
ry policy officials. Some of the features are useful 10
both groups, others are of more interest 1o one or the
other.

In a practical operational situation, anyone
planning an ApP acquisition can, at will, gather all
mentions of a given topic in every relevant document so
that he can deal with all requirements related (o that
topic at once, rather than piecemeal. Knowing in ad-
vance the full scope of the requirements that exist for
each detail of a proposed acquisition program is a
valuable asset to effective planning.

The retrieval of parallel texts from the set of
regulatory documents affords important advantages 1o
regulatory officials. 1t becomes possible to collect all
texts dealing with a given requirement to compare
them, side by side, for redundancy, conflicts, and other
difficulties. The ability to display relationship para-
digms facilitates the study of the anatomy of the regula-
tory documentation system.

Finally, a considerable reduction in paperwork
and probability of error, together with a saving in time,
may be realized through RrASON) and the inventory
system because the maintenance of regulziory docu-
ment files is centralized. As an example of an immedi-
ate application, the Pentagon operates a number of self-
service document distribution centers. On a recent visit
to one, at least half of the documents sought were out
of stock. Several that were obtained had one or more
pages of changes appended to them. Aside from the
mentioned difficulty with pen and ink changes., one can
never feel certain when dealing with such a system that
all changes are in hand.

REAS(ON), or a similar system, could eliminate
redundent files and the manual entry of changes by
document users, and could ensure that each document
is as current as the most recent update of the single
master file.

REFERENCE

'B. W. Kuvshinoff, REAS(ON) Muanual (Regulatory Enviromment
Assessment Syster (ONhine), THU APL SR 81-2 (1eb 1981).




112

APL/DATA DICTIONARY SYSTEM

B. J. Pride

Data dictionary systems are usually closely
related to one or more database management systems.
The INQUIRE Database Manag~ment System, installed
at APL, lacked an adequate data dictionary system, and
therefore the APL/Data Dictionary System (APL/DDS)
was developed.

BACKGROUND

A data dictionary is primarily a documentation
tool that centralizes and clarifies data definitions and
specifications. For example, each field in a database
record has the characteristics of name, length, type,
position, etc. (A field is a named piece of information
in a file or database, and a record is a collection of
fields whose values relate to a specific person or thing,
such as a personnel record.) This information would be
stored in a dictionary along with the field’s contextual
definition (how data values are to be interpreted).
Bringing this information into a central dictionary
often reduces the ambiguity that may occur when a field
apparently has multiple uses or is associated with muliti-
ple databases. For example, suppose an organization
has two databases that deal with employees. In each
there is a field designated ADDRESS. However, in one
database it refers to an employee’s home address while
in the other it is the employee’s office location. In this
case, ADDRESS refers to two different pieces of in-
formation.

Data dictionary systems have been widely ac-
cepted by the data processing industry as the best way to
organize information pertaining to the definitions and
specifications of a company’s data resources. The sys-
tems are available commercially, but usually they are
designed to have a symbiotic relationship with a target
database management system (a set of computer pro-
grams that provides an environment for organizing,
storing, retrieving, and securing data). For example, the
IBM’s Data Dictionary DB/DC supports only an IMS
database management system and is implemented as an
IMs database (IMs is a computer program).

The INQUIRE Database Management System is
available to users of APL’s IBM 370/3033 computer if
their problems are best solved by a database approach
(see Ref. 1 for an overview of the system capabilities).

Although data dictionary software was supplied
with the INQUIRE system, it was weak in many areas

This work was supported by NAVSEASYSCOM.
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considered by the Computing Center to be vital for gen-
eral Laboratory use:

1. The INQUIRE dictionary was not implement-
ed as a database but as a flat file (a flat file
has only one data retrieval strategy while a
database has many).

2. There was no maintenance program (o en-
sure that the integrity of the dictionary data
would be maintained.

3. No facility for securing data was provided.

4. The dictionary report software was inflex-
ible; that is, there was little or no choice of
report format or content.

Unfortunately, no commercially available data
dictionary system supports the INQUIRE system. To
purchase a commercial system would also require the
purchase, installation, and maintenance of a second
database management system. Thus, the APL/DDS was
designed and written as a companion to the INQUIRE
system.

DISCUSSION

APL/DDS is a data-resource information-manage-
ment tool comprising a set of computer programs
(software) written in the PL/I programming language
and a set of INQUIRE databases, which the software
manipulates. The system is divided into two functional
areas, definition maintenance and definition extraction.

The APL/DDS database contains information
about fields and databases that can be divided into two
categories: attributes (such as the physical attributes of
length and type) and definitions.

A field’s definition is a description of what the
value stored in a field represents. For example, suppose
there is a field called X in a database called Y. Further,
suppose that the value for X in a particular record is
1.5. What can be said, then, about X? It is not clear at
all what X represents. It could be a measurement, an
amount, or a code. The field definition information in
the APL/DDS will explain to anyone analyzing data from
database Y how to interpret field X.

The definition of a database is a general descrip-
tion of its contents and a statement of the information
storage/retrieval problem that the database was intend-
ed to solve.




The APL/DDS maintenance program provides the
mechanism for storing attribute and definition infor-
mation in the dictionary database. It examines the attri-
butes, such as field type, for correctness and prompts
the operator to correct erroneous information, thus im-
proving the probability that the dictionary’s informa-
tion is correct. The maintenance program is interactive
and makes use of the electronic *‘form-fill-in’’ capabil-
ity of the [BM 3270 series cathode ray tube terminal.
This capability allows the terminal operator to fill in
attribute and definition information with a single
prompt. This approach simplifies the use of the mainte-
nance program and further reduces the possibility of
errors because the operator has a chance to correct
typographical errors before they can enter the diction-
ary. Also, since it is independent of system response
time, there is no loss of train of thought as when the
operator must wait for a prompt for each unit of infor-
mation. Figure 1 is an example of a data dictionary
prompt.

Once a database and its fields have been defined
to the data dictionary, that information is used in a
number of ways by APL/DDS reports and utilities.

Reports

Five standard dictionary reports were written
using the INQUIRE query language.* They have three

*One of the attractive features of the INQUIRE system is its
query/report-generation language. With this easy-to-use, easy-
to-learn, English-like language, users of INQUIRE can produce
rather sophisticated reports from their databases (in this case
the dictionary) without having had previous data-processing

potential audiences: the Database Administrator, the
computer programmer/analyst, and the end user (usu-
ally a non-data processing individual who uses daia
from the end-product database). The standard reports
are designed to serve as database documentation, to be
used in guides for database usage, and to aid in identi-
fying and preventing data redundancy wherever feasi-
ble.

The dictionary documents where fields are used
(reports, programs, etc.), so the reports can be used to
study the potential impact of planned changes to field
attributes.

Database Design and Creation

There are three steps to the implementation of an
INQUIRE database: designing it, gathering the data with
which it will initially be loaded, and creating it. The
data dictionary software can help perform two of these
steps.

The Database Administrator designs a database
to solve a specific information storage/retrieval prob-
lem. Often some of the information he needs in order to
solve that problem is not new and already resides in a
database. Using dictionary reports, he can determine
what data fields already exist and what fields are com-
pletely new. He can then decide what new databases
must be created, how existing ones can be used in
conjunction with the new ones, and whether to dupli-
cate a particular field in the new ones. (This creates
what is called controlled redundancy; since it is a
known redundancy, programs can be written to ensure

experience. the integrity of all occurrences.) Thus the dictionary can
[ COMMAND: KEYWORD: )
ATTRIBUTE FOR COST IN FINANCE DATE: 790810
ADD PANEL o
FIELD FORMAT: n TYPE OF KEY: ITEM REQUIREMENT: FIELD 1ENGTR: 6

PRINT FORMAT: $k
OFFSET OR CURRENT BOUND:

ORDER IN FUT: 5
INITIALIZING GROUP: 4fc
VALIDATION CRITERIA:
SOURCE ¢

N

FIELD TYPE:  PARENT FIELD OR MAX. BOUND:.

ENGLISH NAME: project cost in thousands of dollers
DATA DEFINITION CODE: §  EUAMENT STATUS: P
MAINTAINING GROUP: afc

Upper case letters: information to be provided
Lower case letters: data that have been filled in

Fig. 1 Sample of an ApL/DDs maintenance program prompt.
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be used as a decision-making tool as well as a documen-
tation tool (see Fig. 2).

The INQUIRE system keeps the physical attributes
of the fields in a special portion of the database called
the field definition table (FDT). This table must be
supplied by the Database Administrator when he cra-
ates a database. All the information required to form
the FDT is stored in the ApL/DDS database; therefore, a
PL/1 dictionary utility was written to extract the physical
attributes of the fields from the dictionary.

A second dictionary utility (also written in PL/1)
uses this FDT and the physical attribute information
from the dictionary along with some user-supplied pa-
rameters (such as how many records the database will
eventually contain) to calculate magnetic storage device
(disk) requirements and the control language required
to actually create and load the database.

Generates dictionary
reports on data base
under development

Generates FOT

DBA - Data Base Administrator
EDT - field definition tabie
JCL - job control language

Fig. 2 Example of how the Database Administrator uses the dictionary.
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Uses of APL/DDs

More than 50 databases are defined for the
APL/DDS, including those that comprise a management
information system developed by the Computing
Center for Laboratory use, one to track personnel
applications, a personnei locator, an IBM 370/3033
computer system log, a hydrogen maser parts in-
ventory, and the two databases that make up the data
dictionary itself. These databases were designed and
created using the APL/DDS maintenance and utilities
programs. Dictionary reports are included as part of the
documentation of the management information system.

A generalized maintenance program has been
written? that uses data attribute and validation in-
formation from the dictionary and IBM 3270 screen
layout descriptions from a “‘screen’’ database. The pro-
gram creates an interactive environment that allows a

Security
provisions

Security
provisions

Generates JCL

Authorizes user views
for new data base

: il OBA uses the generated
ERll FOT and JCL to load
Il the data base




terminal operator 10 key in additions or modifications;
performs any required validation; and then adds,
replaces, or deletes records in the target database.
Almost any INQUIRE database can be maintained by this
one program. Because non-INQUIRE flat files can be
defined to the dictionary, the program will maintain
those as well.

APL/DDS, like other dictionary systems, is a tool
to aid the Database Administrator, the program-
mer/analyst, and the end user. It is a documentation
tool but also paves the way for the effective use of

information, as demonstrated by its interrelationship
with the INQUIRE system and the generalized main-
tenance program.

REFERENCES
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3B. J. Pride, Applied Physics Laboratory Data Dictionary Sysiem
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INTRODUCTION

It was recognized early by The Johns Hopkins University that there had
been a dearth of successful efforts to bring organizations with expertise in the
physical sciences and engineering, gained from defense and space programs, into
medical research and development. It was further recognized that the University
was in a unique position to bring this about because three divisions of the
University — the Applied Physics Laboratory, the School of Hygiene and Public
Health, and the Medical School — are highly competent in their own areas of
expertise, spanning the sciences, systems technology, and medicine. It was
therefore decided more than a decade ago to institute a collaborative
multidisciplinary program on a more general and systematic basis than had
existed in the past. This interaction has resulted in many sponsored programs in
ophthalmology, neurosensory research, cardiovascular systems, prosthetic
devices, radiology and nuclear medicine, biomedical engineering, and health-
care delivery.

APL contributions to these collaborative medical programs have been in
the areas of instrumentation, theoretical modeling, systems engineering, ex-
periment design, simulation, technique development, and computer ap-
plications. The collaborative program runs the gamut from basic physiological
research to direct engineering support of the health-care delivery systems at the
Johns Hopkins Hospital.

The results of the research and development are reported in the open
literature, principally in biomedical, biological, and medical journals. During
the program’s relatively short life, over 200 papers and book chapters have been
published and many instruments for research and clinical application have been
developed. APL staff members have assumed line responsibility for Johns
Hopkins Medical Institutions in areas where technology can make specific
contributions to patient care and to health-care delivery, including radiation
physics, clinical information systems, and clinical engineering.

The articles selected for this section show the wide range of APL efforts.
There is a report on providing technical guidance for expanding the radiation
oncology wing of the Johns Hopkins Oncology Center. An operating system is
described for a High Technology Equipment Quality Assurance Program that
has been developed for the Johns Hopkins Hospital. In the area of fundamental
medical research is a report on studies of structural alterations to the cornea of
the eye from exposure to infrared radiation. There is a discussion of biofluid
mechanics experiments that are being conducted to appraise the relationship of
hemodynamics to the progress of atherosclerosis. The final article describes a
programmable implantable medication system for the delivery of medicines in
the human body.

Further details of this and other work are reported in the Biomedical
Research, Development, and Engineering Annual Report (JHU/APL MQR),
which is published in November of each year.




RADIATION ONCOLOGY CLINIC
D. G. Grant

The Division of Radiation Therapy of the Johns
Hopkins Oncology Center has recently undergone a
major expansion. Three additional therapy treatment
rooms were added to the existing facility and new major
therapy equipment was installed, resulting in a con-
siderable expansion of the Radiation Oncology Clinic’s
patient load capability. Major efforts in engineering
design by APL were required to complete the ex-
pansion.

DISCUSSION

The Division of Radiation Therapy conducts a
major cancer therapy clinic that provides both inpatient
and outpatient care to approximately 120 patients per
day. Therapy sources include two 4 MeV linear ac-
celerators, a dual-mode (X-ray, electron) 10 MeV linear
accelerator, a dual-mode 15 MeV linear accelerator,
and a cobalt-60 teletherapy source. The clinic also
provides major isotopic implant services using radium
and radioactive iridium.

To support this project, a radiation shielding
design consistent with national standards and the State

Output, 250 R/min :
Background, 0.01 mR/hE=

xre ats gantry
90° full field

0.09 mR/h§
B1-1858

0.3 mR/h

: Staff corridor

Fig. 1 Radiation survey resalts, Clinac-20 room.

This work was supported by the Johns Hopkins Oncology

120 Center.

of Maryland code had to be developed. Basic require-
ments were established based on anticipated patient
workloads, use and occupancy factors, and material
guidelines for a maximum exposure for nonradiation
workers of 10 mR per week. The principal concerns
were primary radiation barriers and the barriers
required to protect against spuiious neutron produc-
tion. Typical barrier requirements were 6 ft of concrete
with 8 in. of embedded steel. The neutron barriers were
designed into the room doors (i.e., 6 in. of borated
polyethylene and | in. of lead).

Radiation surveys conducted in the facility in
June 1980 (Fig. 1) indicated that all levels are well with-
in facility design goals and national recommendations.’
Certification for use of the facility has been obtained
from the State of Maryland.

As a part of the radiation therapy expansion,
three additional machines were purchased: two high-
energy linear accelerators (Fig. 2) and a therapy simula-
tor. The APL Physics Group was responsible for all
technical aspects of room preparation. Complete engi-
neering requirements for installation (electrical power,
heating, ventilating, air conditioning, etc.) as well as

?16.8

Control
area
B1-165 Q‘—OLB
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Fig. 2 Varian Clinac-20 dual-mode linear accelerator after
completion of the engineering installation.

HIGH TECHNOLOGY EQUIPMENT
QUALITY ASSURANCE PROGRAM

D. G. Grant (APL) and T. M. Judd and
J. T. Lalmond (Johns Hopkins Hospital)

The Johns Hopkins Hospital (JHH), in
collaboration with The Johns Hopkins University
Department of Biomedical Engineering and APL, has
established an institution-wide High Technology
Equipment Quality Assurance (HTE/QA) Program. The
program was established to assure the hospital that the
high technology devices and systems used directly in
patient care are both safe and effective.

The program has achieved operational status
and was officially turned over to the JHH Clinical
Engineering Services group on July 1, 1980.

This work was supported by the Johns Hopkins Hospital.

physical and functional layouts were developed and
provided to the architects and engineers for integration
into the facility design. This project required con-
siderable coordination among vendors, architects, plant
engineers, hospital administrators, construction project
managers, and contractors.

As of September 1980, all major equipment had
been installed, calibrated, and certified and is now in
use.

REFERENCE

V Siructural and Shielding Design and Evaluation for Medical Use of X-
rays and Gamina Rays of Energies up to 10 MeV, National Council
on Radiation Protection report 49 (1976).

BACKGROUND

Modern health care is a technology-intensive
activity that requires comprehensive control policies to
assure the safe and effective use of medical equipment.
Although Federal legislation in recent years has ad-
dressed the problems associated with the design and
manufacturing processes of such equipment,! it is
recognized that many of those problems are related to
maintenance and user procedures.? The impetus for a
program addressed to the problems came as a result of
concepts developed by Richard J. Johns, Director of
the Department of Biomedical Engineering, and Joe T,
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Massey, Director of the Biomedical Programs Office of
APL. Their efforts, along with those of Richard W.
Trompeter of Facilities Management and Engineering
Services (JHH) and Donald ). Manchak of Materials
Management (JHH), led the Johns Hopkins Medical
Board in 1977 to recommend the establishment of the
HTE/QA program. Close collaboration among the JHH
administration and functional unit administrators, the
Department of Biomedical Engineering, and APL has
been maintained throughout the effort.

DISCUSSION

Establishment of the HTE/QA program required
the development of a number of resources not
previously available to the hospital. A comprehensive
inventory of all patient-related high technology
equipment was first developed using the hospital’s
computing system. All equipment has been physically
tagged, and specific equipment identification/classifi-
cation information has been entered into the data base.
The inventory and the associated new equipment data
capture system (Fig. 1) form the basis for the program’s
scheduled service-verification reporting system and the

. Functionat e
unit Administrator
capital
Purchasing Vendor

User aca” equipment

! Purchase .

H requisition Views

i {PR) 4 PR.

2 assigns

4 R ¥

HTE
status

Assigns
test
engineer

equipment history file. Considerable effort has been

devoted to updating and certifying data base entries,
which currently comprise more than 4800 active items,

Each month, clinical functional units receive a
computerized statement indicating which equipment is
scheduled for a quality assurance transaction (e.g.,
preventive maintenance). The list is generated automat-
ically based on acceptance test dates and scheduled
service intervals in the basic inventory record. Entries in
the monthly statement must be verified by the func-
tional unit as having been completed, the statement is
returned to the program office, and the new in-
formation is then incorporated into the data base. The
reporting system provides the functional :nit with a
complete current inventory of the high technology
equipment, a comprehensive status report relative to the
HTE/QA program, and a detailed maintenance history
on each piece of equipment. Equipment failure rates
and maintenance costs can be determined as a
management aid for making informed capital procure-
ment decisions. The phase of the program described
above became operational for all clinical functional
units in May 1980.
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Fig. 1 Flow chart of the #Tx:/QA data capture system.
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For a successful program, functional units must
be in a relatively high state of compliance. However,
the heart of the program lies in the written standards
and procedures used to maintain equipment and verify
its performance. This represents an enormous un-
dertaking to cover the entire data base. Many standards
have been written by the hospital’s engineering staff
while others have been obtained from vendors and
engineering service groups. The acquisition and mainte-
nance of these records is essential if the HTE/QA
program is to have a positive effect on the hospital. At
present, 250 written procedures have been obtained for
a thousand different kinds of equipment. A manual
containing all written procedures used hospital-wide is
maintained in the HTE/QA office.

Computer operating costs for the system are ex-
tremely low. Based on the first several months of opera-

STRUCTURAL CORNEAL ALTERATIONS

tion, a cost of $900 per year for the entire institution is
projected, which is about 20 cents per item per year.

In summary, the HTE/QA program has provided
the institution with a low cost, effective, quality assur-
ance tool. A detailed summary of the program is con-
tained in Ref. 3.
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FROM EXPOSURE TO INFRARED RADIATION

C. B. Bargeron, R. L. McCally, and R. A. Farrell

We have used histological methods to determine
the endothelial damage thresholds for exposure of
rabbit cornea to CQ, laser radiation. We also have used
experimental and theoretical methods to show that the
peak endothelial temperature achieved at those
thresholds is essentially the same as that achieved by the
corneal epithelium at its damage threshold.

BACKGROUND

The cornea is the transparent front wall of the
eye. From front to back, it consists of a tear layer (6 um
thick), five or six layers of cells called the epithelium (40
to 50 um thick), the collagenous stroma (which com-
prises 90% of the corneal thickness), and a single layer
of cells called the endothelium (about 5 um thick). The
endothelium regulates the transport of fluids across the
cornea in order 10 maintain hydration at a proper level

This work was supported by the U.S. Army Medical Research
and Development Command.

so that the cornea is transparent. Endothelial failure
results in swollen, opaque tissue.

The hazardous effects of CO, laser radiation
(10.6 um) on the cornea are well documented.!2 Some
98% of this radiation is absorbed in the frontmost 40
um of the cornea; consequently, epithelial damage has
received the most attention up to now. The first in-
dication of epithelial damage is the presence of a
relatively faint, grayish-white area that appears within
about one hour after exposure. Previous workers have
determined threshold-lesion intensity levels for epi-
thelial damage as a function of exposure time for ex-
posures from about 1 ms 10 several minutes.!? Such
threshold exposures usually raise the temperature at the
epithelial surface (more precisely, 6 um below the
anterior tear surface) by some 35 to 55°C.

Heat conduction causes part of this thermal
insult to spread to the endothelium?’#; evidence of
altered endothelial integrity following exposure at or
slightly above the epithelial damage threshold has been
reported.’ In addition, there are ever-increasing in-
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dustrial and military uses of other lasers, which operate
at shorter infrared wavelengths (e.g., holmium at 2.06
um and erbium at 1.54 um). Radiation at those
wavelengths would also be strongly absorbed by the
water of the cornea although not nearly as strongly as
the 10.6 um radiation. The absorption length of the
radiation in water at the shorter wavelengths is com-
parable to or even larger than the thickness of the
cornrea so that this radiation would penetrate the cornea
and cause a more uniform temperature increase
throughout its depth.

In general, one would expect the more uniform
heating to produce endothelial damage at or below the
epithelial damage threshold, especially if the endo-
thelium were more sensitive than the epithelium to
temperature increases. Human endothelial repair ap-
pears to come about when existing undamaged cells
slide and enlarge to fill the gap.® However, repeated
exposures in an unprotected environment could lead to
permanent corneal clouding because of the impaired
ability to maintain normal hydration.

DISCUSSION

We tested the preliminary evidence® of altered
endothelial integrity resulting from exposures to CO,
radiation near the ephithelial damage threshold. To
accomplish this, we determined the endothelial damage
threshold exposure for three peak irrradiances with
TEM,, (Gaussian beam profile) CO, laser radiation.
The irradiance levels were 24.5, 10.0, and 3.6 W/cm?.
Endothelial damage was determined in the Eye
Pathology Laboratory of the Wilmer Institute of the
Johns Hopkins Medical Institutions by Dr. W. R.
Green, using a staining method.* Light micrographs of
normal and damaged endothelial cells are shown in Fig.
1. Our threshold determinations are plotted in Fig. 2.
These exposure times for endothelial damage thresholds
are ten or more times greater than those that caused
epithelial threshold damage.!? Therefore, the sugges-
tion in Ref. § that endothelial damage might occur near
the epithelial damage thresholds is not true for these
power densities.

In order to gain a better understanding of en-
dothelial damage caused by exposure to infrared
radiation, it is important to know the endothelial
temperature-time history. We elected to calculate the
changes from the heat flow equation, assuming that the
thermal properties of cornea can be approximated by
those of water. The theoretical predictions are sum-
marized in Refs. 3 and 4 for erbium, holmium, and
CO, lasers. The theoretical model is tested by
measuring endothelial temperature changes in excised
rabbit corneas that are irradiated by a CO, laser
operating in the TEM,, mode.

Fig. 1 Light micrographs of normal and damaged endothelial
cells. (n) Apparently normal cells near the beam axis for an
exposure of 10 W/cm? for 4.56 s (about 90% of the damage
threshold time). (b) Highly magnified edge of lesion produced
by an exposure of 10 W/cm* for 5.24 s (near the damage
threshold time). Note the normal cells on the left. The borders
of the damaged cells on the right vary from heavily stained to
completely unstained.
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The calculated temperature changes are based on
a Green function solution to the conduction equation,’
and the experimental temperatures are obtained using
¢ither a thermocouple or a liquid crystal technique. The
thermocouple measures temperatures over a wide range
but only at a single position in space. In contrast, the
liquid crystal method has a limited practical operating
range and is less precise but measures temperatures over
the entire endothelial surface.

Some results of the thermocouple measurements
are presented in Fig. 3. The exposure time (0.104 s) in
Fig. 3a is approximately that of an epithelial damage-
threshold exposure for the 24.0 W/cm? peak power
density. We found that the concomitant § to 6°C en-
dothelial temperature increase was insufficient to cause
damage. The longer, 1.04 s, exposure shown in Fig. 3b
resulted in a 45°C temperature increase. This was the
shortest exposure that caused endothelial damage at
this peak power density (cf. Fig. 2 and Ref. 4). The
reasonable agreement between calculated and measured
temperatures from both techniques assures that the
theoretical values can be used to interpret endothelial
damage /n vivo and to predict results for other infrared
laser systems.

The calculated temperature-time histories of the
endothelium at damage-threshold exposures show that
it experiences temperature elevations of 30 to 50°C. At
the exposure threshold for damage to the epithelium,
the temperature also increases about 40°C, depending
on the position within the epithelium and the exposure
time.! Thus the two cellular layers have similar tem-
perature sensitivities. Because of this, we point out in
Refs. 3 and 4 that the endothelium may indeed be
susceptible 1o damage from other infrared laser systems
at exposure levels for which they produce threshold
epithelial damage.
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STENOSIS HEMODYNAMICS AND
ENDOTHELIAL RESPONSE

V. O'Brien, O. J. Deters, F. F. Mark, and L. W.
Ehrlich (APL) and K. Sagawa and G. M. Hutchins
(JHMD)

The objective of this program is 10 find out how
blood fluid mechanics affects the local arterizl wall in
an effort to determine the factors influencing the
development of atherosclerosis. Our three-pronged
approach uses animal experiments, theoretical
modeling, and laboratory experiments. During (his
reporting year, we measured the detailed spatial
distribution of velocity components of flows in a
transparent laboratory model of a stenosis (arterial
occlusion).

BACKGROUND

Atherosclerosis is a life-threatening disease that
takes a long time to develop to the crisis stage where an
atheromatous plaque completely occludes a major
artery. Clinicians are interested in the mechanisms of
the development so that therapeutic intervention might
prevent, or at least slow down, the growth of stenoses.
Because of the focal tendency of atheromatous lesions,
it has been widely accepted that local flow factors are
involved in the lipid deposition process that causes
narrowing of the arteries.! Indeed, there is evidence
that extreme, acute, fluid mechanical stresses in living
animals can cause marked changes in the endothelial
cells (in the arterial wall), which may affect lipid
deposition; however, the relationship to the chronic
(long-term) lipid deposition process is not clear.!

Because of the complexity of the problem, we
have developed a multiple approach that includes
animal experiments, computer modeling, and detailed
flow measurements in transparent model stenoses. We
chose dogs for the animal experiments because they do
not develop atherosclerosis when fed their normal diet.
Thus we could induce an ideal ring stenosis by
surgically implanting an electromagnetic flow meter in
a young dog to constrict the artery smoothly as the dog
grows (Fig. 1). The procedure has several advantages.
By creating ideal stenoses in healthy dogs, the lipid-free
(normal) wall response can be described and correlated
with the flow. The results will provide a basis for
comparison to the lipid involvement when dogs in a
similar situation in future expertmzants are fed a fatty
diet and develop the disease. The local axisymmetric
flow fields created in this mannsr reduce the fluid

This work was supported by the National Institutes of Health,
grant HL 23291,

mechanical part of the problem 10 a tractable, time-
dependent, two-dimensional calculation. Finally, the
flow meter for in vivo measurements is already in place.

1t is not feasible to measure all the required flow
parameters in living dogs. However, if the cyclic
volume flow is recorded (via the electromagnetic flow
meter) and the geometry is known (from an X-ray
picture), the flow field can be synthesized completely
from a theoretical flow solution. But the nonlinear
equations governing the pulsatile flow can only be
solved in numerical approximation.® Thus, in order 1o
have confidence in the calculations, we have validated
the method by velocity measurements in a model
stenosis.* A description of this aspect of our program
follows.

DISCUSSION

A transparent model of a constricted artery was
manufactured and installed in a flow system in the APL
Biodynamics Laboratory. Laser light scattered from
tiny tracer particles suspended in the fluid was
processed to provide fine space and time resolution of
the velocity components in the vicinity of the model
stenosis. The measurement technique, laser Doppler
velocimetry (LDv), allows time-dependent measurement
of forward and reverse flows, even very close (o the
wall.*

The gravity-driven flow is provided with an
adjustable return pump so that steady-state operation
can be obtained at a given Reynolds number. The
periodic flows are produced by a rotating valve in the
flow line.

Aorta wall

(Vertical section)

Perivascular
electromagnetic
{Normal  flow probe
section)

Fig. 1 Induced canine stenosis with a chronically implanted
perivascular electromagnetic flow probe.




First we considered steady flows, which are
simpler to measure and calculate. Among the features
pred’ ‘ed for such flows is a separated (recirculation)
region that appears at moderate Reynolds numbers in
constrictions ¢hat mildly occlude the tube.2? Figure 2
shows normalized, measured, centerplane, axial
velocity profiles (¥); at left is the parallel inlet flow, in
the center is the throat profile, and on the right is u(r)
at a z station within the separated region (indicated by
negative velocities near the wall). The actual centerline
velocity, u, (indicated by the numerical values) is
greater for the latter two stations than for the inlet
value. The zero crossing and the radius of the most
negative axial flow velocity can be determined at other z
stations where the wall is parallel to the axis. Within the
stenosis, u’, the velocity component parallel to the wall
at the given z can be measured by turning the plane of
the intersecting laser beams. This allows the separation
point to be located and compared to the theoretical
prediction where the curves ¥’ = 0 and the curve of
null vorticity (du’/9r = 0 essentially) intersect the wall
(cf. Fig. 3).

Time-dependent measurements for pulsatile
flows have also been made, with the correlator
operating in the signal averaging mode. The sweep is
triggered each period. The incoming signal for each
cycle is collected in 300 equal time bins, and 300 to 600
cycles are averaged at each measuring point in order to
achieve an adequate signal-to-noise ratio. Separated
regions are apparent from the negative axial velocity
measurements near the wall, but these regions are time-
dependent.’ The comparison with theory is not
straightforward but proceeds on the assumption that
the measured centerline inlet velocity is exact. This
work is still in process.

In vivo measurements of the time-dependent
flow, provided by the implanted electromagnetic flow
meter, are used as inputs for the theoretical pulsatile
flow calculations to describe the (unmeasurable)
detailed flow patterns. The calculations are rather
sensitive to the volume flow rate provided by the flow
meter so it must be calibrated dynamically for unsteady
flow. Lpv ata will provide this measurement to
complement che quasi-steady calibration in situ.
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THE PROGRAMMABLE IMPLANTABLE
MEDICATION SYSTEM

R. E. Fischell and W. E. Radford

The Programmable Implantable Medication {PIP for the treatment of a variety of chronic diseases,
System (PIMS) consists of an implantable program- for example, diabetes. There are about a million
mable infusion pump (IPIF) and the necessary support Americans who require one or more daily injections of
eZ“’P'_"e'"; The IPIP will be used to treat a variety of insulin. The IPIP would make it possible to provide
chronic diseases, one example being the delivery of more precise metering of the insulin into the patient’s
insulin to the diabetic. During the past year, several body so that there would be enough in the blood im-
sigm'f;;cam milestones in the development of the hard- mediately following meals and there would not be t0o
ware have been reached. .

much when the patient has not eaten for a long time or
has had physical exercise (as is now the case with daily
c injections).
BACKGROUND
Other patients who might benefit from the use of

The technology of devices that can be implanted 1PIP therapy would be those who have (a) inoperable
in the human body has progressed to where it now malignant tumors (treated locally with chemotherapeu-
appears practical to provide selected patients with an tic drugs), (b) hemophilia (treated with Factor 8), {c)

Implantable | )
Programmable
Infusion Pump l Paper
({IPIP) I printer
Patient’s l
Programming
Unit (PPU) l :
l Medication
l ,' FORTEITA
Medication Uit (M2 -
I Injection
I Unit (MIU)
Communication
head I
Telephone l Telephone
transceiver transceiver
Audio ' Audio l Audio Audio
input output | input output
Telephone | Telephone
| | T
. . |
Patient’s equipment I Physician's equipment
|

i

Fig. 1 Black diagram of PIMS,

This work was supported by the National Aeronautics and
Space Administration and Pacesetter Systems, Inc.
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recurring blood clots as in phlebitis (treated with
Heparin or salicylic acid), (d) drug addiction (treated
with methadone), (e) alcoholism (treated with An-
tabuse), (f) intractable pain (treated with opiates into
the cerebrospinal fluid), (g) hypertension (treated with
antihypertensive drugs), (h) epilepsy (treated with
Dilantin), (i) mental illness (treated with lithium or
neuroleptic drugs), and (j) thalassemia (treated with
desferrioxamine).

DISCUSSION

PIMS will make use of previous work on
microminiaturized command, telemetry, and program-
ming systems for the human tissue stimulator. That
technology will be combined with new ccncepts to
provide a safe, reliable, and effective system for in-
fusing a variety of medications into the body.

Figure | is a block diagram of PIMS showing
both the patient’s and the physician’s equipment. The
IPIP, the implanted device, is programmed by the
physician, but additional programming can be per-
formed (at the physician’s option) by the patient
himself. The patient’s programming unit is a pocket-
sized device used by the patient to communicate with

the 11#. It will command the IPIP to deliver ac-
curately metered medication dosages (such as a specific
profile of insulin after a meal) into the patient. The
physician will have a medication programming system,
which consists of a ‘‘smart” terminal called a
medication programming unit to be used by him to
program the IPIP; a medication injection unit, which
injects the medication fluids into the IPIP under
control of the medication programming unit; and a
paper printer, which provides a permanent rcord of the
medication injection and IPIP programming. Com-
munication between the IPIP and the medication
programming unit can also take place by means of
telephone transceivers, as shown.

Within the last year, an IPIP has been assembled
in breadboard form and has operated according to
design. Medication programming and injection units
have been built, as has an operating pump that delivers
about 2 ul of liquid per stroke. Septum material for the
IPIP has been tested and was shown to be able to last
more than 50 years under ordinary usage. The battery
required to power the IPIP has been developed and
built and is now being tested. Finally, custom-built
large-scale integrated circuits for the IPIP have been
designed and ordered, and some have been received at
APL.
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Fundamental research has been firmly established at APL for many years
as one of the principal missions of the Laboratory. These missions include the
application of advanced science and technology to the enhancement of the
security of the United States and the pursuit of basic research to which the
Laboratory’s facilities can make an especially favorable contribution. The in-
corporation of basic research into the Laboratory’s mission recognizes that such
research will play a vital role in future technological achievements and that it is
needed to avoid institutional obsolescence.

Much of the basic research conducted at APL is done in the Research
Center, which was formally established in 1947. Its initial objectives, still valid
today, were to establish APL as a contributor to scientific knowledge, to develop
and provide fundamental understanding basic to fields of present and potential
interest to the Laboratory, and to enhance the professional competence of its
staff by serving as a doorway to science. Since its inception, the Research Center
has spawned new programs that are now carried out in other units of the
Laboratory. Most notable of these are the genesis of the Space Department and
the Biomedical Research Program.

Today, the Milton S. Eisenhower Research Center is comprised of 60
staff members organized into eight groups. These scientists report their research
in the professional scientific literature and, typically, 60 papers are published
each year. The articles in this section describe some recent accomplishments. The
surface science program is represented by an article on the gases emitted during
the pitting corrosion of aluminum. It provides basic insights into the mechanism
of corrosion, a problem of great importance to the Navy. The article on surface
diffusion and spin polarization, from the heterogeneous chemistry program,
provides the framework for distinguishing between chemical reactions that occur
on the surface of a material and those that occur in the bulk phase. The article on
surface-enhanced Raman scattering arises from the photochemistry and spec-
troscopy program. This recently recognized phenomenon has potential use for
probing surface states and chemical reactions on surfaces; thus a fuller un-
derstanding of its underlying mechanism is important.
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The program on new methods in wave physics is representied by an article
on the development of a variational principle applicable to the scattering of
electromagnetic radiation from objects with random characteristics. Such
variational principles provide powerful computational methods for such
problems as radar scattering from the ocean surface or from chaff. This con-
tribution is also significant because it is one result of a collaboration between the
Research Center and the Fleet Systems Department. The article on vibrational
frequencies of composite structures, from the mathematical sciences program,
details the first rigorous computation of upper and lower bounds of the
vibrational frequencies of such structures.

The research effort in materials science is represented by two articles, one
on spin glasses and another on electrical switching and memory phenomena in
organic semiconductor films. The spin glass research has provided a theoretical
model that predicts the characteristics of the phase boundaries of amorphous
magnetic alloys, predictions that agree with recent experiments. The switching in
organic films, which compares favorably with that in inorganic amorphous
semiconductors, is interpreted in terms of the bulk properties of the film
material.

These articles represent only a few of the research areas being in-
vestigated. Programs in solid-state physics and optical physics have been
described in previous Accomplishments volumes.

Other Research Center accomplishments are reported elsewhere in this
volume. They include the work of Bird on magnetic levitation (in the Space
Science and Technology Section), the work of Hunter on the propagation of fires
(in the Energy, Environment, and Urban Technology Section), and the work of
Bargeron, McCally, and Farrell on infrared damage to the cornea and of
O’Brien et al. on the mechanics of pulsatile blood flow (in the Biomedical
Science and Engineering Section).




GASES EVOLVED DURING

THE PITTING CORROSION OF ALUMINUM

C. B. Bargeron and R. C. Benson

Methods of corrosion protection are often found
by first understanding the chemical reactions of a metal
with its environment. In an effort to gain information
about the behavior of aluminum in various aqueous
electrolytes, we have determined the composition of the
gases evolved during the pitting corrosion of this im-
portant structural metal. The rather surprising resulls
help elucidate pitting mechanisms and reactions.

BACKGROUND

In our initial aluminum corrosion experiments,
we observed blister formation as a step in the break-
down of the passivating oxide in chloride solutions.'?
Such blister formations require gas production at the
oxide/metal interface. The present research examines
this gas production more closely. Aluminum is known
to undergo pitting corrosion in the aqueous electrolytes
KCl, KSCN, and NaNO;. We have shown that during
corrosion the gases evolved from the pits are unique for
each electrolyte.? In addition, we observed that the gas
evolution begins when the potential of the metal is
increased above a specific value known as the pitting
potential, E,, and ceases when the potential is
decreased below E,. E, has been determined to be
about -0.8 V (all potentials are referred to the
saturated calomel electrode) for 1 M Cl- electrolytes
and about 1.46 and 0.96 V for | M NaNO; and | M
KSCN, respectively. The gases evolved from the NO;
and SCN ~ electrolytes can only be explained by the
direct reaction of the anion with the metal. These results
may imply that Cl - reacts with the metal directly.

DISCUSSION

Two separate experimental setups were used, one
for the gas collection and identification experiment and
one for observation through a microscope of gas
evolving from the pits. For the gas collection ex-
periment, 99.99% pure aluminum was machined into a
cylinder about 1 cm high and 1 cm in diameter. It was
screwed onto a Teflon holder that sealed the electrical
connections from the electrolyte. For the light
microscope observations, 0.25 mm thick disks of
aluminum, 99.999% pure, were placed in an electrode
holder as described previously.? Samples for both
experiments were degreased in acetone.

This work was supported by indirectly Funded R&D.

Deionized water of 18 MQ-cm resistivity and
A.C.S. reagents (highest purity available) were used to
prepare the eiectrolytes, which were deaerated with high
purity argon before the gas was collected. The gas
collection apparatus (a glass tube with a bell-shaped
piece on the end) was evacuated and filled with elec-
trolyte, which was subsequently displaced by the 1 to 2
cm? of evolved gases. The gases werc passed ¢ firough a
trap at ~ 50°C to remove water before they entered the
gas analyzer (VeeCO Model SPI-10). After the ex-
periment, the trap was warmed (o room temperature,
and the gases from it were analyzed. Only water was
detected.

The sample potential was controlled poten-
tiostatically. The reference electrode was a saturated
calomel electrode connected by a bridge of the elec-
trolyte through a Luggin capillary placed about 1 mm
froin the sample surface.

The mass spectrum of the gas collected from
pitting aluminum at a potential of 1.5 V in 1 M KCl is
shown in Fig. 1a. The spectrum shows the presence of
H, and the deaeration gas, Ar, which is always present
(Ar* at m/e = 40 and Ar** at m/e = 20, where
m/e is the mass-to-charge ratio). Electrode potentials
between —0.5 and + 1.5 V were investigated. The gas
evolution increased with increasing electrode potential
(increasing current). For all potentials above E,, only
H, and Ar were detected. This is surprising since
hydrogen production via the normal route of 2H* + 2e
-~ H, should be impossible at an anode potential of 1.5
V. Indeed, oxygen production (via 2H,0 — O, +
4H* + 4e)is to be expected at this potential. However,
in all cases, O, was not observed above the weak
background signal. Pickering and Frankenthal* had
also observed hydrogen evolution at controlled high
potentials (1.2 V) during the pitting corrosion of iron
and stainless steels. Their explanation includes a high-
resistance path resulting from a constriction in the pit
caused by a gas bubble.

The mass spectrum of the gas collected from
pitting aluminum in 1 M KSCN at a potential of 1.2 V is
shown in Fig. 1b. The main components were H, and
CH, (Fig. Ic shows the spectrum of pure CH,), with
weaker peaks at 28, 32, 33, and 34 m/e. (It should be
noted that the background signal was negligible at this
sensitivity.) The distinctive odor of H,S was present,
and the qualitative analysis of the solution after pitting
was positive for the soluble sulfide. Hence, the 3210 34
m/e peaks are probably due to the small amount of H,S
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that escaped the water. The 28 m/e peak could be either
N, or CO.

Figure 1d shows the mass spectrum of the gases
evolved from pitting aluminum in 1 M NaNO, at a
potential of 2.0 V. The gases are H,, N,, NO, and a
peak at 44 m/e (likely N,0). Qualitative analyses for
NH; in solution were positive; however, ammonia is
not present in the mass spectrum, presumably because it
is highly soluble in water.

The microscopic observations show that gas
evolution occurs only for potentials above E,, which
suggests that it is intimately involved in the pitting
process. The pathways by which these gases are formed
are not known, but the fact that CH,, H,S, N,, NO,
and NH, are produced indicates that SCN- and NO;
must interact directly with the metal. Furthermore, all
the pitting potentials are more positive than the
potential required for H, production, yet H, is evolved
above E, in each case. Thus, if H, is formed in the
usual way, the actual potential difference across the
electrified interface that controls the rate of the elec-
trodic reaction must fluctuate to low negative values
because of bubble constriction,’ even though the
potential on the metal itself is constant.

Although not yet understood, the suggested
direct metal-ion interaction may involve the formation
of intermediate species that lead to gaseous products
and metal dissolmion. For example, others have
proposed that when aluminum is pitted in chloride
solutions, intermediate aluminum chloride species are
formed and then are hydrolyzed. Similarly in other
solutions, aluminum carbide, sulfide, or nitride species
may be formed that then hydrolyze to CH,, H,S, and
NH;, respectively (see the Handbook of Chemistry and
Physics). Since these intermediate species are unstable
in water, they would necessarily be formed on the metal
surface, which could stabilize such transition com-
plexes.

In summary, our results indicate that the pitting
of aluminum is accompanied by evolving gas that has a
composition dependent on the anion and that a primary
step in the pitting mechanism involves a direct in-
teraction of the anion with the aluminum.
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SURFACE DIFFUSION AND SPIN POLARIZATION

L. Menchick

It is found that when two reactive molecules with
unpaired spins are free 1o diffuse on a surface as well as
1o react, the resultant electron spin resonance signal is
qualitatively different from the one in similar ex-
periments in the bulk phase. This suggests a qualitative
way of discriminating two-dimensional motion from
three-dimensional.

BACKGROUND

Stochastic processes in two dimensions have
attracted increasing interest lately for a number of
reasons: reactions on surfaces are often limited by the
rate at which reactants can move about the surface (o
find each other; in many cases, as in catalytic surfaces,
the reaction can take place only if the reactants meet at
some specific point on the surface, such as a crystal
edge or a dislocation, that enhances the reaction
probability; in biophysics, reactions in or on mem-
branes and cell walls also involve two-dimensional
stochastic motion.

There are many ways of detecting stochastic
motion directly, but processes involving reaction take
place in picoseconds and in microscopic domains. Thus,
methods for inferring the influence of diffusion on
reaction must be indirect. One such method, which has
proven very successful in three-dimensional processes,
is chemically induced dynamic electron polarization
(CIDEP)."'*3 Here one takes advantage of the fact that
magnetic interactions between the spins of the electrons
and the nuclei of two reacting molecules induce the
reactants to interact differently from what they would
uander the shorter range bond-forming (valence) forces.
Both spin-spin and valence interactions are felt by the
reactants as they move from region to region. An ex-
ternally imposed magnetic field can change the relative
importance of the two interactions and thus can act as a
probe of the diffusive motion, of the residual spin-
electronic motion interactions, and of the short range
valence forces. This is the type of process now to be
considered.*

DISCUSSION

The CIDEP process is more complicated than
classical stochastic processes because the reactants are
molecular and can interact differently depending on
their particular quantum states. Since the reactants are

This work was supported by Indirectly Funded R&D.

usually formed by the breakup of a single larger
molecule, the quantum state of the reactants is usually a
“‘pure’’ one. This means that all interference terms that
would be neglected, or averaged out, in a classical
representation must be kept. The most natural
description of the system is in terms of the density
matrix describing the distribution of the distances
between the reactants and the distribution between
bonding states (electron spins antiparallel) and an-
tibonding states (electron spins parallel). This is
assumed 10 evolve according to the stochastic Liouville
equation

9

— =DVip+ 2 xp, 1

EY ] X p (1)

ap ,

Tln = DV* p, , 2)
a 'y

Q=10 p= | » . 3)
J 0.

where p, is a scalar and p a vector composed of com-
binations of the components of the density matrix. p,
and p, are measures of the spin polarization and spin
precession motion, and p. and p, are the difference and
the sum, respectively, of the populations of the bonding
and antibonding states. 1 is a torque inducing a
precessional motion in 4, and its components @, = @
and 2, = J are due to magnetic and exchange forces,
respectively.

The precessional motion induced by the torque @
is complex. Close in, where J is much larger than a, the
state vector p tends to precess about the z-axis as in Fig.
la. At larger distances, @ > > J, and the state vector
tends to precess about the x-axis as in Fig. 1b. The
stochastic motion moves the reactants about so that the
state vector feels different fields at different times and a
characteristic precessional motion might look like
Fig. lc.

What is measured in an experiment is the ratio of
the residual spin polarization at long times and the total
reactant population. This quantity can be shown* to
obey an integral equation with a symmetric Schmidt-
Hilbert kernel. Standard analysis then shows that the
residual spin polarization varies as

im P BTt hT)

TLord?, 4
Jo_.@ I\ ;2 a @




(a)

{c)

Fig. 1. Precessional motion of the state vector, 3, (2) in regions where valence forces predominate; (b) in reﬁons where spin-orbit
or spin-magnetic fields predominate; and (c) in the case where the reactants are also free to carry out stochastic displacements.

J = Joe—)\r/a s

where r, is the initial separation of the reactants and s
the rate at which they react on contact. The contact
distance is designated by o, A is a parameter charac-
terizing the valence forces, and @ is a dimensionless
parameter composed of the magnetic interaction a, o,
and the diffusion coefficient D.

This relation differs drastically from the one
deduced for three dimensions by the appearance of
logarithmic terms. It seems to be a direct consequence
of the fact that two- and three-dimensional stochastic
motions are qualitatively different in several respects: in
three dimensions, particles that collide once may
sometimes collide again; in two dimensions, they are
certain to do so.5 The different dependence on the
magnetic precessive force, a, opens up the attractive
possibility of a CIDEP experiment distinguishing true

two-dimensional motion on a surface from stochastic
motion that really takes place in three dimensions.
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AN ELECTRODYNAMIC MECHANISM

OF SURFACE ENHANCED RAMAN SCATTERING

F. J. Adrian

The Raman spectrum of certain molecules
adsorbed on roughened silver, copper, and gold sur-
faces can be many orders of magnitude more intense
than the corresponding spectrum of the isolated
molecules. It is proposed that this is due to surface
plasmon enhancement of both the local electric field of
the exciting radiation and the radiation-induced
molecular dipole moment.! This is consistent with the
observation that silver yields large Raman enhance-
ments over a wide range of optical frequencies, whereas
the effect is weaker on copper and gold and usually is
observed only with red exciting light.

BACKGROUND

The Raman effect is an inelastic light scattering
process in which part of the incident photon energy
excites a vibrational transition in the scattering
molecule and the rest appears as a lower energy scal-
tered photon. The effect occurs because internal
vibrations of the scattering molecules modulate their
polarizability, which then modulates the strength of
their interactions with the incident light wave. As a
result, the scattered light contains weak sidebands
separated from the incident frequency by multiples of
the vibration frequency. The sidebands, known as the
Raman spectrum, contain important information about
the molecular vibrations.?

The major disadvantage of Raman spectroscopy
is that the effect is very weak, but the high intensity and
monochromaticity of laser sources have alleviated this
problem for bulk samples. Even so, intensity problems
seem to preclude using Raman spectroscopy for surface
studies where one has at best a few monolayers of
scattering molecules. Attempts to increase the surface
area by using roughened surfaces recently led to the
serrendipitous discovery that the Raman lines of certain
molecules adsorbed on roughened silver, gold, and
copper surfaces are many orders of magnitude more
intense than the corresponding isolated molecule lines.’
Similar enhancements have been observed for
molecules adsorbed on very small colloidal particles of
silver and gold. Since the discovery of this spectacular
surfacde enhanced ‘Raman scattering (SERS) effect, ex-
tensive experimental and theoretical work has been
done to understand it.

This work was supported by Indirectly Funded R&D.

DISCUSSION

The intensity of the Raman line corresponding to
the transition between vibrational states A, and A, is
da
3Q

2

4

1

mn = Ixic? (wll - “’mn)

cla, lolay P E . m

Here, E, is the local electric field intensity of the ex-
citing radiation whose frequency is w,, w,, is the
molecular vibration frequency, Q is the generalized
nuclear displacement coordinate for the vibration, and
o is the frequency-dependent polarizability of the
molecule. The quantity (A, IQI|A,, ) plays an important
role in determining the Raman intensity but it is an
intramolecular term that cannot be significantly in-
volved in the seRs effect.

Proposed explanations of SERS fall into two
classes: molecular and electrodynamic. Molecular
mechanisms generally involve charge transfer states in
which an electron is excited from the molecule to the
metal or vice versa by the incident radiation. Such
transitions can increase the polarizability; however,
analysis shows that a large enough increase to explain
SERS can occur only if the charge transfer states have a
substantial component satisfying the ‘‘resonance
Raman’’ condition, i.e., that the charge transfer ex-
citation frequency approximately equals w,. This
possibility is precluded by the fact that the metal
electrons obey the Fermi distribution and, thus, only a
very small fraction of the charge transfer states can
satisfy the resonance condition.

All the electrodynamic mechanisms involve en-
hancements of both the electric radiation field and the
radiation-induced molecular dipole in the vicinity of the
metal-insulator surface. For example, consider a di-
pole, p, which may be either the source of the exciting
electromagnetic radiation or the induced molecular
dipole, located at a height, A, above a plane metal
surface. In the static approximation, which is valid if
the fields are calculated within a small fraction of a
wavelength from the surface (as is appropriate for
typical adsorbed molecules), the net field will be the
resultant of u and an image dipole, u,,, located at a
distance /# below the metal surface.* Here, ,,, = (¢ -
ep) /(€ + €4), €y is the complex dielectric constant
of the metal, illustrated for silver and copper in Fig. 1,*
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Fig. 1 Complex dielectric constants of silver and copper as
functions of photon energy. ¢, and ¢, are the real and
imaginary parts, respectively.

and ¢ is the dielectric constant of the insulating
medium.

Typically, ley ] > > € (cf. Fig. 1); thus, for a
planar surface, u,, = —pu, and the direct field and
dipole enhancements are much too small to explain
SERS. It was suggested® that if the molecule were suf-
ficiently close to the surface, the field of the image of
the original induced dipole would further polarize the
molecule, leading to a larger image dipole, and so on
until the effective molecular dipole moment became
large enough to explain SERS. Although this mechanism
still has adherents, its basic difficulty is that it requires
the molecule to be unreasonably close to the surface; so
close, in fact, that if the molecu'e had a one Debye unit
static dipole moment, the attractive force between the
final static moment and its image would be comparable
to a strong chemical bond.

There is now a growing consensus, based on
work at several laboratories including APL, that SERS
results from very large enhancements of both the in-
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Spheroidal eccentricity, b/c

Fig. 2 Spheroidal polarization factor, x, as a function of
spheroidal eccentricity. x = 2 for a sphere (¢ = b).

cident optical electric field and the induced molecular
dipole in the vicinity of convexly curved metal surfaces
that are characteristic of small metal particles and
protrusions on roughened metal surfaces. On such
surfaces, the image dipole is effectively u,,, = xpu(e —
€m)/ (ep + xu). On a flat surface, x = 1 as discussed
above; however, for a prolate spheriodal surface bump
with major semiaxis ¢ and minor semiaxesa = b < ¢,
x increases rapidly with surface curvature (cf., Fig. 2).
As seen from Fig. 1, this enables the surface plasmon
resonance condition ¢;, + xe = 0 to be achieved at
frequencies in the visible region where
legyy | < < ley + €l; consequently, very large field
and Raman enhancements can occur.' For example, at
a typical Raman excitation frequency of 500 nm
(Hwy = 2.5 eV), silver has ¢;, = —8, ¢35, = 0.34, and
large field enhancements occur on moderately prolate
spheroidal surface irregularities (b/c = 0.33 t0 0.5 for
e =1t02).

Figure 1 also illustrates why silver yields the
largest Raman enhancements over the widest range of
excitation frequencies. It has very small ¢;, over a wide
range of the visible spectrum whereas ¢y, is larger for
copper and achieves its smallest values in the red
portion of the visible spectrum (A > 600 nm or Hw, >
1.9 eV). This agrees with observations that the SERS
effect is smaller for copper and often can be observed
only with red excitation light despite the fact that the w},
factor in Eq. 1 would favor the more commonly used
blue-green light of an argon laser.

Finally, the novel SERS phenomenon very likely
is related to the well known colors exhibited by
colloidal suspensions of metal particles. Surface
plasmon resonance plays an important role in the light
scattering that produces these colors. In fact, SERS has
been observed for molecules adsorbed on these
colloidal particles, the maximum in the frequency-
dependent SERS corresponding closely with the
maximum in the optical density.
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VECTOR STOCHASTIC VARIATIONAL PRINCIPLES
FOR ELECTROMAGNETIC WAVE SCATTERING

J. A. Krill and R. H. Andreo

Vector stochastic variational principles have
been derived to allow the calculation of accurate ap-
proximations of eleciromagnetic wave scaltering from
conducting dielectric objects (or surfaces) with ar-
bitrary, random characteristics. The resulting ex-
pressions have a form that is inherently simpler to
evaluate than the direct average of the corresponding
deterministic variational expression. This simplification
opens the way for the application of this method to
practical problems such as eleciromagnetic scattering
Sfrom precipitation, aerosols, or the ocean surface, all of
which exhibit random properties.

BACKGROUND

The scattering of electromagnetic radiation from
random surfaces or volumes (e.g., the ocean’s surface,
terrain, aerosols, chaff) influences the operating
characteristics of such systems as radar, sonar, radar
altimeters, and communication links. Improved un-
derstanding of random scattering phenomena may lead
to better system design and operation as well as to
better methods of modeling the scatterers themselves.
To this end, numerous approximation techniques for
calculating wave scattering have been derived and
applied with varying uegrees of success.

Solutions to the integral wave equation that
describes scattering require knowledge of the currents

This work was supported in part by Indirectly Funded R&D
and in part by the Army Chemical Systems Laboratory,
Aberdeen.

or fields on or within the scatterer. The various ap-
proximation techniques require initial estimates of these
generally unknown quantities. Variational methods are
particularly useful in this regard because errors in the
variational approximation (o the scattered field
resulting from errors in the initial estimates cancel 10
first order. Although such methods were well known
for certain deterministic scattering problems, they were
not tractable for stochastic scatiering because they
required calculating statistical moments of a complex
ratio of integrals.

A breakthrough occurred in 1977 when Hart and
Farrell' showed that the averages of the individual
integrals comprising the variational expression for the
deterministic problem could themselves be combined to
form an invariant expression for the average of the
scattering amplitude, thereby providing for inherently
more tractable calculations than the direct averages of
the standard deterministic formulation.

Although the results of Ref. 1 were developed
for the scattering of scalar waves by objects or surfaces
on which the field satisfies homogeneous (i.e.,
vanishing) boundary conditions, the reasoning is
completely general. We have extended the theory of
Ref. 1 to account for polarization phenomena in
electromagnetic wave scattering from random scatterers
having arbitrary inhomogeneous and anisoiropic
permittivity and conductivity, for which the fields
satisfy nonvanishing boundary conditions.? To ac-
complish this, we first had to develop deterministic
vr-‘ational principles for the scattering of vector waves

ey




from such objects and show that they have a form
analogous to the case treated in Ref. 1. Hart and
Farrell's general results were then used to develop the
corresponding stochastic variational principles for the
vector scattering amplitude and the differential scat-
tering cross section. We also constructed invariant
expressions for the probability distribution functions of
the quantities.

DISCUSSION

The stochastic variational principles derived in
Ref. | are based on the standard variational form for
the scattering amplitude, 7, for scalar waves satisfying
homogeneous boundary conditions:

T = N/N,/D , (1

where N, N,, and D are surface integrals whose in-
tegrands depend on the fields at the scatterer. Hart and
Farrell demonstrated that the expression

(T)> = (N;Y N3/ (D> 2)

is an invariant expression for the average scaltering
amplitude, (7). Obviously Eq. 2 is more tractable than
a direct average of the ratio of integrals in Eq. 1.

Extension of this concept to electromagnetic
scattering from random objects with inhomogeneous
and anisotropic conductivily and permittivity required
that we first develop a variational expression for
deterministic  scattering, because no expression
analogous to Eq. 1 existed for that case. To this end,
consider Fig. 1, in which an electromagnetic plane wave
with amplitude A and electric field polarization
direction ¢, is incident in the direction K, upon an ar-
bitrary, localized, inhomogenous, and anisotropic
scatterer with tensor permittivity ¢fr) and conductivity
“a(r), where r is the position vector of a point in space.
We wish to examine a vector component of the scat-
tered electric field, propagating in the direction k" far
from the scatterer, along an arbitrary polarization
direction é,. Far from the scatterer, the radiation
condition requires the scattered field to have the form
of a spherically outgoing wave with normalized vector
amplitude T, which characterizes the polarization (i.e.,
vector nature) and angular dependence of the scattered
field.

The scalar wave problem' was based on the well-
known variational principle for the scalar Helmholtz
equation with vanishing boundary conditions. In
contrast, the vector problem of Fig. 1 involved first
expressing the differential vector wave equation for the
electric field in a form similar to the Schrodinger
equation in quantum mechanics. In this way, the

é; component of the scattered wave
Incident wave a2 \ Ak
€s ) ks
’

pl.( N /

N

efr), 5ir)

Fig. 1 Geometry for general problem of scattering from an
arbitrary volume ¥, with permittivity ¢(7) and conductivity
o(7 ) that is suspended in free space.

scatterer is viewed as a source that is linearly propor-
tional o the total field, and the only boundary con-
dition is the radiation condition at infinity.

Applying a vector version of Green’s theorem,
one obtains an invariant expression for the vector
scattering amplitude that has the form of Eq. 1, except
that the integrals of Eq. 1 are now volume integrals over
the scatterer with a modified dyadic Green function in
the integrand of the D integral. The modification of the
Green dyadic was necessary in order for the usual in-
tegral representation of the field to hold in the source
region where the standard Green dyadic has a
singularity. Also, variational invariance (67 = 0) for
this anisotropic scatterer required a reciprocity theorem
involving a second scatterer having transposed con-
ductivity and permittivity tensors.

Vector variational principles for electromagnetic
wave scattering from perfect conductors, on which the
electric field satisfies homogeneous boundary con-
ditions, were also obtained (Fig. 2). Because surface
integrals result, the dyadic Green function need not be
modified in this case, provided that the double surface
integral D is evaluated using limiting procedures. The
mathematical details for both of these problems (Figs. 1
and 2) are given in Ref. 2.

Because these deterministic vector variational
principles are of the form of Eq. 1, direct extension of
the results for random scattering in Ref. 1 to vector
variational principles yields
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&5 component of the scattered wave
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Fig. 2 Geometry of scattering of a plane wave by a perfectly
conducting planar surface S, with a confined roughness region
on which the tangential vector component of the total electric
field E vanishes.

for arbitrary statistical moments, wherenow 7 =¢,-T
for the vector case. As noted above, the integrals N,
N,, and D involve the dyadic Green function and vector
fields at the scatterer. This is an exact expression for
{T") and, by virtue of the invariance of Eq. 1, it is
variationally invariant. Analogous results can be

VIBRATIONAL FREQUENCIES
OF COMPOSITE STRUCTURES

D. W. Fox and V. G. Sigillito

A method has been developed that allows the
computation of upper and lower bounds for the
Jfrequencies of vib;ation of composite or built-up
structures. The method was recently applied, with very
good results, to the structurally important situation of a
plate reinforced by a single rib.

BACKGROUND

Because of the complexity of many elasticity
problems, it is desirable to develop approximation
methods for determining vibrational frequencies.

This work was supported by Indirectly Funded R&D.

derived for the statistical moments of the differential
scattering cross section 71 and for the Fourier
transform of the probability density function of T and
ITI? (Ref. 2).

The configurations for which stochastic
variational expressions of the form of Eq. 3 can be
applied represent a wide variety of scaltering problems.
For example, precipitation and certaip aeroso!s may be
modeled as assemblies of conducting dieleciric scat-
1erers, and the surface of the ocean may be modeled as a
rough planar conductor. Current work involves the
demonstration of the tractability of these results by
explicit calculation of the statistics of the elec-
tromagnetic waves scattered from models of random
volume and rough surface phenomena that exhibit
depolarization and multiple scattering characteristics.
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However, most such methods give no information on
the error involved in the approximation or even whether
the estimate is above or below the true value. Certain
methods, such as the classical Rayleigh-Ritz procedure,
always give upper bounds. Very few methods give
estimates that are known to be lower bounds and,
further, that can be systematically improved. One such
method is that of intermediate problems, which has
been successfully used together with the Rayleigh-Ritz
procedure to provide tight, rigorous, lower and upper
bounds for a variety of membrane, beam, and plate
problems.'® Recent advances in the technical
development of this method® have led to its first ap-
plication to estimate the vibrational frequencies of
mors complex composite or reinforced structures.
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DISCUSSION

The combined intermediate-problem/Rayleigh-
Ritz method was applied to the composite structure
shown in Fig. | to obtain lower and upper bounds on
the vibrational frequencies. The structure consists of a
thin rectangular elastic plate reinforced by a rib
elastically bonded to it along a portion of the centerline.
This elastic bond is represented by a constant modulus,
K, that gives rise to an effective force, q, per unit area
on the plate that has a resultant force, Q, and a
moment, M. The force ¢ is proportional to the dif-
ference between the deflection of the bottom of the rib
and the top of the plate.

Additional assumptions are: (a) the reinforcing
rib is narrow so that classical beam theory applies, (t)
the plate is simply supported all around, and (c) the
reinforcing beam is free at both ends. This model gives
rise to the following coupled system of equations for
the beam deflection, v, the beam torsion, 6, and the
plate deflection, w:

B&—Q—owzv=0, —e<x<e,
dx* m
dzv—OdJU—O X = xe
dxz" ’dx3_ » - E)
da*e
CE+M+m20=O, -e<x<e,
)
do—O X = +e
dx— ’ - *
D9iw ~q—pu*w=0 -b<x<b,
—-a< y<a,
3)
w=0, Vw =0, X = %b,
y = za,

where

Q(x) = —s q(xy)dy

=K S w(x,y)dy — 2cv(x) |,
-e<x<e,

Mx) = —S{yq(x.y)dy

c 2¢-3
= K S w(x,y)ydy — 3 a(x) |,

Fig. 1 The reinforced plate.

-e<x<e,

qa(xy) = K{uv(x) + y8(x) — wix,y) ],

—e<x<e,-c<y<c. @

In these equations, B and C are the beam flexural and
torsional rigidity, D is the plate flexural rigidity, p is the
plate mass per unit length, o is the beam mass per unit
length, 7 is the beam mass polar moment of inertia per
unit length, and « is the symbol for the plate-beam
system vibrational frequencies.

Because of the physical symmetry of the rib-
reinforced plate, the solutions of the system of Egs. 1
through 4 belong to symmetry classes that depend on
whether w is odd or even in y. If wis even in y, M is
independent of w; if wis odd, Q is independent of w.
Thus for solutions even in y, the system that governs the
motiun is 1, 3, and the first and third parts of 4 (i.e.,
coupled beam bending and plate deflection even in y),
while for odd solutions it is 2, 3, and the second and
third parts of 4 (i.e., coupled beam torsion and plate
deflection odd in y). Further, there is odd-even sym-
metry with respect to x so that each of these symmetry
classes can be decomposed into the subclasses that are
even or odd with respect to x. All computations
reported here were done in the even symmetry class.

The starting point of our lower bound
calculations is the simpler uncoupled problem that
results when K is put equal to zero. In it, the system | to
3 is totally uncoupled, and the frequencies and mode
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shapes are easily obtained by solving the vibration
problem for each piece separately. In addition, the
mode shapes of the uncoupled problem are suitable
functions for the Rayleigh-Ritz upper bound
calculations. The lower bounds obtained from the
uncoupled problem are then systematically improved by
coupling the beam and plate together by allowing the
coupling force to act only through the projection on a
small number of approximating functions. As the
number of functions is increased, the elastic bond is
approximated better and better in a systematic way that
results in much improved lower bounds. Technical
mathematical details of the method are given in Refs. 6,
7,and 8.

Results for plates reinforced with a single rib of
one-half, three-quarters, and full plate length are given

monotonically with increasing d, while % increases
monotonically with increasing d and % increases with
d to a point and then decreases rapidly as d increases
further.

The uncovering of the unexpected nonlinear
variation of vibrational frequencizs as the beam height
is increased demonstrates the power of the method and
illustrates the unexpected complexity of the plate/beam
interaction,

Table 2

EIGENVALUES FOR THE UNCOUPLED
PLATE (EVEN-EVEN)

in Table 1. Both the plate and rib have elastic properties Uncoupled Plate
typical of aluminum. For comparison, Table 2 shows ) p
the vibrational frequencies for the plate without a v o, x 10
reinforcing rib. The main effect of the thinnest beams 2= 100
(d = 0.1) is to lower the lowest frequencies resulting
from mass loading (cf. Tables 1 and 2). However, as the 1 3.4424
height of the beam is increased, the beam’s influence on 2 23.270
the plate frequencies is highly variable. This variability 3 115.80
is particularly evident for the shortest beams. For in- 4 '38-50
stance, as shown in Table 1, % decreases 5 278.83
Table 1
UPPER AND LOWER BOUNDS FOR THE REINFORCED PLATE
ol x 1074
’ d a = 100, b = 20.0, K = 10*
e =100 e = 150 e =200
] 0.1 3.1915 3.1933 3.1482 3.1504 3.1416 3.1437
2 22.739 22,752 22,111 22.183 22.043 22.055
3 113.08 113.31 112.42 112.77 111.99 112.18
4 175.25 175.43 173.19 173.41 172.84 173.07
5 269.82 269.94 259.55 259.87 256.33 256.63
1 0.2 3.0176 3.0206 2.9566 2.9596 2.9507 2.9527
2 23.945 23.973 23.738 24,130 25.815 25.923
3 122.45 123.97 130.24 131.08 141.59 143.82
4 165.00 165.23 161.88 162.17 161.32 161.60
5 264.27 264.48 247.04 247.85 243.39 243.84
] 0.5 2,7399 2.7599 2.9409 2.9799 3.2896 3.3065
2 39.256 39.690 35.940 37.154 68.942 75.125
3 142.84 143.84 141.00 141.46 140.51 140.95
4 159.31 161.78 213.79 214.97 232.85 256.66
s 271.68 271.83 254.79 261.08 270.10 272.12
1 1.0 2.2429 2.2733 2.7997 2.9374 6.7492 7.3061
2 54.123 56.835 80.204 80.770 107.44 123.75
3 127.91 128.54 125.59 126.28 125.89 126.87
4 199.78 201.08 231.67 232.65 228.57 282.19
5 353.30 358.58 288.78 297.65 313.27 388.30
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MAGNETIC PHASES IN DISORDERED ALLOYS

K. Moorjani

Although the existence of the novel magnetic
phase, spin glass, depends on the presence of competing
exchange interactions, it is the relative strength of the
interactions that is demonstrated to determine the
details of the spin glass/paramagnetic phase boundary.
The predicted trends have been confirmed by ex-
perimental data on amorphous metal-metalloid alloys.

BACKGROUND

Spatially ordered magnetic structures can exist in
a solid if the constituent atoms possess uncompensated
spins, and therefore magnetic moments, that interact
via exchange interactions. Schematics of two such
ordered magnetic structures on a two-dimensional
lattice are shown in Fig. 1a and b. In the ferromagnetic
structure (Fig. 1a), the interaction between neighboring
spins is such that the energy of the system is minimized
when all spins point in the same direction. In a simple
antiferromagnetic structure (Fig. 1b), the sign of the
interaction between a spin and its neighbors is opposite
to that in the ferromagnetic structure, and the ground
state consists of two interpenetrating ferromagnetic
lattices, with the spins on the two lattices pointing in
opposite directions. Both structures possess long range
spatial order.

This work was supported by the U.S. Army Research Office
and Indirectly Funded R&D.

e

What would be the nature of the magnetic
structure in a system where both ferromagnetic and
antiferromagnetic interactions are present? Depending
on the relative numbers of the two types of interactions
and on the way they are distributed, it is clear that it
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Fig. 1 Schematics of magretic structures.
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would be impossible to obtain elementary spin
arrangements that would satisfy all the bonds (e.g., odd
numbers of antiferromagnetic interactions around a
square). This has been appropriately termed the
“frustration effect’’ since a given spin receives con-
flicting signals from its neighbors and does not know
the direction in which it should point to minimize its
energy. For such systems, Edwards and Anderson'
postulated the existence of a ground state where each
spin “‘freezes’” in a preferred direction that is randomly
oriented and different for every spin (Fig. Ic). It is
termed the spin glass state and, in contrast to ordered
magnetic structures, it does not possess long range
order in space. However, similar to ordered magnetic
structures, it does possess long range correlations in
time.

The system exhibits a phase transition to the
paramagnetic state at a definite temperature, 7, at
least in the mean field approximations. It should be
noted that competing exchange interactions are not the
only ones that can lead to the spin glass state; an-
tiferromagnetic interaction alone on a triangular two-
dimensional lattice, on a three-dimensional face-
centered-cubic (FCC) structure, or on an amorphous
solid will also lead to frustration and the accompanying
transition to the spin glass state. This new phase has
been observed in a large variety of systems, including
metallic and insulating alloys.

The present work originated in order to un-
derstand the details of the spin glass/paramagnetic
phase boundary as a system is continuously changed
from an ordered magnetic system to a disordered one.?

DISCUSSION

Consider a random alloy (A,B,_,),D, _,,
where A and B are magnetic species of relative con-
centration xy and (1 —x)y, respectively, and D com-
prises nonmagnetic atoms of relative concentration 1 —
y. The magnetic aspects of the alloy are represented by
a Heisenberg Hamiltonian written within a cluster
approximation, when an external field, H,,,, is present,
as

X =- 2 JOmso'Sm_”txl'sO
m

-H - Y15, . m

The cluster consists of a spin at the origin interacting
with its nearest neighbors, m, via the exchange interac-
tion, Jon,. The rest of the medium is replaced by an
effective field H, — H,,,, which acts on atoms on the
surface of the cluster and has to be determined self-
consistently.

The pure A4 system (x = y = 1) is taken to be
ferromagnelic, i.e., J,,, = J44 > 0, while the pure B
system (x = 0, y = 1) is assumed to be antiferromag-
netic, i.e., J,,, = Jgg < 0. When a random alloy is
formed, the interactions J,, and Jgz retain their
characteristics while the sign of the interaction J,z is
allowed to take on either value. The alloy being ran-
dom, J,,, = J takes on values according to the proba-
bility distribution

P = x2y28(J — J44)
+ (1 = X)2928(J ~ Jgp)
+ 2x(1 - X)y(] = Jop)

+ (1 -y, 2

where the first term represents the probability of an A-
A interaction, the second, a B-B interaction, the third
either A-B or B-A interactions, and the fourth all the
interactions between the magnetic and nonmagnetic
atoms.

The methodology consists of evaluating the
partition function and subsequently the free energy for
the Hamiltonian (Eq. 1) and then configurationally
averaging the free energy over the probability
distribution (Eq. 2). The order parameters for various
phases (conventional magnetization for the
ferromagnetic phase and long time autocorrelation of
an individual spin for the spin glass phase) can then be
calculated from the configurationally averaged free
energy. By imposing self-consistency conditions on the
order parameters, the equations determining the phase
boundaries are obtained:

2(8) + 229¢E) + 3 =0 3)
(ferromagnetic-paramagnetic)

and
@) = 102 - Y @

(paramagnetic-spin glass),

where ¢ = (3/22)%, ¢ = J/2kTq = al, and 2 is the
number of nearest neighbors. The configurationally
averaged quantities (£) and {(£?) are given by

() = @y 2 (X + B - x)?

+ 20(1 - x)] (5)
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Fig. 2 Schematic phase diagram for a random alloy, for
y= landz = 8.

and
(8) = @yt 47 [+ B2 -~ x)?

+ 2ax(1 - x)] (6)

with a = J, /0,4, and B = Jgy/J,,. The complete
phase diagram of the random alloy is determined by
Egs. 3 through 6. The results are depicted in Fig. 2 for
y = 1 and z =8. The important point is that the slope
dT,/dx of the paramagnetic/spin glass phase boun-
dary in the vicinity of x,, the point where the three
phases meet, is positive, zero, or negative depending on
whether

2 1 - A
wli["———’*“( 2””] . )
> (I -x)
These trends have been noticed in a number of
amorphous metallic alloys.
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SWITCHING AND MEMORY PHENOMENA
IN SEMICONDUCTING CHARGE-TRANSFER COMPLEXES

T. O. Poehler and R. S. Potember

Stable and reproducible current-controlled bi-
stable switching and memory phenomena have been ob-
served in polycrystalline metal-organic semiconductors
sandwiched between mtallic electrodes. The effects are
observed in films of copper or silver complexed with
any one of a number of organic electron accepior
molecules. The switching effect is insensitive to

This work was supported by Indirectly Funded R&D and the
National Science Foundation.

moisture and is observed over a large temperature
range. It is the result of a phase transition, induced by
an electric field, in the bulk of the semiconducting
material and is accompanied by an abrupt increase in
electrical conductivity. Depending on the acceptor moi-
ecule, either memory switching (the high conductivity
persists when the field is removcd) or threshold
switching (the low conductivity state returns wher the
Jield drops below a threshold value) is observed. The
character of the switching in going from ¢ bigh to a low
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impedance state in these organic charge-transfer
complexes is believed 10 be superior in many respecis (o
thai of existing organic materials.

BACKGROUND

Electrical switching and memory phenomena are
known to exist in a wide variety of inorganic
semiconducting thin films. The inorganic materials
include the metal oxides of nickel, silicon, aluminum,
titanium, zirconium, and tantalum, all of which exhibit
a voltage-controlled negative resistance when arranged
in a metal-oxide-metal sandwich structure. The
amorphous alloys, including chalcogenide glasses, are
inorganic semiconductors that also show switching
behavior. The glasses contain up to four elements, often
including arsenic and/or tetlurium, and exhibit a
current-controlled negative resistance. There are also
several reports in the literature of electrical switching in
organic polymers and polycrystalline dielectrics. In all
cases, the electrical characteristics are either erratic or
not very reproducible. To date, no organic device has
been shown to be comparable to the inorganic amor-
phous glasses.

DISCUSSION

Stable and reproducible current-controlled bi-
stable electrical switching and memory phenomena are
observed in polycrystalline metal-organic semiconduct-
ing films. The effects are observed in films of copper or
silver complexed with the electron acceptors tetracyano-
napthoquinodimethane (TNAP), tetracyanoquinodi-
methane (TCNQ),! and TCNQ derivatives. The
current-voltage characteristics of a 3.7 um thick
Cu/Cu-TNAP/AI system,? for example, reveal that
there are two stable resistive states in the material (Fig.
1). A rapid switching from the high to the low im-
pedance state is observed when an applied field across
the sample surpasses a threshold value (V,,) of 2.7 V.
This corresponds to a field strength of approximately
8.1 x 10? V/cm. At this field strength, the initial high
impedance of the device, 1.25 x 10* 1, drops to a low
value of 190 Q. The response of those materials to a
fast-rise-time rectangular pulse shows that the tran-
sition from the low to the high conductivity state occurs
with a combined delay and switching time of less than 4
ns (Fig. 2). The duration of the low-impedance state
before the return to the high-impedance state is shown
to be controlled by the applied field, the sample
thickness, and the strength of the reduction potential of
the acceptor molecule.

An experiment in which an open-circuit voltage
was observed in switching from the high to the low
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conductivity state? has helped to explain the mechanism
of the observed switching phenomena because the
appearance of a spontaneous electromotive force in
switching between states indicates that an elec-
trochemical reaction is responsible for the switching
phenomena. In this experiment (a) voltage in excess of
the threshold voltage was applied to place a Cu-TNAP
sample into a high conductivity state for a short time
after the applied voltage was removed, (b) the sample
was then externally short circuited to eliminate
capacitive effects, and finally (c) a high-input-
impedance storage oscilloscope was used to measure
open-circuit voltage when the sample spontaneously
returned to its original high-impedance state. An open-
circuit voltage of 0.3 V observed during switching to the
low conductivity state shows that the mechanism by
which the phase transition occurs is related to a field-




induced, solid-state, reversible, electrochemical, redox
(reduction-oxidation) reaction involving the metal
charge-transfer salts. It is postulated that this redox
reaction produces mixed-valence species of complex
salts.

We have found field-induced bistable switching
in the copper and silver charge-transfer complexes
TCNQ, TCNQF,, TCNQ-(OMe),, TCNQ-(ME),, and
TNAP.? Correlations are observed between the redox
potential of the various charge-transfer complexes and
the electrical properties of these salts fabricated into
switching devices. The first correlation is that the
copper salts continually show more reproducible results
and greater stability than the corresponding silver salt
of the same electron acceptor. Second, a general trend is
noted when one compares the reduction potential of the
acceptor molecule to the field strength at the switching
threshold. The relationship is summarized in Table |,
which indicates that the field strength at the switching
threshold is directly related to the strength of the
electron acceptor, i.e., the degree of electron transfer
from the metal ion to the acceptor molecules.

Finally, it appears that the nature of the low-
impedance state is also related to the reduction
potential of the different acceptors. For instance,
devices constructed from strong electron acceptors like
TCNQF, act as memory switches, while the switching
behavior in weak electron acceptors is of the threshold
type.-A threshold switch is characterized by a system
that immediately returns to the high-impedance state
when the applied voltage is removed. Intermediate
strength acceptors tend to exhibit both memory and
threshold phenomena, depending on the duration or
degree of power dissipation of the applied field in the
low-impedance mode. The values of the reduction
potentials of the various electron acceptors discussed
here are calculated from solution redox potentials that

Table 1

RELATIONSHIP BETWEEN REDUCTION POTENTIAL
OF THE ACCEPTOR AND FIELD STRENGTH
AT SWITCHING THRESHOLD

Reduction Approximate Field
Polycrystalline Charge | Potential of | Strength at Switching
Transfer Complexes | the Acceptor® Threshold
(V/em)
Cu-TCNQ(OMe), -0.01 2.4 x 10}
Cu-TCNQ +0.17 5.7 x 10}
Cu-TNAP +0.20 8.2 x 10}
Cu-TCNQF, +0.53 1.3 x 10°

*Sample polential referenced 10 a standard calomel electrode.

do not always reflect the contributions of the binding
energy to the charge-transfer complexes in the solid
state. To make more quantitative correlations in these
systems, contributions from crystal structure, molecu-
lar size, and the stoichiometry of the complexes must be
considered.*
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INTRODUCTION

Energy management is implicit in much of APL’s defense work and
satellite systems, and in missile propulsion in particular. Recently, APL has
evaluated alternative long-range, nondepleting sources of energy to meet future
national requirements. Studies of the exploitation of one aspect of solar energy,
the thermal gradient between the surface and the deep ocean, indicate that this
system may provide a practical and economical way to produce electricity and
chemical products. APL established an ocean energy program office to assist the
Department of Energy in implementing an experimental component and pilot-
plant development of this concept, to be conducted primarily by industrial
contractors. Two reports included in this section discuss significant testing
results carried out under the direction of APL in support of this Ocean Thermal
Energy Conversion (OTEC) program.

APL is assisting the Department of Energy in several additional pro-
grams: assessment of geothermal and low-head hydroelectric resources and
applications in the Eastern United States; development of methods to evaluate
methane gas resources and to recover this gas from landfills; development and
testing of high-speed flywheels for energy storage; and a Community Annual
Storage Energy System (CASES), which stores excess summer heat for use in
heating buildings in winter.

s S A AR o S 1 RSB

APL began studying the environmental impact of energy facilities in 1971
in collaboration with The Johns Hopkins University Department of Geography
and Environmental Engineering and with the Chesapeake Bay Institute. It has
since evaluated for the State of Maryland the potential environmental and social
impact of all power-generating facilities proposed for development in the state.
The work has led to projects and contributions in a wide variety of technical
areas related to the location of energy facilities, their impact, and the mitigation
of that impact. Accounts of principal accomplishments in those areas are in-
cluded in this section. Highlighted are a study of the effect of power plant
construction on the population of striped bass in Maryland waters and a
discussion of accomplishments in landfill methane recovery.

The recognition that the great cities continue to play a key role in
maintaining the nation’s vitality has spurred renewed interest in the institutional
structures that support v-ban life. Through a variety of special projects, APL
has participated in and contributed to programs for developing and applying
modern technology to a variety of civil problems directly relevant to current
urban issues. The programs have included transportation, fire research, aircraft
flight safety, the siting of power plant facilities near urban centers, health-care
delivery systems, and the location of leaks in buried natural-gas distribution
lines. Reported in this section is some fundamental research carried out on
modeling the spread of fire in a fuel-lined duct.
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TESTS OF THE OTEC CORE UNIT
HEAT EXCHANGER
AS A CONDENSER

P. P. Pandolfini, J. L. Keirsey, and J. A. Funk

APL has conceived, designed, and tested a
potentially cost-effective option for heat exchangers for
Ocean Thermal Energy Conversion (OTEC) power
plants using shell-less, folded, 3-in. 0D aluminum tubes
with ammonia flowing inside. The term, “‘shell-less’’
refers 10 the fact that the tubes are not enclosed in a
pressurized shell because the power cycle working fluid
Jlows inside. A full-scale model (core unit) of the heat
exchanger was tested successfully as a condenser over a
range of conditions of interest. The experimental resulls
of these tests, along with those of the previously
completed evaporator core tests, can now be used 10
design the heat exchangers of an OTEC pilot plant.

BACKGROUND

In an OTEC plant, warm surface seawater will be
used in evaporators to vaporize ammonia. The am-
monia working fluid will drive a power turbine and then
will be condensed with cold seawater drawn from a
depth of 3000 fi. The electric power produced can be
delivered by cable to an onshore utility grid or used on
board a cruising plantship to produce energy-intensive
products.

The OTEC plants will succeed commercially only
if the overall system cost is low. A promising low-cost
heat exchanger concept! uses arrays of large-diameter
aluminum tubes (3-in. op) with ammonia flowing
inside. Each tube is approximately 700 ft long and is
folded into horizontal passes. Seawater is pumped to
head ponds above the arrays and flows vertically
downward over the tubes. The use of a large-diameter
tube results in a configuration with sufficient space in
the vertical planes between the tube rows to permit the
use of a low-cost ultrasonic cleaning system? to remove
biofouling from the outside surfaces.

To test the validity of this heat exchanger
concept, a full-scale core unit comprising three 3-in. oD
tubes of similar length, built to APL's specifications by
the Trane Co., was tested in the Argonne National
Laboratory ammonia flow loop as an evaporator and,
separately, as a condenser. Its performance as an
evaporator, previously reported,’ was better than
predicted and led to the subsequent testing of the unit as
a condenser.

This work was supported by the Department of
Energy/Division of Central Solar Technology.

DISCUSSION

The core unit is illustrated in Fig. 1. For the
condenser tests, ammonia vapor was introduced into
the top of the unit, flowed downward through the
tubes, and issued from the bottom (completely con-
densed) into a receiver. During the tests, the water
entrance temperature was maintained at 41 to42°F by a
chiller,

The thermal performance of the test condenser
was characterized by an overall heat transfer coef-
ficient, U, the calculation of which was based on the
heat duty, the areas involved in the heat exchange, the
temperatures of the water at the top and bottom of the
box, and the ammonia temperatures at the inlet and
outlet. Theoretically, U depends on the conductive heat
transfer characteristics of the water, the tube wall, and
the ammonia; the values for these conductances, or film
coefficients, are well established for the water and the
aluminum walls. However, since the ammonia is in two-
phase flow, the model for its film coefficient is less
certain and depends on the geometry of the ammonia
flow.

Another performance parameter that was
measured was the two-phase ammonia pressure drop,
Ap, in the tube from entrance to exit, which included
the effects of bend losses. The prediction of the net
output of the power cycle depends also on the ability to
assess this loss.

Table 1 presents the range of test conditions
covered, and Table 2 presents the performance
measurements at nearly nominal conditions. The results
indicate that the annular film coefficient model used for
the ammonia side underpredicts the measured values
considerably. Further analysis using a flow regime map
for two-phase flow* has led to a better model.

In the range of interest for OTEC condenser
operations (0.49 to 0.85 Ibm/s per tube), the flow is
predominantly stratified. Using stratified models for
the void fraction® and ammonia film coefficient yields
results such as those shown in Fig. 2 (in which the
measurements and the calculations using the annular
flow model are also shown). The use of a combination
model (Fig. 2e) is indicated for ammonia flows greater
than 0.85 tbm/s per tube.

The measured ammonia pressure drop through
the unit is shown in Fig. 3. In general, it was higher than
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Table 2
Table 1
CONDENSER PERFORMANCE AT
CORE UNIT CONDENSER TEST CONDITIONS NEARLY NOMINAL CONDITIONS
Parameter Nominal Value Variation Water flow 3287 gal/min (12.7 m*/min)
Ammonia flow 0.59 Ibm/s/tube (0.27 kg/s/tube)
Heat duty 3.2 x 10% Btu/h{ 2.5 - 5.0 x 10° Bwu/h o
(937kW) (132 - 1464 kW) Heat dul.y ' 3.46°x 10° Btu/h (1014 kW)
Ammonia inlet 49.3°F(9.6°C)
Water flow rate} 3200 gal/min 1500 - 4800 gal/min temperature
(w,) (12.1m3/min) | (5.7 - 18.2m*/min) Ammonia entrance 100% 3
quality
Water velocity 2.5f1/s 1.2 - 3.81t/s No. of active tubes 3
(in minimum (0.76 m/s) 0.37 - 1.16 m/s)
tube gap)(V,,)
Parameter Predicted*® Measured :
Water inlet 41°F 41 - 42°F .3
temperature (5°C) (5-5.6°C) U (Btu/h-f13-*F) 440 510 ;
(W/m?-K) 2500 2900 i
Ammonia flow | 0.61bm/s 0.43 - 2.21bm/s
per tube (w,) (0.27 kg/s) (0.20 - 1.0kg/s) Ap (psi) 1.8% 39
. (kPa) 12.4 25.5
Ammoniainlet | S0°F 45 - S8°F .
temperature (10°C) (1.2-14.4°0)
‘Bas%dfon gnnul::’ f|low film coefficient for ammonia and drift flux
3 1and3 void i action model.
?‘:!::b:r::s tWith gravity pressure recovery; 2.6 psi (17.9 kPa) without gravily
ctive tu rrcssure recovery. Film coefficient and void fraction models have
arge influences on underestimation. 15§
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Fig. 2 Comparison of heat transfer coefficients with stratified
and annular flow models for 2 range of ammonia flows,

predicted because its prediction was coupled directly to
the ammonia film coefficient, which also was un-
derpredicted. The components of the pressure drop are
the two-phase loss in the horizontal runs, the two-phase
loss in the bends, a minor deceleration gain resulting
from the conversion of vapor into liquid, and a gravity
head recovery as liquid is formed in the downward
flow. The test data were examined with the stratified
flow model that successfully explained U. The two-
phase friction loss was calculated using existing
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see-- Low flow
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Fig. 3 Measured and predicted ammonia pressure drop versus
ammonia flow rate and Reynolds number. Negative values
indicate predicted pressure recovery resulting from gravity
effects,

correlations for large bore pipes,® the gravity head
recovery was neglected because of the stratified nature
of the flow, and the deceleration gain was determined
using the stratified void fraction. The resulting two-
phase bend loss coefficient (which is a two-phase
dimensionless equivalent length for the bends) was
computed by subtracting these three components from
the measurement. A value of 1.5 + 0.2 was found; it is
smaller than the value that was being used (2.0).

In summary, the results of the condenser core
tests for both U and Ap have been explained adequately
using a stratified model for the ammonia flow. An
analytical simulation of condenser performance has
been modified to reflect these results. Using this data
base and that generated by the evaporator core tests, the
heat exchangers for a full-size OTEC pilot plantship can
now be designed.
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DEVELOPMENTAL TESTING OF
A CONCRETE COLD WATER PIPE
FOR OTEC SYSTEMS

R. W. Blevins and J. S. O’Connor

The Ocean Thermal Energy Conversion (OTEC)
plantship is designed to generate electricity by using the
natural temperature gradient of the tropical ocean.
Large quantities of water are drawn through a pipe to
the ocean surface from depths of 3000 ft in order to
condense the plant’s working fluid. A one-third scale
model of the lightweight concrete cold water pipe (Cwp)
Sor a 40 MWe (nominal) pilot plantship was fabricated
and tested to destruction. The model was 10 ft in
diameter, with 2-in.-thick reinforced concrete walls and
3-in.-thick post-tensioning channels. It had an overall
height of 17 ft, including the scaled hinge region in the
center. The operation of the hinge joint was verified
and the stiffness of the joint was determined ex-
perimentally. The model was then loaded incrementally
until failure, which occurred at a load approximaiely
40% greater than the design load.

BACKGROUND

APL has designed a pilot plantship having a
capacity of 40 MWe (net) that requires a cwp 30 ft in
diameter.! Concrete is the least expensive of the can-
didate materials for the pipe, and the strength of the
structure can be changed by varying the amount of steel
reinforcing. However, the more common concrete
formulations have two disadvantages, they are heavy
and are relatively stiff. The use of a standard light-
weight structural concrete (110 to 120 Ib/ft}) would
result in large dynamic loads in the pipe and greater
deployment costs because of the equipment needed to
deploy large heavy sections or the added time needed to
deploy smaller sections. Dynamic analyses of the barge
and cwp show that a flexible cwp is desirable.? The
stresses caused by platform pipe dynamics in a rigid
CWP require very thick walls, which can be quite heavy.

To circumvent these problems, a program was
initiated to design and test a structural concrete that (a)
would be light in weight when immersed in seawater (a
unit weight of approximately 70 Ib/ft?, compared to a
seawater density of 64 1b/ft®); (b) would have a
compressive design strength of 3000 psi; and (¢) would
retain the durability and the insulating characteristics of
heavier concretes. A hinged cwp that would increase
the flexibility and reduce the maximum stresses was

This work was supported by the Department of Energy
(Division of Solar Energy Technology) and the Department of
Commerce (Maritime Administration).

designed concurrently. The final lightweight, expanded-
clay-aggregate concrete developed in Phase 1 of the
project® is heavier but stronger than was originally
specified and satisfied the pipe design requirements.

The current C¢wp design consists of 30-fi-
diameter segments, each 50 fi long, that are joined at
sea to produce a 3000-fi-long pipe. A typical pipe
segment is shown in Fig. 1. One segment is joined to
another by slipping the flared end (the bell) of one over
the narrow end (the spigot) of the other and rotating it
15° to lock the segments in position. Neoprene pads
between the two sets of bearing surfaces allow 1°
relative rotation of the two segments.

pe—————30 flt 1D —————»

T
Bearing
I~surfaces
I (12)
Dry weight =
150 tons ‘
Construction l 58.8 ft
joint | |
“ Bearing
| surfaces

(12)

Fig. 1 Typical cwp segment.

The lightweight concrete development program
was executed in two phases. The first phase’ was
devoted to the development of the material itself. The
second phase, devoted to a structural test of a scale
model of a cwp segment, addressed five major task
areas:

1. Develop the analytical models for pipe
design.

2. Experimentally develop the design details of
the cwp. This task included tests of bearing
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pads, shear reinforcement, posi-tensioning
anchors, and shear tests of full-scale rein-
forced concrete corbels.

3. Determine whether the lightweight concrete
can be successfully mixed and placed by
production personnel (as opposed 1o
laboratory technicians).

4. Verify the functional operation of the pipe
joint. Experimentally determine the
rotational, axial, and shear stiffness of the
joint and compare them with computer
predictions.

5. Verify the structural computer models used to
design the pipe by testing the pipe to
destruction and measuring deformations,
stresses, and strains. Modify the computer
models, if necessary, 1o resolve any
discrepancies.

DISCUSSION

The model was designed using a straight
geometric scaling law. Since the nonlinear stress-strain
behavior of the concrete had to be known to complete
tasks 2, 3, and § above, the model had to be constructed
of lightweight concrete. Therefore, the modulus of
elasticity, E, and the nonlinear stress-strain behavior
are identical in the model and in the full-scale pipe. The
model bearing pads have scaled stiffness proper.ies.
Strain is nondimensional and is not affected by s.aling
laws. If A is the scale factor for length, then force scales
by A? and moment scales by A*. Since this is a static test,
the fact that gravity is not properly scaled has a
negligible effect. The selected scale factor of one-third
was based on manufacturing considerations and the
space available 10 house the test specimen. It was felt
that a 2 in. wall was the minimum that could be cast.
On the other hand, any test specimen larger than one-
third scale could not be tested indoors.

The test specimen was manufactured using
production personnel. Figure 2 shows the completed
assembly in the test fixture prior to the start of testing.
A cutaway view of the test setup is shown in Fig. 3. The
vertical loads are applied by four hydraulic rams acting
against the end blocks and are reacted through the pipe.
The steel frame structure supports only the dead load,
not the test loads. Shear loads are applied by separate
hydraulic rams acting on cables that extend diagonally
from one end block to the other. This allows any
combination of axial load, moment, and shear to be
applied to the specimen by balancing the pressures in
the six hydraulic rams.

The data processing system recorded 100
channels of data at each load step, including the applied
loads, the deflections of the pipe (both absolute

Fig. 2 Specimen in test fixture prior to testing.

Concrete loading
block (each end)

Test suport
frame

Bel' end

Loading
columns

Spigot end

Fig. 3 Cutaway view of the test setup.

deflections and deflections of one section relative to the
other), and strains in key areas of the concrete and the
steel rebars (reinforcing bars). {
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The design loads for the test specimen were
based on the plantship/cwp design as of April 1979.
The maximum pipe loads were determined using the
Paulling SEGPIP computer code and two Bretschneider
sea spectra, for which the significant wave heights and
periods were:

9.8s
18.0s

H,,
H.,

18.0 ft To
29.0ft T,

]
It

The first condition is (hat beyond which the OTEC plant
would be shut down; the second represents the 100-year
storm condition in siting area Atlantic-1 east of Brazil.
The resulting design loads are (in model scale):

Axial load 728,000 1b
Shear 24,000 1b
Rotation 0.68°
Moment 802,000 ft-1b

The test specimen was designed to these values, tested to
these values, and then tested to destruction.

RESULTS AND CONCLUSIONS

Ultimate failure of the model occurred at about
140% of the ultimate design load. The failure mode was
the loss of one of the circumferential post-tensioning
cables in the bell segment. The loss of this cable resulted
in considerable spalling and cracking in the bell area.
No through cracking occurred in the cylindrical part of
either pipe section. The maximum stress observed in the
steel rebar was approximately 48,000 psi, still below its
allowable stress of 60,000 psi.

Other than some stress concentration cracks at
the corners of the cutouts, structural cracking occurred
at the predicted load in the predicted locations. The
rotational stiffness of the joint was approximately 24%

less than the predicted value. The data used to select the
bearing pads have been reviewed and modified based on
these results.

The following conclusions are drawn from the
test program:

1. The analytical models used 1o design the test
specimen have been verified for use on other
designs.

2. The lightweight concrete can be mixed and
placed by production personnel using normal
practices and procedures. Quality assurance
samples taken from the batches mixed for the
scale model exhibited consistent unit weights
and strengths. With the addition of a plasti-
cizer, the concrete could be mixed to have any
desired slump.

3. Normal conventions and code requirements
can be used in designing with this material.

4. The lightweight aggregate must be stored in a
dry, sheltered location in order to maintain
its light weight. Aggregate stored in the open
absorbs water, and concrete mixed with that
aggregate has a higher than normal unit
weight.

5. The hinge joint behaved basically as ex-
pected, although the rotational stiffness of
the joint was less than expected and the center
of rotation shifted slightly under the load.
The concept of the joint has been verified.
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THE ENVIRONMENTAL ASSESSMENT GROUP’S
ACCOMPLISHMENTS IN FISCAL YEAR 1980

W. D. Stanbro and L. G. Phillips

The Environmen.al Assessment Group is in-
volved in a wide variety of projects in environmental
impact analysis and resource assessment. This report
gives a brief account of the group's principal ac-
complishments in fiscal year 1980. It then describes in
more detail two projecis that illustrate the breadth of its
work.

BACKGROUND

The major activities of the Environmental
Assessment Group center around the Detailed Site
Evaluation section of the State of Maryland Power
Plant Siting Program. The work was carried out in
cooperation with the Chesapeake Bay Institute of The
Johns Hopkins University. The group is responsible for
evaluating the potential environmental impacts of all
power plants to be built in the state. In addition to
studies of particular sites, the group also conducts
generic studies on problems applicable to more than one
site. The group’s assignment in both the site specific
and generic studies covers all areas of possible effects
on the natural and human environment (including air,
water, and land) and economic and social effects.

Site specific activities this fiscal year have been
concerned with the evaluation of a proposed 600 MWe
coal-fired unit, Vienna Unit 9, that the Delmarva
Power and Light Co. wants to add to its present power
plant at Vienna, Md., on the Nanticoke River.
Although the evaluation is still in progress, the results
of major segments of the analysis have been published,
including (a) the effects of air pollution from the
burning of coal,! airborne emissions from the cooling
tower,? and noise?; (b) the effects on the aquatic life of
the Nanticoke*?; (c) and socio-economic aspects.®’ A
study is nearing completion of the potential effect on
groundwater and aquatic biota of alternate techniques
for disposing of waste from coal combustion and stack
gas cleaning processes.?

Major generic studies finished this year include
the possible risks near nuclear power plants,”!0 the
environmental effects of high voltage electric trans-
mission lines,':12 the stability of the water tracing dye,
Rhodamine WT, in saline waters,!® and the population

This work was supported by the State of Maryland, the
National Park Service, the U.S. Coast Guard, Argonne
National Laboratory, the Solar Energy Research Institute, and
the U.S. Department of Energy.

dynamics of striped bass in the Chesapeake Bay
system.'4

The group has evaluated the economics of
producing vacuum-deposited photovoliaic cells for the
Solar Energy Research Institute '* and has developed a
methodology to aid in siting storage facilities for spent
nuclear fuel for the Department of Energy.'¢ The group
has reviewed the safety of liquid natural gas transport
operations within the Chesapeake Bay area for the State
of Maryland Coastal Zone Unit!” and has participated
in a study of the application of alternative energy
technology to the U.S. Coast Guard’s lighthouse
system. There has also been a major effort in evaluating
landfills as a source of methane. This work has been
supported by the Department of Energy through the
Argonne National Laboratory'® and by the National
Park Service.'®

DISCUSSION

Because of the many subject areas, it is im-
possible to describe all of them fully; therefore, we have
selected two projects as examples of the group’s ac-
tivities: the modeling of the population dynamics of
striped bass!* and the evaluation of methane
production from landfills.'%!?

Striped Bass Population Dynamics

A major point of contention in several
regulatory hearings the group has attended is the effect
of power plant construction on the population of
striped bass in Maryland waters. This concern is natural
since striped bass support a major commercial and
recreational fishery in the state. In addition, striped
bass spawned in the Chesapeake Bay’s tributaries are
the predominant source of fish for the Atlantic Coastal
fishery from New England to the Carolinas. The
concern has been heightened by the precipitous drop in
the yield of the fishery since the mid 1970’s.

Striped bass are anadromous fish: they spend
most of their lives in saltwater but swim to a freshwater
portion of an estuary to spawn. Their principal
spawning areas in the Chesapeake Bay system are the
Potomac River, the Chesapeake and Delaware Canal,
the Nanticoke River, and the Choptank River. The
spawning areas of the first three bodies of water have
been proposed as sites for power plant construction in
recent years. Utilities are drawn to the locations by the
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abundant cooling water that is available and by the
desire to be located reasonably close to their load
centers. Several modeling techniques are available to
predict the effect of a power plant’s operation on a
given year's spawn. However, because of the species’
complex life history, it is difficult to translate such
losses into a decrease in the number of adult fish
available for harvesting.

A member of the Environmental Assessment
Group recently has finished a major study' that at-
tempts to paint a quantitative picture of the factors
influencing striped bass survival and the strength of the
fishery. The population dynamics of the species has
been conceptualized in terms of a mathematical model,
which has two parts. The first part is a model of the
adult population. The factors considered were
migration between the Chesapeake Bay and Atlantic
coastal waters as a function of age and sex, and the
mortality owing to natural factors and commercial and
recreational fishing as a function of age, sex, and
location (bay versus coastal). The second part is a
stock-recruitment model that bridges the gap between
the adults and their progeny that reach adulthood. The
model considers not only the effects of spawning-
population size but also environmental factors.

One of the chief difficulties in population
modeling, particularly a model as detailed as this one, is
the lack of reliable data. In fact, the available data are
often contradictory. A major achievement of this effort
has been the review and reconciliation of much of the
available data. As a result, the allowed values of most
model parameters have been constrained. Much of the
reconciliation of data has come about through the
realization that there are major differences in the
migratory behavior of male and female striped bass.
While it has long been suspected that the Chesapeake
Bay system produced most of the striped bass in the
coastal fishery, a very small proportion of the striped
bass tagged in the bay showed up in the ocean. This
behavior is explained by the discovery that most of the
coastal fish are females that have migrated from the bay
while immature without having moved into the
spawning areas. The tagging studies used fish caught in
the spawning areas. Those fish are predominately
young males who stay in bay waters for a longer period
than the females and move into the spawning areas at a
younger age because they become sexually mature
sooner than the females. Partly because of heavy
fishing in the bay, only a small number of those males
ever move into the coastal fishery.

The addition of young striped bass to the fishery
is dominated by an occasional exceptionally good year,
when large numbers of fish survive to the fingerling
stage. Several years later, that year class is responsible
for a large increase in the adult population, and the

increase is reflected in the yield of the fishery. Previous
studies have suggested that the good years may be
related to cold winter temperatures and high spring
flows in the rivers where striped bass spawn. The
postulated mechanism involves the increased
availability of nutrients for the microscopic animals
that provide the food for young striped bass. The last
good year when a dominant year class was spawned was
1970. The size of the population and the harvest has
declined sharply recently.

A major concern in the management of the
fishery is the effect of the reduced spawning stock on
the specie’s ability to rebound, given the proper en-
vironmental conditions. The study described here has
established that the size of the spawning stock may have
some effect on the size of the year class; however, it
remains apparent that most of the variability is due to
environmental parameters. The size of the spawning
stock may have only a limited bearing on the size of the
spawn because of the tremendous fecundity of striped
bass females. The average mature female produces
168,000 eggs per kilogram of body weight. Therefore,
relatively few females are needed to produce a large
number of fish if conditions are good for egg and larval
survival.

The model was used in the group’s power plant
siting work to analyze the effects of entrainment by the
proposed Vienna Unit 9. Entrainment is the destruction
of eggs and larvae when they are drawn into the power
plant along with the cooling water. The Vienna plant
will entrain, on the average, 2% of the eggs and larvae
spawned in the Nanticoke. According to the model, this
will result in a loss of 4% or less of the adult fish
produced from spawning in the Nanticoke. However,
since the Nanticoke produces only 12% of the striped
bass spawned in Maryland waters, the actual loss to the
Maryland fishery is only about 0.5%.

Landfill Methane Recovery

APL has been involved with developing landfill
gas recovery and utilization technology since 1977,
Landfill gas, typically composed of 60% methane and
40% carbon dioxide, is formed in sanitary landfills as
the deposited organic refuse decomposes. In the past
few years, landfill gas has been developed into an
economically competitive energy resource. It is
estimated that approximately 1% of the nation’s
natural gas demand could be satisfied with gas
recovered from landfills.

APL is currently under contract to the
Department of Energy through the Argonne National
Laboratory to study various aspects of landfill gas
technology. Under the contract, APL recently released




the Landfill Methane Utilization Technology Work-
book,'® which contains basic facts regarding landfill
gas recovery including discussions on the generation of
gas in landfills, gas collection systems, and options for
control and use of the gas. Results of APL’s landfill gas
computer model for predicting the gas generation rate
are included. The workbook also contains summaries
of eight landfill gas recovery operations and in-
formation on guidelines and sources of support. A
detailed discussion of legal aspects is included. The
workbook concludes with a comprehensive annotated
bibliography.

APL has recently completed field testing in a
feasibility study'® for the National Park Service at the
Kenilworth and Oxon Cove landfills in the Washington,
D.C., area. The study was conducted to provide
preliminary estimates of the quantity and quality of the
gas at the two landfills for possible recovery. Gas wells
and probes were installed at various locations and
depths in the landfills, and APL has instrumented a
mobile testing laboratory that contains equipment to
measure the composition of the landfill gas, the internal
temperature and pressure of the landfill, and the flow
rates of the gas pumped out. The laboratory contains a
portable gas chromatograph and digital integrator to
analyze the gas for carbon dioxide, hydrogen, oxygen,
nitrogen, and methane. Very little equipment is
specifically designed for analyzing landfill gas, and
APL is continuing to develop field icsting techniques to
provide accurate methods that will shorten future
testing programs.
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DUCT FIRES

L. W. Hunter

A model of the spread of fire in a circular fuel-
lined duci has been developed. Extinction and ac-
celeration limits are explored and the propagation speed
is calculated. The model is the first to explain the ex-
perimentally observed behavior from basic principles.

BACKGROUND

Fire can spread rapidly over many solid fuels in
narrow spaces. One important geometry is a fuel-lined
duct, such as a building shaft. Other examples are
electric cable conduits and two planar surfaces that face
each other closely, as a stack of lumber. Fire in these
situations is highly turbulent. Although the com-
position and velocity of the combustion gases vary with
position parallel to the direction of propagstion, the
turbulent mixing tends to make conditions laterally
uniform in an average sense. In addition, such
geometries preclude the lateral plume expansion that
would occur in a wall fire in an open room. These fires
are one dimensional and thus are ideal for comparing
theory and experiment.

Roberts and Clough' pioneered in experiments
on duct fires. Those experiments dealt with thick-walled
ducts in which heat was lost from the fire by radial
conduction into the wall. The present calculation
focuses on thin-walled ducts, with no radial tem-
perature gradients in the wall. Instead, convective heat
losses replace the conduction losses. Heat is lost at a
rate proportional to the difference in temperature
between the wall and the surroundings. The convective
description keeps the problem one dimensional and is
expected to reproduce the qualitative features of the
experiment.

DISCUSSION

It is desired to determine the conditions under
which fire spreads at a steady speed, V, and to deter-
mine the value of V in a circular duct lined with fuel
over its entire circumference. The duct geometry is
shown in Fig. 1.

The approach is to assume that steady fire
spread has been achieved. As seen by an observer
moving at the speed V, the temperature distributions do
not change with time and the problem can be set up as
shown in Fig. 2. The fire appears as a counterflow
This work was supported by the U.S. Nuclear Reguiatory
Commission.

Backing
Fuel
Gas

Fig. 1 Duct geometry. The solid fuel forms gaseous fuel and
burns with incoming air.

Gaseous products

Fresh air of combustion
Burned out Combustion and Unburned
solid gasification zone solid

Fig. 2 Fire spreading steadily through the duct, as seen by an
observer moving at the propagation speed, V.

process in which the solid flows to the left while air and
combustion gases flow 1o the right. In the fire zone, the
solid releases gaseous fuel that burns with the oxygen in
the air. It is unknown in advance whether there is more
fuel gas than oxygen or more oxygen than fuel gas in
the combustion zone; hence, both possibilities must be
considered in the analysis. It turns out that the oxygen-
rich combustion is unstable. The governing equations
prescribe conservation of mass and heat in both the
solid and the gas phases. The equations are solved in
terms of integrals that are evaluated numerically. The
mathematical details are given in Ref. 2.

Conditions are varied to explore for limits in
which the calculated temperatures become negative or
imaginary. In those limits, the original assumption of
steady fire spread is contradicted. The limits therefore
show where the fire becomes unsteady and either ac-
celerates or decelerates. On the other hand, if the
calculations give positive temperatures but physicailly
unrealistic trends in certain cases, we conclude that the
propagation is steady but unstable.

The analysis is simple when the rate of heat loss
from the duct to the surroundings is zero, that is, when
the duct is thermally insulated. The steady propagation
speed is given by an overall energy balance. which
equates the input rate of chemical energy contained in
the oxygen supply (left side of the equation) to the net
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rate at which energy is consumed in gasifying the solid
(right side):

(-o)

om. " Y5 " ir=LPY,V .

In this equation, Q is the heat of combustion per unit
mass of fuel consumed, mf~*) is the input mass flow
. (—o) ., .
rate of air, Y, ,  is the mass fraction of oxygen (O,)
in the air, r is the mass ratio of oxygen to fuel con-
sumed, L is the latent heat of gasification of the solid, P
is the mass of solid per unit length, and Y/ is the mass
fraction of solid that gasifies. The conditions for steady
propagation in the insulated duct are shown in Fig. 3.
The two curves mark the highest and lowest heat release
rates at which steady propagation exists. Below the
straight line Q = L, the fire is oxygen-rich and un-
stable. There is also a practical upper limit arising
because typically
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Fig. 3 Conditions for steady fire spread in an insulated duct.

(-»)
.Q_)./.Q.L < 2
rL
in normal air. Thus, in practice, the conditions for
steady combustion are actually limited to the small
crosshatched region of the figure.

The analysis is more complicated with nonzero
heat losses to the surroundings, but the results are
simple and in agreement with the experiments by
Roberts and Clough.' The steady propagation speed is
given to reasonable accuracy by

rPY[V

7 (~®) Y (-
me Yo2

=3.0.

Calculations of the limits of steady propagation are
presented in Ref. 2.

The duct fire calculations of Ref. 2 are en-
couraging and should help in the design of experiments
on thin-walled ducts. Indeed, the thin ducts may be
easier to examine experimentally than the thick-walled
ones.
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INTRODUCTION

There is a wide variety of special-purpose laboratories at APL. Some deal
with fundamental research, some assess performance of Navy systems, some
evaluate designs, and others assure that product quality is maintained. Aside
from those laboratories committed to research, APL’s facilities are generally
oriented to support Navy and space programs in critical technological areas, to
assess performance of weapons and space systems, or to support the operation
of selected space systems.

Special-purpose laboratory operations began at APL when the Labora-
tory was founded. For example, facilities were established for testing the VT
fuzes during the development and production phases of that program. A propul-
sion laboratory has been used continuously since the early days of the guided
missile programs to study problems associated with ramjets and other airbreath-
ing engines suitable for propulsion at supersonic speeds. Other laboratory
facilities have been set up and operated as the needs of assigned tasks have
dictated. The need for some facilities has disappeared as problems have been
solved or as emphasis has changed; e.g., APL no longer is responsible for VT
fuzes. The objectives that the special laboratories address are to monitor the per-
formance of existing systems, to validate concepts and designs for new systems
or equipment, to ensure quality in products prepared by APL, and to advance
the state of knowledge in selected technological areas.

The Guidance System Evaluation Laboratory exemplifies the evolution of
a special-purpose laboratory. Originated during the development of the semi-ac-
tive homing system for Terrier and Tartar missiles, it could assess secker
operating characteristics and obtain data needed for integrating the seeker into
the missile and for planning flight tests. With missile evolution, the scope of
testing was expanded to include the entire guidance system. Representation of
static targets quickly gave way to the simulation of targets with noise, then
moving targets, and then targets with countermeasures. With the growth of
missile complexity and threat severity, changes have been necessary to assure
meaningful testing. Recent renovation permits testing of the latest guidance
systems using on-board digital computers. Current threats involving multiple,
high-speed, air-to-surface missiles attacking in intense ECM environments —an be
represented.

Four interests underlie the special laboratories at APL: exploration of the
unknown; validation of theory, concepts, and designs; improvement of
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products; and maintenance of existing products. The first provides the basis for
the activities of the Research Center, with careful consideration being given to
the specific areas of investigation. The second, though akin to the first, pertains
to the application of technological advances to new or existing systems and is
necessary to ensure that the foundation of new designs is sound. In some areas
the need for experimental validation may be temporary or occasional, but in
many areas (for instance, those concerned with improving communications,
either man-to-machine or machine-to-machine) a continuuum of operations is to
be expected involving increasingly exacting levels of detail in implementation.
There are many ways in which product improvements may be sought. They
range from expansion of product applicability and revision 1o meet new goals, to
improvement of control of the content of a product to ensure that performance
goals are achieved. Even the reduction of the time needed to create a product is
of concern (for instance, reducing the time needed to complete an assessment
and generate a report). Similarly, the maintenance of existing products (such as
the performance of a weapon system as determined by comprehensive system
tests) can make it necessary to have laboratory systems that will provide prompt
and thorough examination. The current nature of our society, which stresses
technological advances while still recognizing the high cost of improvements, can
be expected 1o stimulate the use of special-purpose laboratories.

In addition to supporting other operations ai APL, special-purpose
laboratories serve three basic purposes, principally for the Navy missile program
and the space program, to assess the performance of the operational systems, to
develop new concepts for improvements, and (o evaluate new equipments and
systems. In a number of instances, these laboratories operate in unique areas.
Examples are the Combat Systems Evaluation Laboratory, which demonstrates
and evaluates combat direction system concepts, the Guidance System
Evaluation Laboratory, which assesses actual missile guidance hardware under
representative R¥ environmental conditions, the Satellite Control and Command
Center, and the Strategic System Data Processing Laboratory. Experience in-
dicates that some special-purpose laboratories may be phased out of operation as |
tasks are completed or as other organizations provide the capability to carry on. l J
However, in most instances where the special laboratories are operating on the L]
technological frontiers of programs of continuing national interest, prior f
practices indicate that they will continue to evolve in step with developments in
the programs they serve.




GSEL TARGET DOPPLER SIMULATOR

S. F. Buono and M. M. Soukup

A simulator has been developed that will supply
a complete set of spectrally pure radio frequency (RF)
signals, under automated digital control, for the test
and evaluation of semiactive homing missiles. The
simulator can generate three independent target
Doppler signals, two missile reference signals, and one
spillover signal. Advanced phase-lock loop techniques
are used to generate spectrally pure signals with wide
modulation bandwidth capability. Phase, frequency,
and amplitude modulations are controlled by a com-
pletely automated digital interface that allows closed-
loop hardware evaluations to be performed on missile
guidance receivers using a hybrid analog/digital
computer to simulate missile-to-target dynamics. The
simulator also provides adequate fine control of the
target Doppler frequencies, phases, and amplitudes to
simulate a two-point target, coordinated maneuvering
targets, or various electronic countermeasures (ECM)
techniques such as repeaters and noise jammers. The
major simulator performance parameters are listed in
Table 1.

BACKGROUND

The capabilities of the APL Guidance System
Evaluation Laboratory (GSEL) were expanded to test
state-of-the-art missile guidance systems with ‘‘hard-
ware-in-the-loop”’ flight simulations. Test requirements
for the new GSEL included multiple target capability,
coordinated target tactics, and stringent target

Table 1

GSEL DOPPLER TARGET SIMULATOR
PERFORMANCE PARAMETERS

Parameter Characteristics
Microwave frequency 8 to 12.4 GHz, with 2 kHz
coverage resolution
Number of targets 3
Target power output + 16 dBm maximum, with 0.5
dB resolution

Doppler granularity 0.1 Hzresolution

Rear reference power output | — 16 dBm maximum, with 0.5
dB resolution

Spillover power output 0 dBm maximum, with 0.5 dB
resolution

This work was supported by NAVSEASYSCOM, PMS-400B
and SEA-6223.
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maneuvering. These were achieved with a larger test
chamber, a linear phased array of target antennas (to
simulate relative missile-target angular motion), and a
new multitarget Doppler simulator.

Closed loop testing of semiactive homing missile
guidance systems requires spectrally pure RF signals that
can be modulated to simulate realistic target and missile
motion. Spectrally pure signals have usually been
achieved with klystrons or varactor devices that are
inherently narrowband; however, current ECM tactics
force modern missile homing systems to operate over
significantly wider RF bandwidths. In addition, pre-
vious simulations of target and missile signals were
achieved by mixing and filtering techniques. This ap-
proach was necessarily narrowband, could generate
spurious signals, and was prone to cause interference or
improper operation.

Therefore a requirement was established for a
programmable, wideband, target Doppler simulator
that would provide multiple target and missile signals.
The simulator also could be modulated with special
waveforms in a time frame equivalent to actual operat-
ing conditions to simulate the flight environment. For
semiactive missile systems, rear reference and spillover
signals as well as multiple target Doppler signals are
needed.

Consequently, a programmable target Doppler
simulator that operates over a wide RF band was
developed. Spectral purity has been achieved by using
phase lock loops in conjunction with an RF synthesizer
with low phase noise. The simulator features total
automatic digital control by the GSEL's Pacer hybrid
computer system for closed loop testing or by a
Hewlett-Packard 9835 computer for diagnostic testing.

DISCUSSION

A block diagram of the system is shown in
Fig. 1. A digitally controlled microwave frequency gen-
erator, which operates from 8 to 12.4 GHz, provides
the basic reference signal to four phase lock loops. Each
contains an offset oscillator in the loop feedback
network. A crystal oscillator is used as the offset oscil-
lator in the missile reference phase lock loop.

Each of the three target phase lock loops has
digitally controlled Doppler synthesizers as offset
oscillators that operate at a fixed frequency above the
target Doppler frequency. As a result, each target
frequency is the microwave generator frequency plus
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Fig. 1 Block diagram of the target Doppler simulator. :
the offset oscillator frequency plus the target Doppler signal level scintillation that results from target cross
frequency. section and/or multipath effects.
The phase lock loops have been designed to The required circuitry to phase modulate the
provide minimum AM/FM noise for the phase locked signals with the missile uplink waveform (used to
frequency, together with the ability to track incoming communicate with missiles configured for use with the i
target Doppler frequencies. The loops can track these Terrier and Tartar weapon systems) is included in the A
Doppler frequencies at rates well above expected missile phase lock loop feedback networks for both the
: requirements. This performance has been achieved missile’s rear reference and the targets.
i while maintaining spectrally pure signals.
. Interface control of the Doppler generator is
! The output of each phase lock loop is passed accomplished by a digital interface from either the
R through digitally controlled microwave attenuators. In GSEL’s Pacer hybrid computer or the GSEL test i
; the missile’s rear reference channel, the signal is split system. Parameters under digital control for missile test
. into two separate paths, which have independent operations include the microwave reference frequency, !
control to represent illuminator-to-missile path loss and phase lock loop acquisition and track commands, target ;
reference signal fading for each of two inputs to the Doppler frequencies, accelerations, and signal power !
missile’s rear reference antennas. In addition, a portion levels. :
of the missile’s rear reference signal is passed through
attenuators and used as a spillover signal to the missile’s An HP 9835 computer is used to provide a ?
front antenna. Each target signal power level is con- complete self-test of the Doppler simulator, including
trolled by three attenuators to simulate illuminator-to- the parameters listed in Table 1, to examine it for out-
target path loss, target-to-missile path loss, and a target of-tolerance conditions, and to provide prompts for the
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diagnosis of generator operating problems. The
Doppler simulator can also be controlled by the HP
9835 computer for missile seeker open loop testing.
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AN ELECTRONICALLY CONTROLLED RF ARRAY

H. C. Davey and H. H. Knapp

A wide angle (x£45°), fixed element, elec-
tronically steerable RF array system has been developed
at APL for the Guidance System Evaluation
Laborarory (GSEL). It is used to evaluate Standard
Missile-2 seeker performance against modern

maneuvering targets employing countermeasures
techniques.
BACKGROUND

APL has maintained the GSEL facility for the
past 16 years. It has been used to evaluate the guidance
performance of successive versions of the Navy’s
Terrier, Tartar, and Standard Missiles. A major system
in the facility was concerned with generating
maneuvering targets. This was accomplished by
mounting a small antenna to a wire and pulley
arrangement mounted on a horizontal rail. The pulleys
were driven by a servo system that, under computer
control, caused the antenna to move, thereby
simulating the angular location of the reflected signal
from the maneuering target. The system had several
limitations. The servo-driven system limited the velocity
that the simulated targets could achieve to ap-
proximately 60 degrees per second. Hysteresis effects,
caused by a change in target direction, created errors in
the target’s angular location. The physical size of the RF

This work was supported by NAVSEASYSCOM, PMS-400.
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darkroom that contained the antenna system limited the
azimuth coverage to +18°. Also, the system was
limited to a two-target capability.

With the development of Standard Missile-2,
resident test capabilities began to fall short of test
requirements. Consequently, the Navy approved a
major upgrading of the GSEL. An important element
of the new GSEL is a fixed-element RF array system.

DISCUSSION

The RF array was designed to overcome the
limitations inherent in a mechanical device. An ap-
parent target can be located between a selected pair of
adjacent antennas of an array by electronically varying
their relative radiated powers. Because control is
electronic, target maneuvers are not limited by the
antenna system. The RF array system is composed of
three major subsystems: an amplitude scanner, an RF
switching tree, and an array controller. A cutaway view
of the upgraded GSEL is shown in Fig. 1; the major
array subsystems are indicated.

Figure 2 is a photograph of the array system in
the anechoic chamber. Sixty-four antennas are mounted
along the top of the cylindrical wall. The switching tree
components that route RF signals to selected antennas
are located in the rear. The amplitude scanner and array
controller cabinets are along the chamber wall. The




Fig. 1 Cutaway view of the upgraded GSEL.

Cosine input Sine input

Fig. 3 wr¥ switching tree for one array.

guidance system under test is placed at the focal point
of the array.

RF radiation from selected antennas is obtained
that simulates a target positioned at discrete points
along the arc. First an adjacent antenna pair is selected
and then the relative powers radiated from those
selected antennas are adjusted. The antenna pair is
designated by commands from the array controller to
the switching tree (Fig. 3). RF inputs to the switching
tree originate in the amplitude scanner, a controlled
power divider whose outputs are determined by array
controller commands. Two variables, antenna selection
and RF power ratio, provide coarse and fine target
positioning along the array. For example, with
maximum power into the cosine input and zero power
into the sine input, only antenna 1 radiates, and the
target is located at antenna 1. Similarly, maximum
power into the sine port and zero power at the cosine
port positions the target at antenna 3. Target locations
between antenna pairs are obtained by varying the
power ratios between these extremes as determined by
the amplitude scanner. This method of target location
can be extended to include additional antenna pairs by
means of the RF switching tree, thus causing linear
target motion across the array.

By means of careful manufacturing procedures
and the use of automated testing techniques, the array
has been calibrated so that the amplitude and phase of
the RF signal from each of the sixty-four paths to the
focal point is within £0.25 dB and %15 electrical
degrees. This tight tolerance on the system transmission
loss is needed to ensure pointing errors of 1 milliradian
or less across the length of the array.

sty
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The upgraded GSEL facility became operational
in February 1980. Array acceptance tests have shown
that the new facility can handle more sensitive testing
than the previous one. It is anticipated that the RF array
will continue to contribute significantly to GSEL
operation in the foreseeable future.
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MICROPROCESSOR-CONTROLLED TERMINAL

CONTROL SWITCH

C. F. Waltrip

The Computer Aided Programming (CAP) fa-
cility and the Combat Systems Evaluation Laboratory
(CSEL) make computers, program development, and
other resources available to authorized users. The
resources are shared among users whose primary access
is via computer terminals.

A major step to increase the availability of these
resources was taken in 1980 with the implementation of
a terminal control switch (1Csy. This software-con-
trolled switch allows interconnections to be made
among computers, lerminals, telecommunications
lines, and other devices via serial, asynchronous links at
transmission rates up through 9600 bits per second
(Fig. I).

BACKGROUND

Support of the various computer-based projects
at APL requires multiple-computer systems as well as
different operating systems. It is not uncommon within
the CAP/CSEL facilities for four different systems to
be in operation simultaneously, each controlling a sepa-
rate computer.

Before 1980, the requirements of the various
users of the CAP/CSEL facilities were met by perma-
nently cabling individual computer terminals directly to
specific computers. As the use of a rarticular computer
increased, the new demand was met by cabling ad-
ditional terminals to it (Fig. 2). Similarly, teleccommuni-

This work was supported by indirectly Funded R&D.
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Fig. 1 Overview of 1cs.

cations access as well as expansion was provided by
cabling modems directly into each computer system.

Frequently the demand for access to a particular
computer exceeded the number of terminals, while
terminals connected to other computers were idle. It
was clear that a quick, convenient way to connect any
terminal to any computer was required. In this context,
‘‘convenient’’ meant being able to specify a computer
connection from the terminal keyboard, because that
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Fig. 2 Configuration prior to Tcs.

would permit remote connections to be made as easily
as local ones.

Remote terminals included those within the Lab-
oratory but not adjacent to the computer facilities and
also those located away from Laboratory premises for
which telecommunications access was required. Remote
terminals presented an additional problem in that the
CAP/CSEL computers lacked the hardware to provide
full modem support, and only two of the four operating
systems provided software support for modems. Fur-
thermore, only those two operating systems were
equipped to provide automatic baud rate detection (the
ability to determine and adapt to the specific baud rate
(transmission speed) of a terminal). Baud rate detection
is necessary for remote terminals because different
types of remote terminals operate at different transmis-
sion speeds.

DISCUSSION

These considerations led to the following broad
functional specifications for a TCS:

1. A single set of terminals was to be perma-
nently cabled to the TCs instead of directly to
separate computers.

2. Each terminal access port on each computer
was to be permanently hard-wired to the TCs
instead of directly to individual terminals.

3. A single set of modems was to be perma-
nently connected to the Tcs instead of direct-
ly to separate computers.

4. A user at any termirial was to be able to
command the Tcs from the terminal key-
board to make a connection to any

computer.

A TCS meeting these specifications has been in-
stalled in the CAP/CSEL facilities. The device consists
of a microprocessor-controlled time-division multiplex-
er. It is a Micom Micro600 model intelligent port
selector that has been adapted to the requirements of
the CAP/CSEL facilities. The operations of the TCS are
essentially table-driven; that is, they are controlled by
the contents of a predefined configuration table located
in the microprocessor’s memory.

The addition of the TCS to the CAP/CSEL facili-
ties yielded the following benefits:

1. Any terminal connected to the TCs (via local,
remote, or dial-in connections) can be used
to specify which computer or operating sys-
tem is desired. A single set of terminals and
modems can serve all users, whereas a mini-
mum of three sets of each was required pre-
viously.

2. When all the ports of a computer are in use,
the user no longer encounters a busy signal,
requiring continuous “‘retries’’; he can now
wait or ‘‘camp-on’’ until a port becomes
available.

3. The 1Cs provides full modem hardware and
software control so that these capabilities
need not be satisfied by the computer hard-
ware and software. It also provides auto-
matic baud rate detection so that a single set
of telephone lines and modems may be used
by all dial-in terminals, regardless of their
transmission speed. Prior to the TCS in-
stallation, at least two sets of modems and
telephone lines were required.

4. When a computer is to be taken out of ser-
vice for maintenance or for other reasons,
access to that computer may be blocked at
the TCs. Users who subsequently attempt
access to it receive a stored message in-
forming them that it is unavailable. If the
computer is out of service but its operating
system and data have been transferred to
another computer, users are automatically
routed to the other computer.

5. The Tcs will disconnect any terminal from a
port if there is no data activity within 20
minutes. Consequently, a computer port
will not be tied up indefinitely if a user for-
gets to disconnect.

6. The TCS may be used by computers to estab-
lish intercomputer links. (In Fig. 3, a line is
cabled to computer A, which uses this line to
establish a connection through the TCS 10 a
port on computer B.)

7. The TCs enables special-purpose devices
such as graphics terminals, PROM-burners,
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Lines

Fig. 3 Intercomputer links via 7Cs.

and letter-quality printers to be shared
among various computers.

8. The TCS can provide statistics on terminal
and computer port usage to allow the man-
agement of resource utilization, allocation,
and acquisition.

9. The TCs itself has redundant logic and power
supplies; all other modules are interchange-
able.
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PATENTS ACTIVITIES

The APL Patents Office is responsible for en-
suring compliance with contract and grant requirements
relative to patent and data rights, as imposed by the
various governmental agencies that sponsor work at the
Laboratory. In addition to preparing formal disclosures
of inventions for the appropriate sponsors, the Patents
Office prepares and prosecutes patent applications on
behalf of both the University and the Department of the
Navy.

The following lists indicate the invention disclo-
sures submitted to sponsors, the patent applications
prepared and filed in the United States Patent Office,
and the previously filed applications that were success-
fully prosecuted to issuance as patents, during Fiscal
Year 1980.

INVENTION DISCLOSURES

J. L. Abita—Microanemometer or Resistance Probe

J. L. Abita—Pressure/Force Limit Switch

A. W. Bjerkaas, B. L. Gotwols, and G. B. lrani—Optical
Detection of the Phase Velocity of Short Gravity Waves

. W. Constantine—Foldable Aerodynamic Surface for
Supersonic Anti-Ship Missile

. W. Constantine—Ramjet Powered 5 in. Diameter Guided
Projectile

. B. Fraser—Hydromechanically High Pass Filtered Pres-
sure Transducer

. B. Fraser—Spatial and Temporal Correlation of Un-
derwater Sunlight Fluctuations in the Sea

. B. Fraser—Synchronously Detecting Transduction (o
Frequency Encoder

. H. George and R. B. Borelli—7hreat Assessing Elec-
tronic Warfare (EW) Ranger

. B. Givens and R. L. Hudson—A Compact Electric Field
Charge Measurement System

. E. Grenleski, Jr., and J. L. Keirsey—Multi-Port Dump
Combustor

. J. Hoffman and ). C. Loessi—Short-Circuit-Proof DIP

Test Clip

. W. Hunter and C. H. Hoshall—An Ignition Test for
Plastics

. A. Keller—Apparatus and Method for Measuring the
Length of an Underwater Antenna

. A. Keller—Direct Reading Fiber-Optic Monometer

. A. Keller—Method of Anodizing Tantalum Wire

. A. Kuesand R. H. Brown—Current Profiling Dye Bomb

. B. Land 11— Valve Position Indicator

H. Loveless— Velocity Control Loop for Powered
Wheelchairs

. C. Mallalieu and H. H. Knapp—Dual-Bridge Target
Scanner

. R. Marlow—-RF 10 IR Handover Logic Circuitry for Dual
Mode Missile Guidance
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C. Moore—Clock Stopper for Static Microprocessor

. C. Moore—Current Summing Circuit for Fast D/A

Converter

. V. Nelson,” R. F. Gasparovic, and R. V. Chappell—
Telescoping Air-Drop Oceanographic Buoy

. J. Pasierb, B. F. Fuess, and L. S. Glover—Launch Test

Vehicle

F. Platte and D. Cave—A Microprocessor Controlled

Simulator of Radar Targets

S. Polk— Water Jacketing for Test Burner

. Pue—Optimal Vehicle Following Control System

. W. Rabenhorst—High Speed TV System

. W. Rabenhorst—Improved Performance Magnetic

Coupler

. W. Rabenhorst—Modular Flywheel Arrangement

W. Rabenhorst—Series Bearing

. Reinitzand L. W. Hart—A Solid State Magnetometer

. J. Roemer—Zero Backlash, Angular Torque Transmitter
R. Small—Fiywheel Spin Stabilization Bearing

. R. Small—Soft Motor Mount

. R. Small—Superflywheel Shaft Suspension Dampener

A. Taylor—Coherent Cancellation of Jamming

. J. Waltrup, J. L. Keirsey, and W. B. Shippen— Hyper-

sonic Wide-Area Defense Missile
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PATENT APPLICATIONS

R. H. Bauer and M. Heidkamp—Merhod for Correcting
Navigation Errors Due to Water Currents

C. Feldman, H. K. Charles, and F. G. Satkiewicz—Method
for Fabricating a Thin-Film (Si) Solar Cell with Metal
Boride Bottom Electrode

C. Feldman, H. K. Charles, and F. G. Satkiewicz— Thin-
Film (Si) Solar Cell with Metal Boride Bottom Electrode

R. E. Fischell—Recorder with Patient Alarm and Service
Reguest Systems Suitable for Use with Automatic Im-
plantable Defibrillator

R. H. Lapp—~Pivotal Support with Independent Adjusting
Elements and Locking Means

F. Marcellino—Low Level Circuit Continuity Tester

C. Philippides—A Clock Invariant Synchronization Tech-
nique for Random Binary Sequence to NSWC

R. S. Potember, T. O. P'ochler, and D. O. Cowan-—Organ-
ic Memory or Threshold Switch Composed of Copper or
Silver Complexed with TNAP or TCNQ Electron

PATENTS ISSUED

C. B. Baker and J. L. Keirsey—Hypersonic Modular Inlet,
No. 4,194,519

W. E. Buchanan and E. F. Kiley—Information Display
Method and Apparatus for Air Traffic Control, No.
4,196,474

J. W. Follin and R. E. Miller—Digital Beamsteering for a
Parametric Scanning Sonar System, No. 4,190,818

J. B. Garrison—Passive Acquisition System, No. 4,173,760
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). Gulick, ). S. Miller, and A. ). Pue—Broadband In-
terferometer and Direction Finding Missile Guidance
System, No. 4,204,655

M. L. Hill—Method and Apparatus for Defining an
Equipotential Line or Surface in the Earth's Aimosphere
and Measuring the Misalignment of a Selected Line or
Plane Relative 10 an Equipotential Line or Surface, No.
4,199,715

E. C. Jarrell, D. R. Marlow, and H. B. Tetens— Target
Seeker Simulator, No. 4,215,347

J. W. Kuck—Pulse Doppler-Radio Proximity Fuze, No.
4,194,203

3. W. Kuck—Pulse Doppler-Radio Proximity Fuze, No.
4,195,295

L. C. Miller, J. A. Perschy, and G. D. Smith—Continuous
Mentory System, No. 4,186,440

J. C. Murphy and L. C. Aamodi—~Self-Calibrating Photo-
acoustic Apparatus for Measuring Light Intensity and
Light Absorption, No. 4,184,768

J. C. Murphy and R. C. Cole—Laser Interferomeiry Deiec-
tion Method/Apparatus for Buried Structure, No.
4,172,382

F. N. Sansone—Minimal Distortion Video Bandpass Filter,
No. 4,215,325
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F. ). Adrian, *“Principles of the Radical Pair Mechanism of
Chemically Induced Nuclear and Electron Spin Polariza-
tion,”’ Rev. Chem. Intermed. 3, No. 3, pp. 3-43 (1979).

F. J. Adrian and L. Monchick, **Analytic Formula for Chemi-
cally Induced Magnetic Polarization by S-T ., Mixing in a
Strong Magnetic Field,” J. Chem. Phys. 72, No. 10, pp.
5786-5787 (1980).

W. E. Allen, **The Magsat Power System,” Johns Hopkins
APL Tech. Dig. 3, No, 3, pp. 179-182 (1980).

R. H. Andreo, ‘‘Variational Methods for Wave Scattering
from Random Systems,”” Lecture Notes in Physics —
Mathematics, Methods, and Applications of Scattering
Theory, No. 130, Springer-Verlag, Berlin, pp. 92-94 (1980).

R. H. Andreo and J. H. Krill, Stochastic Variational Formula-
tions of Electromagnetic Wave Scattering, Pergamon Press,
New York, pp. 565-568 (1980).

T. P. Armstrong (Univ. Kansas) and S. M. Krimigis (APL),
“Reply to Criticism by D. Hovestadt of Their Paper on
Unusual Bursts Observed with Detectors Aboard IMP 8,” J.
Geophys. Res. 85, No. A7, pp. 3503-3504 (1980).

W. H. Avery, ““Ocean Thermal Energy Conversion Contribu-
tion to the Energy Needs of the United States,”’ Johns
Hopkins APL Tech. Dig. 1, No. 2, pp. 101-107 (1980).

C. B. Bargeron, ‘‘High Vacuum Scanning Electron Micro-
scopy as a Tool in Surface Analysis,”” Johns Hopkins APL
Tech. Dig. 1, No. 1, pp. 38-44 (1980).

W. Barron and P. Kroll (Metro Center) and W. J, Toth (APL),
GRITS: A Computer Program for the Economic Evaluation
of Direct-Use Applications of Geothermal Energy,
JHU/APL QM-80-077 (GEMS-008) (Jun 1980).

C. W. Bauschilicher, Jr. (NASA), D. M. Silver (APL), and D.
R. Yarkony (JHU), "’An SCF and MCSCF Description of
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