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**Abstract:**
A novel method is described from which estimates of the internal pressure or temperature of highly accelerated material can be made. The technique is applied to Nd-laser ablatively accelerated targets and the results compare well with target rear surface temperature measurements using time-resolved optical pyrometry.
In inertial confinement fusion, a pellet containing fusionable fuel, such as deuterium-tritium, is imploded by ablating material from the pellet surface with beams from an intense driver such as a laser or accelerator. One of the conditions to achieve a sufficiently high-density implosion is that the fuel not be prematurely heated above a few times the Fermi degenerate level during the implosion phase. There are several ways that preheat in laser irradiated targets have been inferred; these methods include: time-resolved optical pyrometry of target rear surfaces,\textsuperscript{1} inferences from the distribution of fusion reaction products in pellet compression experiments,\textsuperscript{2} spectroscopic observations of fast electron induced K\textsubscript{a} -emission,\textsuperscript{3} and others. Time-resolved optical pyrometry, in which the target is assumed to emit light close to that of a blackbody in the spectral range of observations, has proven valuable in providing detailed temperature information of the rear surface of accelerated targets.\textsuperscript{1} However, only temperatures from relatively low density material (several times $10^{20}$/cc) have been accessible with this technique due to the short optical depths of the visible emission. Hence, until now, the temperature of the denser material in the bulk of the accelerated targets has been only inferred through hydrodynamic computer calculations. Here, we describe a novel method to extract estimates of the internal pressure and temperature of dense accelerated targets; the results obtained using this method corroborate those inferred using optical pyrometry.\textsuperscript{1,4}

The new method exploits the initial free expansion properties of a fluid boundary which is suddenly released. When a bounded fluid (gas) is suddenly allowed to expand, as illustrated in Fig. 1, the material in the front edge of the boundary moves supersonically with velocity \(u\). The initial expansion velocity is a simple function of the state properties of the fluid—\footnote{Since the manuscript submitted March 5, 1982.} which we wish to infer. We assume an adiabatic expansion model\textsuperscript{5} since the
Fig. 1 — A fluid boundary that is suddenly released at $t = 0$ expands supersonically with velocity $u$. This principle can be used to infer state variables of the fluid.
expansion is initially rapid and supersonic. Also, under most circumstances the heat load on the target has terminated at the time of observation; that is the laser pulse is over. Under these circumstances the fluid surface expands with velocity

\[ u = \frac{2}{\gamma - 1} c_s, \]  

(1)

where the sound speed \( c_s \) is related to the ratio of specific heats \( \gamma \) in the fluid, the fluid pressure \( P \) and the mass density \( \rho \) by \( c_s^2 = \gamma P/\rho \).

Thus, using \( P = (Z + 1) \rho k T/\text{Am}_p \) where \( Z, A, T \) are the fluid ionization state, atomic number and temperature, and \( m_p \) and \( k \) are the mass of the proton and the Boltzmann constant, we find an approximate relationship between the observed fluid surface velocity and internal target temperature to be

\[ kT = \frac{\text{Am}_p}{Z + 1} \frac{(\gamma - 1)^2}{4\gamma} u^2. \]  

(2)

This expression for temperature is independent of density (except implicitly in \( \gamma \) and \( Z \)), therefore the results are insensitive to the density of observation. The insensitivity of the expansion velocity to density is fortunate, for it allows the use of a rather simple expansion model for estimates of internal temperature without concern for details of the density profile of the target, or the need for a complex hydrodynamic calculation. On the other hand, the corresponding relation between \( u \) and internal pressure is

\[ P = (\gamma - 1)^2 \rho \frac{u^2}{4}, \]  

(3)

which is explicitly a function of density.

A number of simplifying assumptions are incorporated into this model to apply it as an internal temperature diagnostic, these include: (i) ignoring the implicit density dependence of \( \gamma \) and \( Z \), (ii) use of a constant value of
5/3 for $\gamma$, (iii) assuming an average internal temperature and (iv) using simple iterative estimates for $Z$. Despite the simplifications in the present model, the temperatures inferred are estimated to be accurate to $+30\%$; this is significant because the measurements presented here are believed to be the first in the near solid density, low temperature regime, and are not easily accessible by other means. Better precision should be ultimately achievable if sophisticated hydrodynamic computer calculations are invoked. However, a major point in this paper is to show that, with laser-irradiated targets under our conditions, rear surface temperature measurements using optical pyrometry do give good estimates of the targets' internal temperatures; the present model suffices for this purpose.

The simple relationship between temperature and expansion velocity is exploited experimentally by placing a massive knife edge in the path of the accelerated targets, such as illustrated in Figure 2. The knife edge is termed a HA (half-aft) target. The freshly cut edge of the accelerated target, as it sweeps past the HA-target, expands perpendicular to the direction of motion. This lateral expansion of the target edge is observed using an optical streak camera (viewing the rear of the HA-target) and multiple-time optical interferometry or shadowgraphy (viewing edge-on to the targets). In our experiments the accelerated targets are moving supersonically with respect to both the sound speed within the target and the expansion front. Therefore, shock waves generated when the target is sheared off at the HA-target do not affect the expansion velocity. Simultaneously, throughout the acceleration period, time-resolved target rear-surface temperatures, $T_r$, are measured by using the two wavelength optical pyrometer described by McLean et al.\(^1\) Note that the ionization state of the target is needed in Eq. 2 to infer its internal temperature; $Z$ is obtained by
Fig. 2 — Experimental arrangement for accelerating a target to high speed, creating a sharp target boundary and diagnosing its evolution. The target velocity is $v_t$ and the lateral expansion of the fluid edge, from which we infer the target internal temperature is $u$. An optical streak camera, whose slit is imaged vertically, monitors the expansion of the heated, visibly emitting target past the HA-target edge; the time-resolved optical pyrometer views the top half of the accelerated target from the same direction. The backlighting optical probe beam used for shadowgraphy is directed out of the plane of the paper through the target region; it thus monitors both $u$ and $v_t$. The optical probe was 0.53 μm light of time duration less than 0.5 nsec.
referring to SESAME equation of state tables by first using $T_r$ to obtain $Z'$, a first estimate for $Z$, inserting $Z'$ in Eq. 2 to obtain a correction for $T$, and then iterating until convergence occurs. Usually only one or two iterations is necessary. The ratio of specific heats is assumed to be $\gamma = 5/3$ and the density assumed in the SESAME table lookup is 0.13 solid; variations of either variable do not appear to affect the results sensitively. It is noted that $\gamma = 5/3$ is appropriate for an ideal gas, Fermi degenerate plasma, and is nearly that found for the expansion of a fully ionized plasma front.

The accelerated targets are typically a few microns thick Al or (CH)$_n$ foils irradiated over about 1-mm diameter with 3-nsec Nd-laser light at approximately $10^{13}$ W/cm$^2$. The laser and its properties are described in detail in reference 8 and the experimental arrangement in reference 9. The HA-targets are 10 µm thick gold foils placed a few hundred microns behind the initial accelerated foil location and oriented with its edge approximately halfway into the path of the accelerated foil. Figure 3 shows two examples of the experimental results. In Fig. 3a the velocity of the cutoff edge of an aluminum target, whose directed velocity is $1 \times 10^7$ cm/sec, is $u = 2 \times 10^6$ cm/sec, or corresponding to about 7 eV temperature from Eq. 2; this value is comparable to the 11 eV peak rear surface temperature observed from optical pyrometry. The shadowgrams show the target before acceleration and 2 nsec after the peak of the acceleration laser pulse when the target is just impacting the HA-target, placed 270 µm behind the initial target location. The parameters in this example are typical of our target acceleration experiments. The second example, Fig. 3b, shows a lower mass accelerated (CH)$_n$ target which exhibits higher directed velocity and edge expansion velocity than did the first example. One can easily see the lateral expansion of the edge in the streak photograph and dual-time, dark-field
Fig. 3 — Examples of data obtained in HA-target experiments. (a) Case of a 4.4 \mu m Al thick target achieving a velocity, \( v_t \), of approximately \( 1 \times 10^7 \) cm/sec interacting with a HA-target. (b) Case of a less massive 3.8 \mu m (CH)\( _n \) target accelerated to \( v_t = 1.8 \times 10^7 \) cm/sec which was heated to a greater degree than that of case (a).
shadowgrams; a $T = 18$ eV temperature was inferred from edge expansion which is again comparable to the 21 eV peak rear surface temperature observation. The dual-time, dark-field shadowgrams show the target boundary motion at +1 and +2 nanoseconds with respect to the peak of the laser pulse.

Comparison of the internal target temperatures inferred by using a HA target with corresponding peak rear surface temperatures is shown in Figure 4; a variety of $(\text{CH})_n$ and Al target thicknesses and HA-target separation distances were used here. Note, that within experimental error the two methods agree. Although the closeness of this agreement may be somewhat fortuitous, since both methods rely upon a number of intermediate assumptions, it is reassuring that they both track and are of the same order.

The technique can be expanded to infer the target temperature at different times of the acceleration phase by varying the separation of the HA-target from the initial foil location. The measurement is then representative of the time at which the target is sheared off. Figure 5 shows an example which illustrates this point. The temperature of a thin (initially 3.8 μm) $(\text{CH})_n$ foil initially increases and then decreases with target separation. This behavior appears consistent with the observation that the thin fast target gets sheared off during the laser pulse for small separations where only a fraction of the total heat has been deposited, and hence a lower than peak temperature. At late times (large target separations) the temperature decreases due to adiabatic expansion cooling of target and radiative losses. The time of the peak temperature observation (+1.5 nsec), in fact, is consistent with the corresponding HA-target separation of about 275 μm and final target velocity of $1.8 \times 10^7$ cm/sec; it is also in agreement with the temperature-time characteristics published in reference 10.
Fig. 4 — Comparison of the target internal temperature obtained with HA-targets with the observed peak rear surface temperature for a variety of targets.
Fig. 5 - Target internal temperature from the HA-target technique as a function of the initial-target to HA separation distance. Note, the initial increase and later decline of target temperature with separation.
In summary, we have demonstrated a new diagnostic of the internal thermodynamic properties of highly-accelerated targets. The results corroborate rear-surface temperature measurements of the same targets obtained using time-resolved optical pyrometry. Thus, the relatively low target preheat values found in moderate-irradiance ablative acceleration experiments,\textsuperscript{1,4,11} are confirmed by an independent method. This experimental method also yields the internal pressure in these targets, which could be compared with shock wave measurements. Alternately, if temperature information is known from another source, the effective ionization state of the dense material may be inferred.
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