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WIDEBAND FROPAGATION MEASUREMENTS IN THE PRESENCE OF FORESTS

G. A. Hufford, R. W. Hubbard, L. E. Pratt, J. E. Adams,
S. J. Paulson*, and P. F. Sasst

This report describes the conduct and provides representative
analysis of the results of an experimental program designed to measure
the transmission characteristics of UHF radio channels in a forested
environment. The program described is the initial phase of what may
become a much larger effort, and the emphasis here is to test the
experimental procedures, equipment, and analysis technique for their
appropriateness to the long-range objectives, and to gain some pre-
liminary insight to the propagation parameters important for wideband
and spread-spectrum systems. The test instrumentation used was a
pseudo-noise channel probe with 300-MHz bhandwidth. It provided a
direct representation of the channel impulse response which then was
recorded in both analog and digital formats. The analyses of these
recordings now provide measures of overall path loss, multipath delay
spreads, and derived spectral responses.

Key words: channel impulse response; multipath delay spread; forest

attenuation; UHF radioc propagation; spread spectrum; wide-
band systems

1. INTRODUCTION AND OBJECTIVES

The U.S. Army Communications R&D Command (corabpcoM) ! is currently planning a
multiphase effort (spanning several years) to obtain empirical data and statistical
analyses on which channel characterization estimates may be based for ground-to-
ground mobile sprzad~spectrum communications in the UHF band. Potential deployments
include varied terrain and foliage.

This report describes a program, jointly undertaken by the Institute of Tele-~
communication Sciences (ITS) and CORADCOM, to carry out the first phase of this
effort. This first phase is directed towards the assembly of necessary prototype
equipment, its deployment in an environment of forest and hills, the collection of
representative data under restricted conditions, and the testing of techniques for

the statistical description of those data. The test area chosen was a forested area

* 1] 3
These authors are with the Institute for Telecommunication Sciences., National Tele-

communications and Information Administration, U.S. Department of Commerce, Boulder,
CO 80303.

This author is with the Communications-FEiectronics Command, U. S. Army, Ft.
Monmouth, NJ 07703.

1
The name has since been changed to Communications-Electronics Command (CECOM).
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near Tullahoma, Tennessee, and the equipment used centered about a pseudo-random

noise (PN) channel probe developed in the ITS laboratories. Data analysis was done
off-line using a large computer.

It should be emphasized that the scope of the experiment and the data collection

CATLIA | i e embed o e

in this phase was very limited and is subject to significant change for later phases

of the program. The goal was only to determine the feasibility of the approach and
to establish the basis for more confident planning of longer term efforts. It was

not expected that sufficient data would result from this initial phase to allow

significant modeling or other estimation of performance of spread-spectrum systems.

Slems

To define the experiment more closely, several specific questions were posed,

el

and test procedures were planned and conducted in the hope of obtaining at least

e

partial answers. First, there are questions related to the PN probe equipment:

(1) 1Is the system sensitivity great enough to allow measurements

within the forest? -
(2) Can a digital data acquisition system be advantageously coupled to
the PN probe, and will such records be sufficient to describe the
measurement?
There are also questions concerning UHF radio propagation in the chosen environment
that are of narrowband (or cw) nature:
(3) what is the attenuation rate (or bulk conductivity) in this

forest?

(4) Do measured values, particularly height-gain results, fit a slab
model of the forest?

(5) 1Is the received signal level (RSL) as measured by the total energy
in the impulse response related to the local median of a cw signal?

There are questions specifically related to the multipath characteristics:

(6) How many multipath components are there likely to be, and can this
number be related to the specific conditions of the propagation
path?

(7) How do multipath characteristics change with frequency?

(8) Does the multipath structure over a fixed path change with time,

either short-term or long-term? i

And finally, there are questions related to the data analysis:
(9) What is the proper statistical summary to describe multipath
characteristics in the chosen environment?
(10) what is the best way to present the original data for public

dissemination? @
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Most of these questions can be given only preliminary answers here; more definitive
results must await later phases of the program.

The measurement program described in this report also has an added responsibil-
ity to coordinate with a parallel test program of interest to CORADCOM and related
to the development of the Joint Tactical Information Distribution Sys+ a (oTIDS).
Many of the selected test areas and sites used in the present program were originally
celected for JTIDS tests (Presnell, 1979) and were carefully marked so that the two

programs could use nearly identical paths.

2. INSTRUMENTATION AMND EQUIPMENT

2.1 PN Channel Probe

The primary instrumentation used in this propagation program was a pseudo-
random noise (PN) probe, developed in the ITS Laboratories at Boulder, Colorado.

The system measures the ecuivalent impulse response of a radio transmission channel
using a correlation detector process in the receiver. This type of instrument has
been defined as a multiplex correlation process. It is described in comparison with
other techniques by Linfield et al. (1976), and some of the theory behind it is
given in Appendix A. The system, as actually deployed, is briefly described in the
following paragraphs.

The transmitter consists of a stable reference oscillator (5 MHz) (from which
the clock stream for the PN code generator, the IF signal, and the rf transmission
frequency are derived), a modulator, and a final power amplifier stage. The latter
is either a solid-state device or a TW! amplifier, depending on the operating fre-
quency. The PN code is generated in a nine-stage shift register, providing a 511
bit (29-1) pseudo-random binary sequence. This sighal biphase modulates an IF fre-
quency of 600 MHz. The latter is then either transmitted directly as one operating
frequency or is mixed with a higher frequency for transmission. 1In the latter r-ase,
two sidebands are generated 600 MEz on each side of the rf. One sideoand is filterec
out in the transmission line to the final amplifier stage. For the propagatica

measurements discussed here, the following table of frequencies apply:

Table 1. Operating Frequencies

_ Fundamental IF Transmitted
€00 MHz 600 MH: 600 MHz
1800 MHz 600 MHz 1200 MHz
2400 MHz €00 MHz 1800 MHz




The basic clock rate for the PN generator is 150 MHz which produces a main-lobe

spectrum 300 MHz wide. ‘This is the primary lobe of a (sin x/x)2 spectral function
and is centered on the transmitted frejuencies shown in Table 1. A block diagram of
the transmitter is shown in Figure 1. The three transmitter freguencies were com-
bined for simultaneous transmission as shown in the figure. The 600-Mdz signal was
raised to its final transmit level by a solid-state power amplifier. The two higner
frequencies, 1200 Miz and 1800 MHz, were both fed into a travelling wave tube (TWT)
amplifier with a nominal power rating of 20 W. The input levels of these signals
were adjusted in accord with the TWT gain characteristics at the two frequencies, so
that the output power of both signals was nearly equal. Actual power levels used in
the experiment are presented later in this report. The 600-MHz signal and the two
higher frequency outputs were combined in a diplexer unit and fed to a common

antenna. The antennas used in the measurements and the probe terminal vehicles are

described in the following sub-section.

i
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The receiver for the channel probe is shown in simplified block diagram form in

sa o

Figure 2. All three test freguencies are received simultaneously on the common
antenna. The lower band frequency and the two upper band frequencies are separated
in the diplexer unit and channeled to their appropriate preamplifier stages. The

receiver used in this experiment was originally designed for two-channel operation.

Only the rf portion of the receiver was modified to accommodate the three test

frequencies, and consequently the IF and signal processing portions were capable of

TS . e M

only two-channel operation. Any of the three frequencies were selectable in pairs
by the operator. This function was accomplished in the Selector block shown in
Figure 2. The frequency/channel configuration was limited in order to minimize the

calibration requirements. Table 2 shows the configuration that was followed through-
out the experiment.

Table 2. Frequency/Channel Assignment

e e bl ool T R R s ke L R

Prequency Channel Assignment
600 MHz Channel 1 only
? 1200 MHz Channel 1 or 2
% 1 1800 MHz Channel 2 only
W
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Simplified block diagram of the PN probe transmitter.
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In this manner, it was not necessary to calibrate both channels for all fre-
quencies. However, as noted above, 1200 MHz could be assigned to either receiver
channel. Thus, in the calibration procedures both receiver channels were always
calibrated for the 1200-MHz signal. The calibration source is described below.

The diagram of Figure 2 illustrates only one channel of the IF and demodulator
sections, which are both driven by the common pseudo-noise generator clocked from
the frequency synthesizer. This portion of the receiver is briefly discussed
below.

The receiver channels were calibrated with a self-contained calibrator source,
which is shown in Figure 2. An independent PN generator is used in this section,
clocked at the 150 MHz rate as is the transmitter PN generator. The 600-MHz IF
signal is mndulated identically to that of the transmitter and is mixed to the
operating frequencies in the Calibrate Generator block. The output signals from the
calibrate generator were at a fixed and known power level. In the calibrate mode,
they are fed into the receiver through a set of manually adjusted precision attenu-
ators in order to measure a complete calibration curve for each operating frequency.
The nominal dynamic range of the receiver was 60 dB.

The detection process in the receiver is known as a multiplex type correlator
(Bello et al., 1973). On each channel the output audio signal represents the equiv-
alent low-pass impulse response of the transmission path, which is developed as a
real and an imaginary component in a co-phase and quadrature-phase detector, respec-
tively. The signal processing section of the receiver also has an analog circuit
that develops the sum of the squares of these components, which yields the power
impulse function. The distributed power in the impulse function is the total power
in the output signal and thus is proportional to the received signal level (RSL).
Furthermore, the constant of propc:tionality is determined by the AGC voltage at the
IF amplifier, a quantity that is monitored in a log-linear fashion and is also
available for recording at the receiver outovut as a continuous si,nal.

The correlation delay parameter is derived in the receiver frow a PN data
stream that is clocked at a slightly slower rate than that used ir the transmit
signal. The slow clock rate is developed by the Frequency Synthesizer shown in
Figure 2. Thus, in the correlation process the reference bitstream in the receiver
is in effect allowed to "drift" very slowly with respect to the received bit-stream.

In this manner the correlation function is developed dynamically as an analog

signal from the Matched Filter/Amplifier units in the signal processing section of

the receiver. Details of this correlation technique in comparison with other dis-

crete delay methods can be found in the above reference and in Linfield et al. (1976).
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The Freduency Synthesizer has been designed to provide several precise clock
frequencies, each derived from the 5 MHz reference oscillator, so that impulse
response data mav be obtained at rates of 1/s, 2/s, 5/s, 10/s, 20/s, and 50/s.
These are referred to as data frame rates or as window rates. The PN system was
designed for many applications to propagation and communication problems and con-
sequently has other operational features that are selectable by the operator. For
example, the clocking rate for the PN generators can be selected for almost any
desired rate, and the length of the PN bit stveam may be changed. However, for the
experiment reported here, these options were fixed at a clock rate of 150 MHz and a
PN code length of 511 bits (2%-1). The data frame rate was normally 1 Hz, but was
occasionally changed to higher rates for selected experiments.

Other characteristics and specifications of tlie PN probe system (as applied in
this experiment) are given in Table 3. The basic pulse resolution of the system is
determined by selection of the PN clock rate for the measurements, and the maximum
measurable delay spread also depends on this clock rate. As noted previously, this
experimen+ was conducted exclusively at the 150-MHz clock rate, which provides a
pulse resolutior. of 6.7 ns and a maximum delay spread of 3.4 ps. It should be noted
hee that multipath componeuts with delays less than the 6.7-ns resolution time can
be detected with this system. They will be observed as distortions of the pulse--
particularly of the phase relations as exh’bited in the co-phase and quadrature-

phase output. Examples of this feature are presented in a later section of this
report.

2.2 Test Antenna and Probe Terminal Vehicles

For most of the experimental measurements reported Lelow, the transmit antenna
was & conical monopols, designed and fabricated in the ITS Laboratories for opera-
tion over the band of frequencies from 400 MHz to 2 GHz. The pattern measurements
for this antenna are given in Appendix F tc this report. The antenna was mounted on
a l.2-m (4-ft) square aluminum ground plane and fed by coaxial cable to the center
of this plane. The feed pin for the antenna was that of a type N coaxial connector,
physically attached to the point of the cone. When mounted to the ground plane, the
center pin fed directly into a type N bulkhead fitting, mounted at the center of the
ground plane. The antenna connection is made directly with a coaxial cable using a
mating type N fitting. A photograph of the antenna removed from the ground plane is

shown in Figure 3.
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Table 3. Characteristics and Specifications for the Pseudo-Noise Probe as
Normally Configured for the Experimental Propagation
Measurements for Wideband Radio Systems

Band frequencies 600, 1200, 1800 MHz
Sy Clock rate (bit rate) 150 MHz 2
0 Bandwidth 300 MHz ¥
\ﬂ Pulse resolution 6.7 ns

; Modulation Bi-phase shift key {BPSK)

Code length 511 bits

Max delay spread 3.4 us (about 1 ki: path length cifference)

el ik sl i o M ik it |t

Transmitter:
Power 4 to 10 W (36 to 40 dIm)
Diplexer losses 1l ds
{ Antenna Conical monopole (omnidirectional, verti-
. cally polariied)
Gain 0 dBi
Height Usually about 1.8 m
Receiver:

Data signals Co-, quad-, and power impulse responses;

dual channel

Sync signal 1l per data frame
o Frame rate

1l to 50 per second

‘o Sensitivity -85 dBm for AGC action !
: -105 dBm for response measurements and
phase lock }
5,‘ Antenna Log~periodic (unidirectional, with crossed- ]
n_; planar polarizations)
.Yi Gain 7 dBi
%;ﬁ Line losses 5 dB
N:
be Height From 1 m to about 25 m
Ve
57'1 Max measureable path loss 146 dB
’-1

PR

(Free space loss at 1200 MHz, 10 km, is 114 dB.)
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Figure 3. Photograph of the conical monopole antenna
used at the transmitter terminal.

The vehicle used for the transmitter terminal was a Chevrolet Suburban?. The
passenger seating in the rear of the van was removed to provide space for the PN
probe transmitter equipment. The conical monopole antenna was mounted on the top of
this vehicle, using a modified set of luggage racks. The antenna ground plane was
hinged at une side of the luggage racks and normally bolted to the other side. When
the ground plane was in a horizontal position, the conical monopole provided a
vertically polarized pattern. Raising the ground plane to a near vertical position
then provided a horizontally polarized pattern from this antenna. The pattern may
be thought of as having the shape of a doughnut. Thus, the vertical polarized
pattern was essentially omnidirectional in the horizontal plane. For measurements
performed with horizontal polarization, the "doughnut" pattern stands on end, which
results in a degree of directivity to the pattern in the horizontal plane. This

feature can be seen from the pattern measurements presented in Appendix F. A

2
Certain commercial equipmenrt, instruments, or materials are identified in this

paper to specify adequately the experimental procedure. 1Tn no case does such identi-
fication imply recommendation or endorsement by the National Telecommunications and
Information Administration or by the 1.S. Army, nor does it imply that the mateiial
or equipment identified is necessarily the best available for the purpose.
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photograph of the antenna mounted on the top of the transmitter vehicle is shown in

SEIIPTERTEY

Figure 4. When the antenna was raised for horizontally polarized measurcments, the
bolts were removed and a pair of supports were attached to the ground planc. The
other end of the support rods were then bolted to the luggage rack.

Occasionally, in urder to obtain some operational gain at the transmitter ond

|l B i, . a2

of a particular test path, a different antenna was used at the transmit terminal.

It was the same as the receiving antenna, which is described below.

The receiving antenra was a crossed-planar log-periodic type that was obtained

commercially from American Electronics Laboratories. It was designed fou operation

i ] i s A ks

over a frequency range from 0.4 to 4.0 GHz. IMigure 5 describes the physical shapoe
and size of the antenna. The actual antenna used had a foam-tilled radome at the

tip which provided some environmental protection to the higher frequency dipole

C i i, il .

elements. This feature can be seen in Figure 6, which is a photeograph of the actual

antenna uscd. The manufacturer's characteristics for the antenna arc Jjisted in

G

Figure 5, and the pattern provided at least a 25 dB front-to-back ratio. 'Thre
identical antennas of this type were procured. One was generally mounted to an 1

aluminum mast on the receiver van and one was mountcd on the portable tower that was

-

Figure 4. Photoqgraph of the conical monopole antenna
mountrd on top of the transmitter van.
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Dimensions: Characteristics:
A =16.25 in. VSWR - 2:
B =6 E plane - 55°
C = 3.50 in. H plane - 85°
D = 26.50 in. Gain - 7 dBi
Isolation - 25 dB

Figure 5. Characteristics of the crossced-planar loy-periodic receiving antenna.

Figurc 6. Photograph of the crossed-planar log-perjodic receiving
antenna. This antenna was also used as a transmitting
antenna for certaln oxperiments.
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used at the receiver locations. The third antenna was used as a spare and on occa-
sion as a transmit antenna as mentioned previously. The power rating for this
antenna was specified by the manufacturer at 20 W; it was therefore not used for
extended periods of time as a transmit unit.

The receiver van used for the experiment was a 7-m (24-ft) travel-homa, which
was leased from a rommercial outlet. The vehicle floor plan included a daybed with
an overhead bunk chat could be pulled down from the ceiling. The upholstered pads
were removed from these two bunks, replaced with a sheet of plywood, and were then
used to support the PN probe receiving equipment. The lower surface was used for
the receiver and a digital data system including a digital tape deck. The upper
surface was used to support an analog magnetic tape machine, the monitor oscillo-
scope, a spectrum analyzer, a paper stripchart recorder, and miscellaneous test
equipment. Figure 7 presents three photographs of the equipment in thc motorhome.
The top photo shows the digital data system and terminal. The middle photo shows
the upper bunk with the analog recording equipment and the spectrum analyzer. The
lower photo shows the monitor oscilloscope used to display the impulse response
functions. Two responses, one from each of the PN probe receiver channels, are seen
on the screen.

As noted previously, the transmitter terminal equipment was installed in a
suburban van. This vehlcle also contained a small gasoline motor-generator set (1.5
kW) which was used to power the transmitter equipment. The unit was mounted toward
the rear of the van, with an exhaust port provided through the floor. This genera-
tor set was also used occasionally to power the motor used in erecting the tele-
scoping antenna towexr. The latter equipment is described below.

IFigure 8 shows two views of the transmitter van. The top photo shows a side
view in which the transmitter antenna and ground plane can be seen on the top. The
lower photo shows the rear of the van with one door open. The motor-gencrator power
get 1s visible through the open door. The proximity of the generator to the PN
transmitter did not cause any discernable EMC problem. Occasionally, when the
transmitter van was engaged in mobile runs, a styrofoam bulkhead was placed between
the test equipment and the motor-generator to reduce the noise level for the opera-
ting personnel.

Some of the measurements described in Section 3 of this report were made with
the receiving antenna mounted on a tower. The tower that was used is the property
of ITS. It is a telescoping unit, mounted on a tandem-wheeled trailer, and designed
so that the nested sections pivot into a horizontal position for transit. Each

tower section is nominally 6.1 m (20 ft) in length, and the fully extended height
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Figure 7. Photographs of the receiving equipment in the motor-home
receiving van.
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is approximately 45.7 m (150 ft). This full height was never used in the experiment,

partly because of limitations imposed by the dense forest on the expanse of the

required guying support. Figure 9 presents two photographs of the tower as used in

the forest-grid (see Section 3) area of the experiment region. The top photo shows

the tower fully guyed at a height of approximately 20 m (76 £t). The lower photo

shows the tower extended by one section at the top to a height of approximately 25 m

(91 ft). Note that at this height the top section was not guyed. This height was

maintained for only short periods of time and in calm weather. It was used pri-

marily for a height-gain data run described in Section 3.

The motor-home housing the receiver had a self-contained motor-generator unit

capable of about 4 kW continuous load. All of the receiving equipment and the data

acquisition systems were powered from this unit during mobile portions of the
experiment.

able.

Some data runs were made in locations where commercial power was avail-
In these instances the entire motor-home system was switched to the com=-

mercial source using a heavy-duty drop cord. This arrangement was also used when-

ever the equipment was not in operation overnight and other off-duty hours. A

secure parking area was provided by AEDC with access to commercial power. This

arrangement made it possible to maintain all of the reference oscillators at their
proper operating temperature, without relying on their standby battery power sources.

Figure 10 presents two photographs of the motor-home receiver. The top photo

shows a full side view of the vehicle in one of the test locations near Normandy

Lake (see Section 3). The receiving antenna is mounted on a 2-in. aluminum mast,

which was clamped securely to the ladder at the rear of the vehicle. A close-up

view of the mast and antenna is given in the lower photo of Figure 10. The cables

feeding the antenna were run through an air-vent in the roof of the motor-home.
All of the vehicles described above were driven from the ITS Laboratories in

Boulder, Colorado, to the test site at the USAF Arnold Engineering Development

Center (AEDC), near Tullahoma, Tennessee. The suburban van was used to pull the

tower/trailer, and both vehicles were driven by ITS personnel. BAll of the test

instrumentation was transported to the test area via these vehicles.
2.3 Test Configuration Data

A number of different test configurations at both the transmitter and receiver
terminals were used throughout the experiment, as described in Section 3. It is the
purpose of this section to present some of the fixed system parameters and measure-

ments that are applicable to the experiment configurations that will be described
later.
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2.3.1 Transmitter Power Levels

The PN probe transmitter was equipped with a precision directional coupler and
rf power meter for measuring the transmitted power at all three frequencies. The
power levels were measured at the beginning of each day's run and checked at other
times during the day to determine stability and to detect possible problems. The
data presented in Table 4 may be used for all of the test configurations in this

report, as the transmit power levels were maintained within a tolerance of *0.5 4B
to those tabulated.

Table 4. Transmitter Power Levels

Frequency Power Into Antenna Cable

600 MHz 2.7 W 34.3 dBm

1200 MHz 10.5 W 40.2 dBm

1800 MHz 7.3 W 38.6 dBm

U
2.3.2 Transmission Cable Losses
A number of cables were used in the various test configurations. Each cable

used at the transmitter and receiver terminals was measured for its loss at each
operating frequency. Table 5 presents a complete list of these cables, a note as to
where each was used, and the measured loss at the appropriate frequency. It should
be noted that all of the cable-loss measurements were made with the wideband PN
probe signal as the source. This aspect is significant, as the loss for a cw source
would be somewhat different from the values measured here. Thus, the measured loss

applies directly to all test data presented. For simplicity, each cable has been

assigned an arbitrary number in Table 5, and these numbers are used in Section 4 to

ide: . fy the cables used in any given configuration.

2.3.3 Calibration Levels

The calibration signal levels were measured using a precision power meter and

are as follows for all of the calibration data:
600 MHz: -35 dBm
1200 MHz: -31 dBm
1800 MHz: -33 dBm.

2.4 Data Acquisition Systems

The data acquisition for this expeviment was accomplished with two essentially

independent systems. The first is an analog system that has been used previously
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with the PN probe. It is described in Section 2.4.1. The second system is digital
(nicrocomputer based unit with digital recording capability and some inherent field
processing). It is described in Section 2.4.2. The analog system was primarily
used for on-site data monitoring, and the analog recordings retained as backup for

the digital logging system.

2.4.1 Analog Data System

The analog data acquisition system was used to monitor directly the data

signals from the PN receiver channels. A variable persistence oscilloscope was used

to view either of the quadrature impulse responses, the linear power impulse response,
or the log power impulse response at the discretion of the operator. A polaroid

camera was used with the scope to record periodically any of these response functions

|
A

for later review. The AGC voltages were recorded continuously on a strip-chart

recorder for on-site observation. These signals were also recorded on analog |
magnetic tape as outlined below.

T -

A time-code generator/reader was part of the analog system. A standard IRIG

Code B timing signal was generated and recorded on one channel of the magretic tape
during all data runs. The recorded tapes may be played back from the same tape deck
for review purposes. The recorded timing signal can in this case be read by the
generator/reader to locate any specific section of recorded data. Other timing
signals available from the generator/reader were used for controlling other opera-

tions or placing time marks on records such as the strip-chart recorder.

ol et e WA e~

The analog tape recorder is equipped with an audio band edgetrack. It was used
to provide voice annotation when required on the analog tapes.

The signals that were recorded on the analog tapes are as follows:

(1) 1IRIG Code B time~code signal,

(2) Rec. Chan. 1 power impulse function,

(3) Rec. Chan. 2 power impulse function,

(4) RSL, Rec. Channel 1, i

(5) RSL, Rec. Channel 2,

(6) PN code sync signal,

(7) Spare track for either one quadrature function or
the logarithm of the power impulse function, and

Edge - Voice annotation.

2.4.2 Digital Data Acquisition System

The digital data acquisition system was the primary system for recording the

measured data. Called the Wide Band Propagation Measuring System (WBPMS), the
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system is directed by a microcomputer, the iSBC 80/30 using the 8085 CPU. It accepts
commands from a portable terminal wired directly into it and writes information
records, calibration records, and data records on 9-track phase-encoded magnetic
tapes. It receives input directly from the PN probe in the form of the analoeg
traces of the two quadrature impulse responses from each of the two received chan-
nels. It samples these traces, converts the samples to digital numbers, and records
the results. It can take up to 1000 samples per frame at a rate of up to 10,000
samples per second. (A "sample" here means four different values from the four
received traces.) The A~D conversion provides a precision of 12 bits, thus allowing
about a 1000 to 1 ratio between the strongest and weakest readable pulses in the
response functions.

Recorded in each data record along with the four responses are the date, time
(to within 1 s), and the AGC voltage on the two receiver channels (we assume this
remains constant throughout each frame). In addition, accompanying the receiver van
is an infrared distance meter with a digital readout. This was used on occasion to
monitor the receiver antenna height. Its output value is pazrt of the data record.

The tape is written in fixed length records of 4096 B-bit bytes with occasional
end-of-file marks. The information may be in ASCII characters, Intel l-byte or 2-
byte integers, or Intel FORTRAN 4-byte real numbers. The racords are divided into
sections representing single measurement runs. Each section begins with a header
record which describes various parametears of the run. Following that is an optional
calibration record for the AGC values. On the first section of a tape, the calibra-
tion record is mandatory. Then comes a sequence of data records, each frame
requiring two physical records. Finally, following Lhe data records is a "trailer"

record in which is described the success or failure of tie complete run. Further
detalls may be found in Appendix D.

3. FXPERIMENT CONFIGURATIONS

The measurement program was conducted in October 1979 in areas in and around

Tullahoma, Tennessee, and the USAF/AEDC. Three specific areas were used for mea-
surements asg follows:

(1) Camp Forrest area,
(2) AEDC Main Gate area, and
(3) Normandy Lake and Negro Hill.

The followiny paragraphs d:scribe these areas in some detail. Section 4 presents
specific details of the various measurement runs together with a brief narrative of

on-site results. Later sections will discuss analyses of these data.
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3.1 Camp Forrest Area

Camp Forrest is an abandoned Army camp on AEDC property. All structures have

been torn down and removed, and the area has been planted with trees. What remains

of the camp is the set of old asphalt roads and streets. As one sees in Figure 11, ;
these form a fairly regular rectangular grid of access roads and produce a very 5
excellent area for making forest penetration studies. The camp is bisected by a %
modern two-lane highway, and measurements were made only in the northern section 1

where the forest is more homogeneous and the terrain flatter.

The forest in this northern section is now about 15 m (50 ft) high and consists

of both derniduous and coniferous trees. Five specific sections or "blocks" were

1
identified in preliminary site surveys as being particularly good for studies of q

the desired kind. Each has somewhat different characteristics of forestation. They

are shown as shaded areas in Figure 11, and their properties are described in
Table 6.

Table 6., Forest Characteristics in the Camp Forrest Area

(Densities given are area densities and indicate the amount of tree trunk wood per

unit area. They were measured with a forester's densitometer. Note that a density
of 1% is equivalent to 100 mz/hectare or about 440 ft?/acre.)

Section 1 betwaen 3rd and 4th Streets:

Fairly homogeneous stand of pine with little underbrush. Only top half
is 7oliated. Height, 16 m (52 ft); density, 0.28%.

Section  wetween 6th and 7th Streets:

Tall ~kinny pines with moderate underbrush. Height, 16 m (52 ft);
dens:iy, 0.25%.

Section 3 bestween 17th and 18Bth Streets:

Very dense, mixed with heavy underbrush; 16 m (52 ft) pines
mixed with 6 m deciduous trees. Density, 0.30%.

Section 4 between 25th and 26th Streets:

A stand of pines with light underbrush. The pines are 14 m (46 ft) high
but have large diameters. Density is 0.28%. A concrete foundation is
prominent near Avenue A and 25th Street.

Section 5 between 29th and 30th Streete:

N AR ek 1 i ol AN e nk it

A heavy mixture similar to Section 3. Pines are 11 m (36 ft) high with
some higher. There are some very big deciduous trees, 0.6 m (2 ft) in
diameter and 16 m (52 ft) high. Density is 0.25%.
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Figure 11. The Camp Forrest area on AEDC property. The map is taken from the
northeast corner of the Tullahoma quadrangle (USGS).
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For documentation purposes, the two long east-west roads were called Avenues A
and B.

The short crossroads (shown as dashed lines on Figure 1l) were then numbered

: consecutively from west to east and called Streets. Thus, lst Street may be found
E-; at the left of Figure 11.

The transportable tower was erected at site S1 on 30th Street between the two

Avenues. In addition, just south of the highway opposite to 22nd Street, there is a

P IR RO Y Bt

lookout tower some 20 m (65.6 ft) high. It is called Tl in Figure 11 and was used

to support one or other of the terminals in some of the measurements.

3.2 AEDC Main Gate Area

The AEDC main gate is located about 12 km east of Camp Forrest. It is in this
area that secure parking space was available and that commercial power could some-
times be used. The area directly in front of the complex and bordering the highway
is characterized by large evergreen trees that are widely separated (compared to the

dense forest areas), and by no undergrowth. The grass under these trees is main-

T SV T R 1 Y

tained, and most of the foliage on the trees is limited to the upper half. The area

——

is outlined in Figure 12 and was used in the measurement program as an example of a
quite different kind of forest.

About a kilometer west of the main gate is a second lookout tower very similar
to the one in Camp Forrest. It was used to support the receiver antenna in a lonyg,

overnight run. It is indicated in ¥igure 12 as the point T2. The TX van was posi-
tioned at the point called S6, about 197 m away.

e ikl st ;.

3.3 Normandy Lake and Negro Hill

This area is located to the northwest of Tullahoma. The general location was
selected to establish several propagation paths which were either line of sight or
which went across isolated and fairly well-defined simple contoured hills. Negro

Hill is virtually an island in a small TVA reservoir, and, ag illustrated in Figure

T T
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13, many of the paths used cross it. The emphasis for tests in this area was based

£

on terrain !~atures and on the possibility of scatter from the tree~covered hills
surrounding the lake.
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% 1 For these measurements, the receiver antenna was mounted on a mast at the rear
1 of the RX van. The two test vehicles were located at off-road points predicated on
. road conditions, available parking space, and minimum vehicle movement. Since the
TX van was the more mobile, it was moved more frequently and into the more remote
locations. The antenna mast on the RX van was mounted so that the azimuth adjust-

{ ments could be made by rotating the mast, thus minimizing the required motion of the

van.
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Figure 12. The AEDC Main Gate area. The map is taken from the Capitol Hill
and Manchester quadrangles (USGS).
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: Figure 13. The Normandy Lake and Negro Hill area. The map is taken from the
b 1 western edge of the Normandy Lake quadrangle (USGS).
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4. MEASUREMENT PROCEDURES AND PRELIMINARY RESULTS

The purpose of this section is to describe the conduct of the experiment and to
present important on-site observations and some preliminary results derived from the
analog records. Some analog data were processed to determine answers to particular
questions that arose in the digital analyses. Some of these results are presented
later in this report.

The elements of the total experiment described below are presented in the order
in which they were conducted. Most of the originally planned variety of path types

were used in the conduct of the experiment.

4.1 Test Period and Setup

The measurements were performed during the period of 10-26 October 1979. After
driving the test equipment to AEDC in Tullahoma, Tennessee, the first day was spent
in arranging for secure vehicle parking space and access passes to AEDC for both
personnel and vehicles. The test tower for the receiver antenna was erected at the
site S1 on 1l October to an initial antenna height of 21.0 m (69 ft). This was the
maximum height that could be reached with full guying, due to lack of a larger grid
base for guy anchors in the heavy forest. The tower was raised one additional
section on occasions (noted below) without permanent guyed support. This provided a
maximum antenna height of 27.8 m (91 ft).

The experimental period was divided between the three configurations/areas
cited in Section 3 as follows (all dates are in 1979):

Date Configuration or Area
10/11 thru 10/18 AEDC North Grid area
10/18-19 Special all-night run performed
in AEDC base area
10/20 thru 10/23 Normandy Lake/Negro Hill area
10/24 AEDC Main Gate area
10/24-25 AEDC North Grid area

4.2 AEDC Grid Area Measurements (10/11-18)
The test tower was erected on crossroad No. 30, approximately 1/4 of the
distance from Avenue B toward Avenue A. The distance from the intersection of 30th

and B to the tower was approximately 70 m (230 ft), as determined from a USGS map of
the region. The first objective of the measurements was to obtain data relative to

the attenuation of the forest, beginning in Section 5 as shown in Figure 11.
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A run was made beginning with the TX located on crossroad 29, directly across
Section 5. Data were recorded at 600 and 120C MHz in two configurations: one with
the receiver antenna on the tower and one with the receiver antenna mounted to a
mast on the rear of the receiver van. The confiquration parameters for this and

subsequent data runs in this series were as follows:

RX
RX Antenna
Antenna Height RX Ant. RX Cable Loss TX Ant. TX Cable Loss
Location (ft/m) Cable Nos. 600 MHz 1200 MHz Cable No. 600 MHz 1200 MB=z
Tower 76.5/20.2 2, 3, 6 2.6 dB 3.9 dB 1 0.2 dB 0.4 dB
Van 16/4.9 4 1.1 dB 1.5 dB 1 0.2 4B 0.4 dB

The initial plan was to continue the above runs, moving the TX progressively
away from the receiver block by block. Measurements were continuously recorded on
the strip chart and analog tape recorders as the TX van was moved. During the
movement, an enhanced sigral level was observed at times that appeared to correlate
with intersection positions of the TX van on Avenue B. Thus, the run sequence was
altered to include short data runs at TX locations both within the forest on the
crossroads, and at intersections with Avenue B. The sequence was continued until
the TX van had moved to crossroad 27.

In order to provide some LOS reference data for the attenuation due to the
forest, two additional runs were performed. The first of these was with the TX van
located at the intersection of 30th @ad B. In this configuration, the propagation
path was along crossroad 30. The distance between TX and RX was approximately 70 m
(230 ft), and the signal was received off the side of the RX antenna at the 270°
point on the pattern. In other words, the RX antenna was still oriented toward the
west, since it could not be changed without lowering the tower.

The second series of LOS measurements were made with the RX van moved to the

intersection of 30th and B. The TX van was moved progressively away from the RX van

toward the west along Avenue B. Analog data were recorded continuously, and digital
data were recorded with the TX van stopped for short periocds at each intersection
(about every 140 m). One of the objectives of this particular run was to evaluate
the terrain effects on the propagation with respect to the forest attenuation mea-
surements. It was noted at the outset of this series that the terrain rose gradually
in elevation toward the west. At some point in the series along Avenue B, the X

van moved over the horizon and the path became one of diffraction for the low RX van
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antenna. This will be seen in the results presented later in this section. This
series was continued with the TX van moving out to crossroad 17, 1680 m away, and
returning. A few data points were repeated as the TX van returned toward crossroad
30.

During the above runs, it was observed that the 600-MHz data were subject to a
considerable amount of interference. An investigation was made using a spectrum
analyzer, and, as is shown in Figure 14, several interfering sources could be seen.
Indeed, there are four UHF television stations in Huntsville, Alabama, about 75 km
(46.6 mi) away. They operate on channels 19, 25, 31, and 48 with picture carriers
at 501.25, 537.26, 573.26, and 675.24 MHz, resp:ctively. These probably correspond
to the four strong signals in Figure 14; the split lines for each probably represent
the picture carrier and the audio signal with 4.5 MHz separating them.

A second series of measurements almost identical to t: s>se described above was
conducted on 15 October 1979. The interference was not so severe on this date, and
mest of the results could be used and compared with the earlier data. The analog
data for these runs were analyzed, and results were very similar to the digital data

analysis described in Section 9.

Figure 14. A spectrum analyzer display of the interference signals
observed near the 600 MHz test signal. The center fre-
quency is 600 MHz and the scale is 50 MHz/division.
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Figure 15 presents the data for the measurements along Avenue B on 12 October
1979, which were performed to evaluate the effects of the terrain irregularities
with respect to the forest attenuation data. In other words, the question was to
delineate between forest attenuation and possible diffraction effects in the data

runs. An exaggerated plot of the terrain profile along Avenue B is included in the

figure for reference. It can be seen from *he horizon lines plotted between the RX
and TX locations that at a point somewhere near the intersection of crossroad 25,

the propagaticn path becomes diffractive. The general shape of the curve for the

1200~-MHz data confirms this fact. The ordinate for this curve is the "attenuation

relative to free space." Also called the "excess path loss" or simply the "atten-
uation," it is the amount (in decibels) by which the measured RSL is less than what
should have been observed at the same distance in free cpace.

Note that the companion 600-MHz curve, as indicated by the dashed portion,
shows the effects of the strong interfering signals we have previously noted. The
possibility of interfering signals is also observed in the 1200~-MHz data towards the
far end of the curve between crossroads 19 and 17.

We cannot explain at *+his time the variation in signal level measured at 1200

MHz between crossroads 24 and 23. The rise in the terrain at crossroad 25 obviously

has an effect. The impulse response throughout these runs was quite dispersed,
indicating a number of propagation paths. In addition, Avenue B is heavily forested
on both sides. Just as a consideration of what the off-path contributions might be
in this environmeat, we can consider the size of the Fresnel zones. For example
the radii of the first Fresnel zones at mid-path for a path between crogsroad 30 and
crossroad 27 ale on the crder of 7 and 5 m (23 and 16 ft) for the 600-MHz and 1200-
MHz signals, respectively. Thus, we would speculate that the forest on both side:
of Avenue B can make a difference in the total path loss. No doubt it is this
effect that is measured as the exca2ss path loss between these two crossroads.

It was stated previously tHat during the conduct of these measurements a
signal enhancement was observed when the TX van moved from a position on a crossroad
within the forest out to the «orresponding intersection with Avenue B. A brief
comparison of the data poin:ts for the observations of 12 October and 15 October
confirms this pogition gain in most cases for the runs that extended out to rross-
road 25. The one exception was observed for the data points on crossroad 29. Rere
the loss at the intersection was greater than that observed when the TX van was deep

in the forest on that crossroad. We currently have no explanation for this result.

All of the outher data points with the RX antenna above the treetops indicate a

"position gain" between 3 and 7 dR when the TX antenna moved out to an incersection.
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Similar data with the RX antenna well below the treetops indicate position gain
values of 1 to 3 dB. This result suggests the possibility of some form of waveguide
effect created by the trees which lined the roadways. However, we have no means of
confirming such a speculative answer. The data points are very limited, and the
result could be due only to differences in the forest density over the different
patihs. Further a2nalyses would be required before this conclusion could be verified.

An important aspect of the measurements should be mentioned at this point with
regard to the runs made on 12 October and 15 Octcher. Many of the runs were
repeated on these two dates, and a comparison of the AGC results indicated an agree-
ment within 3 dB or less at both operating frequencies for 13 out of 15 possible
comparisons. The two measurements that did not agree were a result of interfering
signals seen in the 600-MHz data on 12 October.

Two additional types of measurement were performed in the AEDC Nerth Grid area
that we will discuss briefly here. The first was a run performed as a height gain
measurement through the forest. The R¥ van was positioned in its original location
at Sl on the test tower at 30th Street. The transmitter was located at the lookout
tower Tl south of the highway that divides the North Grid area from a similar area
to the south. The location of this path is shown by the line in Figure 11. The
path distance was 1.2 km between the towers. The lookout tower is located in a
fairly open area with only a few tress in the immediate vicinity. The forested area
did not begin until the path crossed the highway. For nis run, the TX antenna was
a log-periodic type identical to that used at {he RX tower. The height cf the
lookout tower was approximately 2C.6 m (68 ft) at the top platform. The tower was
a rectangular walk-up type, with full platforms at a spacing approximately 4.1 m
(13 ft). A long foamflex cable (cable No. 7 in Table 5) was used to feed the
transmitter antenna. The procedure for the run was as follows:

(1) Both antennas were at their maximum height well! above the tree

tops at the beginning of the run. The RX antenna tower was raised
one section above its guyed height to 27.8 m (91 ft), and the TX
antenna was mounted at the top platform level of 20.6 m (68 ft).

(2) Each antenna was lowered independently. beginning with the TX

antenna. The TX antenna was lowered in steps (one platform level
at a time) of 4.1 m (13 ft) each.

{3) The RX tower was lowered one section at a time--approximately 4.6

m (15 ft). Each section was lowered in a continuous manner,

driven by the motor/cable mechanism.
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(4) Digital data were recorded at each of the fixed antenna heights.

Analog data were recorded continuously as the RX antenna was

lowered.

The results of the height-gain run, as analyzed from the analog AGC records,

are shown in Figure 16. These measurements were made using 600 and 1800 MHz. Both

-4

frequencies demonstrated a slight increase in signal level (vl dB) after the TX

ISP

antenna was lowered from the top to the first landing below. Perhaps the result is
a function of the penetration of Fresnel zones into the forest. The average tree
height is nearly 16 m (52 ft), and the high point in the terrain profile coincides
with the edge of the forest nearest the TX terminal along the highway. A cursory
plot of the path profile and the initial height of the TX antenna reveals that the
first Fresnel zone was very close to a grazing state at the treetop level near the
lookout tower. After the TX antenna is lowered to the 16.4 m (54 ft) height, the

first Fresnel zone would penetrate into the trees, again near the TX terminal. In

it s A e il

this case, the signal level would indeed be expected to rise slightly as it did in
the measuremants.

The two sets of curves in Figure 16 (one set for each frequency) reflect the
height dependence at the receiver terminal. In other words, two measurements for

different RX antenna heights were made at each height of the TX antenna. We note

that the measurements at both frequencies display a significant height-~gain advantage
at the receiver terminal at all levels, even when the antennas are near and below
the tops of the trees. Each set of curves appear to be cenvergent, but the 1800-MHz
data indicate a greater height gain for the same configuration as do the 600-MHz
data. However, the rate of attenuation at 1800 MHz is also considerably greater.

The second type of measurement performed in the Camp Forrest area involved a
change in polarization under a variety of conditions. Several blocks in the area

were selected for these measurements, and the impulse response function was measured

T RNeY W T PRRICIEE T T R e

for various antenna polarization configurations and orientation with respect to

the forested blocks. 1In free space a received response function will be simply a

o

delayed copy of the transmitted pulse. But as the environment becomes increasingly

<t an bl

cluttered with such objects as terrain, trees, and undergrowth, the receiver will

respond not only to energy from the direct wave but also to energy reflected or

LRI ot

scattered from these objects. Since the distance from transmitter to object to

receiver is longer than the direct distance from transmitter to receiver, these

scattered waves arrive at later times than does the direct wave. Thus the response
function takes on the appearance of a sequence of "multipath components" which

come at successively later times and produce a "multipath delay spread" where the
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originally clean pulse is spread out ovor a considerable period. The magnitude of

these multipath components will be determined by the scattering efficiency of the
objects and by the attenuation the waves suffer as they pass through the medium.
The direct wave, too, will suffer this La<ter attenuation and, indeed, may be com-
pletely blocked by the clutter.

Since most of the larger parts of a tice are directed vertically, it is
reasonable to suppose that scattering efficiency is greater for vertical polariza-
tion than it is for horizontal polarization, and that therefore when the waves are
vertically polarized there should be more -bservable multipath components appearing
at greater delay times. On the other hand, one would also suppose that the atten-
uation rate is greater at vertical polarization, a fact which should counteract

the above tendency. Nevertheless, .t has been generally observed (see, e.g.,

CCIR, 1978) that the features usually attributzd to multipath are more pronounced for

vertical than for horizontal polarivatior.

The measurements we made tend to confirm these ideas. In most of the runs of
this set it was observed that changing to horizontal polarization had a rather
dramatic 2ffect on the multipath signal structure. Two significant changes t.ook
place in both the low and high frequency tests as follows:

(1) The delay spread in the response function was generally less with

horizontal jolarization.

(2) The impulse response when horizontal polarization was used gener-

ally revealed a dominant initial response (path) that was fre-

quently not seen in the corresponding response for vertical

polarization data.
The changes were usually more pronounced in the higher test frequencies than they
were in the 600-MHz data. As one example of the results, a series of polaroid
photographs taken during one of the runs on 16 October are shown in Figures 17 and
18. Figure 17 displays the two characteristics noted above quite well. The top
photo is the response for vartical polarization across the forest block between
crossroads 17 and 18 (a 146-m path). The lower photo is the response for the same
path, where the two antennas were changed to horizontal polarization. Fiqure 18

presents two photographs of the response function over the same path using a cross-

polarized configuration. The top photo is the response for vertical polarization at

the TX and horizontal polarization at the RX. The bottom photo is the reverse of
this configuration. These results seem to imply that the po'arization of the

receiving antenna has the greater influence. This has not been confirmed however.
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€00 MHz
1800 MHz
(a) Vertical polarization
%
' .
>
! i
t
600 MHz
1800 MHz
g (b) Horizontal polarization
:
)
;
Figure 17. An example of the change in the power impulse with a change in
f" antenna polarization. The measurcement was made through the
r, forest between Crossroads 17 and 18.  EFach trace covers a total
i time span of 250 ns.
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600 MHz

1800 MHz

(a) TX - Vertical polarization
RX - Horizontal polarization

| 600 MHz
1800 MHz 5
S !
! (b) TX - Horizontal polarization o
' RX - Vertical polarization 4;
,‘
5:." .
. Figure 18. An cxample of the power impulse function mecasured through the forest

in cross-polarized antenna configurations. The test location was the
same as that given in Figure 17. Each trace covers a total time span
| of 250 ns.




In all of the photos in Figures 17 and 18, the top trace is the 600-MHz response,
and the bottom trace shows the 1800-MHz data.

4.3 AEDC Base Area i

A special long-term run was performed in the AEDC base area on 18-19 October

1979. The weather forecast for the nighttime hours called for rain in the vicinity,

and the run was originally planned to obtain comparative data under dry and wet

B i e 3 ]

conditions in the forest. Rather than operate the run on motor-generator power for

a long period of time, a site was chosen within the main AEDC base area where com-

P O e e S

mercial power was available for both the TX and RX terminals. The site chosen was

near the building which housed the security offices and a fire station, approximately

1 km west of the AEDC main gate. A lookout tower identical to the one used for the

1‘ height gain run (above) was located behind this building. A block of forest,

g containing almost exclusively deciduous trees, stood between the tower and the next
building to the west. The RX van was positioned on a roadway near the latter
building, and a service cable wag run into the building for ac power. The distance
between TX and RX was 152.4 m (500 ft). The TX antenna was mounted on the top
platform of the lookout tower (20.6 m or 68 ft), and the RX antenna was on the van
mast at 4.9 m (16 ft). Thus, the elevation angle of the path from the RX antenna j

! was approximately 6°. Both antennas were the log-periodic type for this run.

The run was started at 1600 local time on 18 October and completed at 1200
local time on 19 October. The test fregquencies were 600 MHz and 1200 MHz until 1030

el il

local time on 19 October. The on-site observations indicated that there was more

o variation to the impulse response at 1800 MHz than the other test fregquencies at
that time. Thus the operating fregquencies were changed to 1200 and 1800 MHz for the
balance of the run. The polarization of the antennas was changed approximately
every 2 hours during the run; and some data were obtained in a cross-polarized

configuration. An example of the impulse response data is shown in the photographs

P AR el il i dad

of Figure 19. The top photo shows the power impulse responses measured under verti-

cally polarized conditions around 0600 on 19 October. The bottom photo shows the

L agn s i

}}} horizontal polarized responses observed earlier around 0130 on the same date. Note
k here that the same general observations made previously for the difference in the
]

two polarizations apply. The change is more pronounced at the higher test frequency
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as before. In addition, it should be noted that the multipath in the 600 MHz
response has made a significant change between the two polarizations. The strong

compenent nearest the more direct response in the top photo appears to become even
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stronger and move to a shorter delay time in the bottom photo. It is seen as a
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1200 MHz

(a) Vertical polarization

600 MHz

1200 MHz

(b) Horizontal polarization

Figure 19. An example of the power impulse functions measured during the
long overnight run on 18-19 October 1979. The time scale in
the photographs is 25 ns/division.
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distortion on the trailing edge of the initial response rather than at a discrete
response. In other words, the delay has become short compared to the absolute
resolution of the probe.

Unfortunately the weather front that had been predicted did not develop, and no
rain fell during this run. However, the run did fulfill one of the functions pro-
posed in the test plan, i.e., to determine the long-term variations in the response
data. The variations were minor for the most part, as can be seen from Figure 20.
The responses in the top photo were measured at 0055 on 19 October. Those in the
lower photo were observed at 0920 on the same date, some 9 hours later. Note the
nearly identical character to the responses at both frequencies.

Some additional measurements were made near the main gate of AEDC and the
administration building on 24 October. As illustrated in the lower photograph of
Figure 10, the area is characterized by large evergreen trees that are widely
separated (compared to the dense forest areas) and by no undergrowth. The grass
under these trees is maintained, and most of the foliage on the trees is limited to
the upper half. Thus, the trunks are quite visible, and it is possible to see for
some distance through the area. It was anticipated that the effects of this type of
forested area would be somewhat different from those observed in the Camp Forrest
area. However, in general, the impulse response measured over paths in this region
appeared as dispersive as those in the dense forest. AnalySes of these data have
not been completed however. An example of one frame of response is shown in Figure

21 for 1200 and 1800 MHz.

4.4 Normandy Lake/Negro Hill Area

The period from 20 October through 23 October was spent in performing the
measurements in the Normandy Lake area. The majority of the paths tested involved
Negro Hill as outlined in Section 3.3. All of the paths indicated in Figure 13 were
tested during this period. Some useful data were obtained on most of the paths, but
we experienced a considerable amount of interference during the period. An example
of the interference seen on all three test frequencies is shown in Figure 22, which
consists of photographs taken from the spectrum analyzer in the early afternoon of
20 October. The RX van was positioned at Point A in Figure 13, and the antenna was
vertically polarized at a height of 4.9 m. The scale for all photographs in Figure
22 is 50 MHz/division, with the test frequency centered in each display. Other
interference patterns were observed using a horizontally polarized RX antenna.
Insignificant differences in both magnitude and spectral location of the inter-
ference was observed, suggesting that most of the sources were circularly polarized

signals or that their signals were grecatly depolarized.
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Local time: 0920, 19 October 1979

Figure 20. An example of the long-term stability of the power impulse functions

during the overnight run on 18-19 October 1979. The time scale is
25 ns/division.
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1200 MHz

1800 MHz

Figure 21. The power impulse functions measured in the area near the main

gate of AEDC and the Administration Building. The antenna
polarizations were vertical, and the time scale is 50 ns/division.

The value of the AGC data from the runs containing interference depends upon
the overall success of evaluating an adjusted RSL from the impulse data, assuming
the interfering signals are decorrelated by the RX detector. The impulse response
from most of these runs displayed the same type of dispersiveness as seen in the
North Grid measurements, whenever the path crossed a forested area such as the top
of Negro Hill. They became less dispersive for LOS paths such as from D to X in
Figure 13. An example of the response for a nearly LOS path from D to G is shown in
Figure 23 for the 600-MHz and 1200-MHz measurement. Note that both responses indi-
cate a fairly clear LOS condition. The only possible obstruction on this path would
be the hill east of the path toward point E in Figure 13. The 600-MHz response is
attenuated due to the effect of interference on the receiver AGC. It shows, however,
a distinct multipath component at a delay of around 30 ns. This delay is much too
long for any form of surface reflection trom the lake. It must therefore be from an
off-path point such as the hill between points E and G in Figure 13.

The responses

in Fiqure 23 were measured with vertical polarization. Horizontal polarization

produced a cleaner response in both records.
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600 MHz

1200 MHz

1800 MHz

Figure 22. Spectrum analyzer displays of interference signals observed

at point A in the Normandy Lake region on 20 October 1979.
Local time was 1420.

44

e o - - S— e RSN .
4

e acei ey

Soa s

SR AP I 1tk kT et T R

o

o T s

ool o Iy




/ et L A ST ANT

600 MHz

1200 MHz

Figure 23. The power impulse functions measured over the path between
points D and G in the Normandy Lake area. The time scale
is 20 ns/division.

.

The paths between points E and F and E and G in Figure 13 pushed the probe
system almost to the limits of its dynamic range. The diffraction loss was so large
over these paths that measurements were difficult. The last path E-G produced
an impulse response that was just barely discernable on the oscilloscope with
increased gain. Digital recordings were made for an extended time so that the
analysis process could be tested for on-line signal averaging as a means of
enhan-ting the data. Unfortunately, results were unreadable and so the test proved
negative.

The afternoon of 23 Octcber was spent near Msadows Hill somewhat east of
Normandy Lake. However, the diffraction loss over these paths was apparently

so high that test-signal reception was never established. Thus, these measurements

could not be made as planned.

4.5 AEDC Grid Area Measurements (10/24-25)

The final two days of the experiment weire devoted t» some test paths selected
to determine what effect {if any) locating a terminal in clearings withir the
forest might have. These measurements were of interest because of on-site obser-

vations such as those already noted for the possible "wavequide" effect in the Grid

area.
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The RX for these measurements was located at the fire lookout tower in the
South Grid area shown in Figure 11. The TX was driven to several open areas
within the AEDC recreation complex (golf course, ball field, etc.) to the west of
the locokout tower. The TX was also driven into a number of clearings ian the North
Grid area near crossroads 20 and 21, crossroad 8 and Avenue A, and crossroad 20 and

Avenue A. None of these data have been analyzed to date, so the results are not
available.

5. EXAMPLES OF RECORDED DATA

The primary recording system for this measurement program was a Digital Data
Acquisition System (DDAS) whose details are described in Section 2.4.2 and in Appen-
dix D. In brief, it digitized the base-band receiver signals and recorded them on
digital magnetic tape to allow off-line processing at a later time. Note that since
thiere were two frequency channels, each having both a co-phase and a quadrature-
phase channel, there were actually four of these base-band signals to treat. This
was done by time division multiplexing in such a way that the four were obtained
almost simultaneocusly. The fastest sampling rate used was a little over 10,000
samples per second, i.e., more than 40,000 data samples per second. Following a
trigger signal, which worked the beginning of a frame, the first 1000 samples of
each anelog signal were recorded. In addition other pertinent facts were recorded
such as the date and time of each recorded frame and the two AGC voltages.

In the 2 weel period of the Tennessee mecasursments, such data were recorded on
some 19 magnetic tapes, the contents of which are summarized in Appendix E. In this
section we want to show some examples of how the actual recorded data appear and of
some of the problems connected with them. In subsequent sections we shall use
various processing techniques to exanmine particular questions in detail. In all
cases we are using the dicitized records reformatted for a large computer (a CDC
Cyber 170/750), and we are using the power of that large computer and its associated
graphical display device {(an FR80 microfilm plotter).

Figure 24 summarizes a run made on 1l October, the first day of operations. It
took place on a path in Camp Forrest with the receiving antenna on a tower 23 m
above ground and herce about 8 m above the forest top. The transmitting antenna
was, as usual, vehicle-mounted ard vertically polarized, and was buried in the
forest about 160 m from the receiver. The path mdy therefore be chara.terized as an
up-and-over path: up through the forest and over the top. The figure shows the

train of impulse responses for both the 600- and 17°"0-MH:z channels. Note that time

goes in both directions--from left to right to shcew each individual response curve
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The train of impulse responses for a single run in Camp Forrest. The
receiving antenna was on a tower 23 m abcve ground and about 8 m above

the forest top.
away .
pictured here.
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The transmitter was buried in the forest about 160 m
A total of 100 frames were recorded of which every other one is
The total time span (vertically) is 60 s.
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and from top to bottom to show how the responses change with time. As indicated }

represents a time delay of 3.19 us; the succeeding responses are at intervals of 1.2 s.

near the upper left corner of the figure, the horizontal axis (on each channel) i"

o e o

(We have plotted only every other one of the recorded responses.) The entire figure

covers a time span (vertically) of 60 s. What is plotted is the amplitude of the

responses—--the root-sum-square (rss) of the two gquadrature components. This differs

RS ORIy WY )

from the power impulse responses displayed in Section 4 since the latter give the
X square {the power instead of the amplitude) of the functions shown here. The present

figure is designed to provide some idea of the delay spread involved and of how

rapidly the response changes in time (i.e., the "doppler spread"). Admittedly,
é; because of the too cramped condition, this figure is difficult to read. Still, it
E; demonstrates the entire set of recorded data for this run. Note that one can clearly

. el . e e o - R

see that at least the tail ends of the responses are changing quite markedly so that
2 there seem to be no consistent features. This is probably due to wind blowing in
E the treetops. One obvious feature in Figqgure 24 is the appearance of small but per-

. sistent blips that occur rather late in the record. Two of the stronger of these !

follow the beginning of the records by about 1.4 and 1.9 us. These same blips
}f appear in other records taken under other circumstances. Since they even appear in

‘; tightly controlled calibration runs, it seems very probable that they are somehow

P i

i introduced by the receiver itself.
| Figure 25 is a detailed look at just one of the responses of Figure 24. This

particular response is from the 600 MHz channel and is the second of the pictured

train. It is plotted three times in three different ways. At the top of the figure

et

are plotted the co-phase and quadrature-phase components on the same axis. (Again,

the cramped conditions make this difficult to see.) This represents the actual

o

information generated and recorded in the ficld and thus provides the most complete
picture of the response. (The response, being a 300-MHz wide "narrowband" version
of the real response function, is a complex~valued function cf delay time and must
therefore be represented as such.) The lower two plots display this same function
in polar form. The middle plot is the amplitude--simply an enlarged version of the 1
corresponding plot in Figure 24. The bottem plot shows the phase relations between

at least the larger multipath components. It is a kind of Lissajous figure in which

the co-phase component is plotted along the x-axis, the quadrature phase component

along the y-axis, and time serves as the independent parameter. In this case, for
example, one sces the initial response starting off into the third quadrant, doubling
back on itself, and then, as a second component enters, swerving into the second and

first quadrants to emerge as a strong multipath component in the fourth quadrant.
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FRAME 3 15.46.48,
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Figure 25. A detailed look at one of the 600-MHz responses of Figure 24.

The three graphs provide three different ways of viewing the
responses and are described in the text.
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Figure 26. The train of impulse responses for a single run in Camp Forrest.
Both antennas were low and buried in the forest; they were sep-
arated by about 160 m. Ten frames were recorded at a rate of one
per second.

After that the plot becomes a confusing tangle about the origin. From the £fiist twc
plots of the figure, one sees the initial response (probably the direct wave) fol-
lowed about 20 ns later by a second strong multipath component, followed by a
steadily decaying string of components which finally disaprear from sight hefore
about 400 ns.

The "window" through which we look at an impulse response is determined by the
frame rate (from 1 to 10 per second), the digitizing rate (usually about 10,000 per
second), and the number of samples recorded (usually cgual to 1000). The placement
of the response within the window (which is done manually) is also important. Tha
window of Figures 24 and 25 is almecst a full trame of 3.41 us. It i certainly more
than is needed, and in Section 7 an expanded version of Figure 25 is shown in which
the long noise record in ths response tail has been discarded.

In contrast to the cramped conditions of these figures are the plots of Figures
26 and 27. Here ‘%= window is too small, equal, as it is, to something less cthan a
tenth of a frame. Irn inie run, the frame rate was 1 Hz and the digitizing rate
absut 10,000 Hz; thus fthe 1000 samples recorded took up only one tenth of a full

frame.
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RUN 002 79/10/12, TEST SITE 001
o FRAME 9 13.39.41.
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Figure 27. A detailed lcok at one of the 600~MHz regponses of Figure 26.
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Figure 26 summarizes a short run made on 12 OQOctober. The antennas were in Camp
Forrest about 160 m apart, and both were vehicle-mounted. Thus the path passes
directly through the forest for one block of the Camp Forrest grid of streets.

From the onset of these responses almost half way through the pictured window to the
end of the window is only about 190 ns; the response tails have been lost and cannot
now be recovered. Presumably, as we have also verified by examining the backup
analog record, there followed only a continuing decay of the already small multipath
components. We seem to have lost only a minimal amount of information, and certainly
the strongest comrvonents in the beginning half of the impulse response are very
advantageously represented here.

The succeeding responses in Figure 26 are separatcd by an interval of 1 s, and
the total time of the run is 10 s. Note that there is very little change from one
response to the next. In the 1200-MHz train there appear regularly timed short
bursts of noise. The origin of these bursts is unknown.

Figure 27 gives a detailed look at one of the 600-MHz responses. We note from
both the full record at the top and the response amplitude in the middle there are
three principal multipath components separated by about 1l ns from each other and
successively larger in magnitude. We would suppose that the first of these is the
direct wave which has had much of its energy removed because of scattering by the
forest. Perhaps this scattered ‘energy is rescattercd and added to other, off-path,
components to combine at the receiver with a larger magnitude at a delayed time,
Whatever the reason, this figure shows that the largest component of a response
function is not necessarily the first.

We may also take advantage of the clear portrayal of the first few components
to note here the appearance of considerable distortion. The response amplitude, for
example, does not seem to consist of a series of smoothed, symmetric triangular
pulses; the slopes on each side are asymmetric and the peaks are too blunt. Further-
more, consider the full record at the top. In the case of an ideal isolated multi-
path component (and an ideal channel probe), we should observe a (real) triangular
pulse multiplied by some constant phase factor; the co-phase and guadrature phase
components should rise and fall together. But we see this does not happen; in
particular, the positions of the two maxima do not coincide.

One possible reason for such distortlion is that each of these "components" is
actually the sum of two or more closely spaced cecmponents. The first pulse, for
example, probably consists of two fairly strong components. The third and largest
pulse has a long, irreqular trailing edge. Even from the response amplitude one
suspects it involves at least two components; but from the full record, one sees

clearly three separate components and the suspicion of a fourth.
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The Lissajous figure at the bottom of Figure 27 also shows how the various com-
ponents are distorted. For an ideal triangular pulse the corresponding Lissajous
figure would simply show the signal going out from the origin along a radial and
returning back upon itself. The wide, open circles and loops here mean that this
ideal is far from reality. In particular, one can almost identify the three multi-
path components of the largest pulse; the first leads the co-phase direction by
about 45°, the second lags by about 45°, and the third is much smaller and lags by
about 90°.

In Figure 28 we change the scene to Normandy Lake. The path involved in this
run is the path from C to A in Figure 13; it is a diffraction path about 1700 m long
with a 50-m obstacle. The two channels were at 1200 and 1800 MHz. Both antennas
were vehicle-mounted and out in the open. The path begins at the shore of the lake,
crosses over a bay to the island of Negro Hill, whose crest forms the diffracting
object, and then continues over water to the receiving terminal, again at lakeside.
Negro Hill is covered with trees as are the hills surrounding the lake. Close to
the lake the land is bare.

b The responses for this run were recorded at intervals of 1 s; in Figure 28,
however, we have plotted only every sixth response. The 1200-MHz train shows con-
: siderable variability, but also several definitely persistent features. The 1800-
: | MHz train seems so contaminated with noise that little can be said about it.

Figure 29 is a detailed look at one of the 1200~MHz responses. Note that the
@ tail is very long; even 500 ns after the first pulse, there seem still to remain
small, but visible, multipath components. There is an initial cluster of four
pulses separated by about 10 ns; perhaps they arise from scattering by trees on the
hill crest. Most striking, of course, is the strong component, or group of compon-
ents, appearing about 200 ns after the initial pulse. Perhaps this arises from a
reflection, or scatter, by the hills near the omnidirectional antenna at the trans-
mitter or perhaps from other parts of Negro Hill. The geometry would support
either interpretation.

The curious excursions into the first and second quadrants of the Lissajous
figure are those that arise from this second strong group of components. They imply
that there are three distinct elements to the group, a conclusion that can also be

reached by an examination of the full co-phase and quadrature phase record.

6. THE GENERATED PULSE

To study a recorded impulse response in detail, we need to know what the

system~generated pulse looks like--the pulse unaltered by an intervening propagation
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Figure 28. The train of impulse responses for a single run at Normandy Lake.
The antennas are both vehicle-mounted and are separated by about i
1700 m. The path is a diffraction path surrounded by forested B
hills. A total of 300 frames were recorded at a rate of one per 3
second. Every sixth frame is pictured here.
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Figure 29. A detailed look at one of the 1200-MHz responses of Figure 28.
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Figure 30. The effective pulse generated by the channel probe system as
recorded during a calibration run.

channel. As described in Appendix A, the originally generated pulse is triangular
with a 13.3-ns base; it is, however, subjected to a series of equipment-dependent
filters whose effects cannot be computed a priori but can only be measured.

In Figure 30 we have plotted an example of the pulse. This is a composite,
being the average of ten very similar pulses recorded during a calibration rum.
Note that the vertical scale is an arbitrary one having to do with base-band ampli-
fication and digitizer parameters. We have adjusted it so that the illustrated
Pulse has the same energy as would a perfect triangular pulse of unit height. Both
co-phase and quadrature-phase components are shown in the figqure; the co-phase
component being the darker. The low step appearing in the trailing edge of the co-
phase component and the fact that the gquadrature phase component is not identically
zero are both evidence of unexpected distortion within the system. Fortunately,
this distortion is relatively small.

Let us consider the spectrum of this pulse. For comparison we show in Figure
31 the 'spectrum of a perfect triangular pulse. In Figure 32 is the spectrum of the
pulse of Figure 30 obtained as a discrete Fourier transform using the methods
described in Appendix C. The top graph is the amplitude of the Fourier transform
expressed in decibels; in the lower graph we have plotted the phase of the trans-
form. Note that the deep null of the triangular pulse spectrum has almost dis-
appeared. We can only suppose that noise components have filled in the null. The
assymmetry that appears--and the fact that the peak amplitude falls some 15 MHz
below the center frequency--is a consequence of the fact that the quadrature phase

component in Figure 30 is nonzero. On the other hand, note that the phase is
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Figure 31. The spectrum of a perfect triangular pulse with 13.3-ns base.
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satisfyingly linear over most of the pictured range; this implies that there is
little phase distorticn in the pulse.

A knowledge of the shape and size of the generated pulse is important to us;
their measurement is a critical part of the calibration of the system. We need to
know the size in order to make a determination of the absolute received signal
level, particularly when extraneous sig..als are affecting the IF channel respouse.
And we need to know the shape in order to estimate the multipath structure of
impulse responses such as those exhibited in Section 5.

According to the results of Appendix A, we would suppose that the shape and
size of the generated pulse is a function of the transmitter and receiver filters
and hence of the center radio frequency, the receiver channel, and the frame rate.
What Figure 32 shows is at 1200 MHz on the second channel with a frame rate of 10
Hz. Furthermore, since it is taken from a calibration run, it does not include the
actual psendo-noise signal emitted by the transmitter. At this time it is the only
example of the generated pulse we can offer. We hope it represents closely enough

the yenerated pulses obtained under all other circumstances.

7. ANALYSIS OF THE INDIVIDUAL IMPULSE RESPONSE

In this section we shall examine some techniques for the study of a single
recorded impulse response. As representative response functions, we choose from
among those illustrated in Fiqgure 24. Recall that this run was made in Camp For-
rest with thoe receiving antenna on a tower about 8 m above the trees and with the
transmitt. - Aantenna down within the treces some 160 m away.

The first question is one of normalization. We must delimit (truncate or
time-clip) the function along the time axis so that only the extent of the actual
impulsa response is to be treated--so that the onset is placed in a standard posi-
tion and 37 that the noise components in the tail are deleted. Our technique for
doing this is described in Appendix C. We must also adjust the vertical axis in
some standard way.

In the top graph of Figure 33 we show a normalized version of the same response
that was displayed in Figure 25. In the bottom graph is shown its companion at
1200 MHz. The vertical axis has been normalized so that the total eneryy in the
response function equals the energy of a perfecct triangular pulse with unit height.
The RSL power is indicated in the upper right corner and should equal the actual
power in the total wideband sicnal. It is obtained from the calibrated AGC voltage
adjusted by the change in the multiplying factor needed in the normalization here

over that required for the svstem pulse of Figure 30. In the figure we have chosen
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Normalized versions of response functions from Figures 24 and 25.
Both co-phase and quadrature phase components are shown with the
co-phase component being the darker.
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t> plot both co-phase and quadrature-phase components, thinking that this is the
mest complete representation of what we have actually measured. We have, however,
multiplied the complex response function by a constart unit complex number—--thus
rotating the function in the complex plane--so that the peak value is real and
positive. fThis provides a second standardization to aid viewing the results.

Incidentally, the noise level of the 600-MHz response as determined by the

process of Appendix C is equal to -99 dBW. This is 39 dB below the signal but some i

65 dB above the value given in Appendix B as that due to thermal noise. The dis-

crepancy might be due to receiver noise (for example, the blips of Figure 24) or to

interference (and, as we have indicated elsewhere, there was probably quite a lot).

But it may also be due simply tu an extension of the tail of the response--to a

more or less continual electromagnetic "ringing" of the forest. It is our suspi-

cion that this latter was the most prominent cause. !

In the commonly accepted view of response functions such as those portrayed

A - WPt rer o

here, there is a direct wave followed by a series of multipath components which

arise because of scatter from off-path objects such as tree trunks, branches,

T T T T

foliage, and ground. Each multipath component siould be a recognizable, but dis-

e

torted, copy of the transmitted pulse. (Distortion arises because the scattering £
¢

process is from irregular objects, thus inveolving diffraction and similar wave

phenomena.) But when one tries to identify such multipath components from a record

as in Figure 33, one finds a difficult problem. There seems to be such a confusion i

¥ of components as to defy analysis. Each "component", when examined closely, turns

out to be the sum of several. This is particularly clear in the full co-phase,
quadrature-phase record where the first two components of Figure 25 (at 600 MHz)

now seem to be four. One suspects that if a finer resolution were available one
might well discover many more. This is perhaps not very surprising when one recalls
that the electromagnetic waves travel through a forest and that for any given delay
time (which then defines an ellipsoid of revolution with the two terminals as foci)
there will surely be an ample supply of scatterers. It would therefore seem best

to abandon, or at least to amend considerably, the notion of discrete multipath

components. In transmission through a forest, there is probably a continuous sup-

ply of such components, and the appearance of pulses in our displays is perhaps
simply an accident arising mostly because of the necessarily finite resolution of

the probe system.

When one wants to describe quantitatively a few of the more important character-

istics of an impulse response, then certainly the first to be considered is the

overall received powers. The next most important is probably the duration or delay
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spread; and to this, one might add the related characteristic of location (or
central time delay) of the pulse. Unfortunately, because of the nature of an
impulse response, there is no universally recognized measure of these characteris-
tics. For example, the duration of the true response is probably infinite since
there will be an endless tail as scattered energy scatters again from objects in
the path. This tail, however, vanishes into the noise and becomes undetectable; it
is only that portion of the response that is visible to us that we should consider.

In Figure 34 we have reproduced thz responses of Figure 33, superimposing on
them indications of four different definitions of location and five different
definitions of delay spread. The definitions of location are these: (a) the point
at which peak power is attained; (b) the center of gravity--i.e., a normalized
version of ft[h(t)lzdt where h(t) is the complex response function; (c) the average
group delay as determined from the phase of the spectrum--this will be further
discussed below; and (d) the 50% energy point--i.e., the point for which half of
the total energy of the response comes before and half follows. For the spread we
have used these definitions: (e) the total time from onset of the response to the
point at which the tail of the response disappears into the noise; (f) the diameter
of gyration--i.e., twice the radius of gyration which, in turn, is the square root
of a normalized version of f(t-tc)zlh(t)lzdt where tc is the center of gravity
defined above; (g) the 10% peak amplitude limits--i.e., the time between those
moments when the amplitude first exceeds 10% of its peak value to when it last
falls below that level; (h) the time between the 10% and 90% energy points; and (i)
the time between the 5% and 95% energy points.

In Table 7 we list the computed values for these nine measures of location and
spread of the two responses in Figure 34. One should note here that the location,
by any of the four definitions, cannot be an absolute measurec of time delay. We
have no true way of making such a measure since the channel probe has no way of
knowing when the pulse was first transmitted. The times indicated in Table 7 are
all relative to an arbitrarily chosen origin which, following the approach of
Appendix C, is arnroximately 20 ns ahead of what we have called the onset. Since
the path length here was 160 m, to obtain an absolute delay time we would have to
add on an additional time of the order of magnitude of 500 ns.

Note the wide range of values resulting from the different definitions, par-

ticularly for the delay spreads. It is even difficult to compare the two frequencies:

For some measures the delay spread is smaller at 600 MHz than it is at 1200 MHz;

for other measures the opposite is true.
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Figure 34. Measures of pulse location and multipath delay spread superimposed
on the response functions of Figure 33. The several measures pre- z
sented here are explained in the text. ‘
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Table 7. Examples of Location and Delay Spread

(Values here are for the response functions in Fiqure 34.)

Location 600 MHz 1200 MHz
a) Peak amplitude 31.8 ns 42.2 ns
b) Center of gravity 73.4 72.3
¢) Average group delay 57.3 37.2
d) 50% energy 48.7 43.9

Delay Spread

e) Onset to noise 373.5 ns 351.1 ns
‘ . f) Diameter of gyration 123.9 132.3
? ‘ g) 10% peak amplitude 283.1 247.9
} ', h) 10% to 90% energy 127.6 168.6
: i) 5% to 95% energy 180.4 195.7

The next most interesting property of an impulse response is probably its

fl spectrum. In Figure 35 we show the spectrum of the response pictured in Figure 25.
What we have in this figure is the amplitude of the Fourier transform measured in

ko decibels relative to the overall RSL. The transform here involved the entire frame
of recorded data which, as we see in Figure 25, includes a long period (over 85% of
the frame) of what should really be called noise. This is the reason for the noisy

appearance of Figure 35. Since the fluctuation rate in the spectrum is directly

o T e B S

proportional to the delay spread of the response, by allowing the long noise record
to be included, we have introduced the small, rapid fluctuations one observes here.
If we utilize iunstead the truncated response of Figure 33, we obtain the smoother

spectrum of Figure 36. The spectrum of the companion 1200 MHz response (truncated) :

is pictured in Figure 37. These two spectra are, of course, still somewhat adulter-

ated with additive noise, but we believe they give as faithful a representation as b
is possible.

In theve figures we have examined only the amplitude of the Fourier transform.

But we can also consider the phase. Figure 38 shows graphs of phase versus fre-

quency for the two companion responses of Figure 33. Note that we have chosen to
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Figure 37. The spectrum of the truncated 1200-MHz response function
of Figure 33.

measure the phase in cycles, i.e., in complete rotations of 360° or 2m radians. Of
course, in an ideal channel with no phase distortion, the phase will be a linear
function of frequency; it is the deviation of a spectral phase plot from a straight
line that indicates distortion. 1In Figure 38 the genexal appearance is cone of con-
siderable phase distortion; but note that there do exist small bands--for example,
the band from 475 to 550 MHz--within which there is only a little distortion.

Phase is always a difficult quantity to compute, chiefly because of the several
associated ambiguities. 1In the first place, phase is only defined to within a
whole number of cycles, and the complex number O has no phase at all. But alsc, an
important part of the spectral phase has to do with the delay time of the response;
if td is this delay time and if no distortion is present, the phase is just vtd
cycles, where v is the frequency. Such a function is nearly impossible to follow

when t., has any appreciable size; furthermore, the term "delay time" can itself be

d
subject to different interpretations: It could be the absolute delay time or a
purely arbitrary delay time such as we have used in our previous analyses. The

importance of the definition used can be seen when we realize that a change of only
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10 ns will add or subtract to the spectral phase a straight line which changes by
one complete cycle every 100 MHz. To construct the curves of Figure 38, we have
(1) been careful to define the integer part of the phase so as to make the curves

continuous, (2) left gaps where the amplitude of the spectrum is too small to define E

satisfactorily a phase; and (3) subtracted from the curve a straight line whose
slope is chosen to make the resulting curve appear horizontal on the average.

When the spectral phase ¢ is measured in cycles, the derivative d¢/dv may be

directly interpreted as a "group delay time," i.e., as the time of delay of the
group of spectral components with frequency near v. Furthermore, this derivative
is actually easier to compute than is the phase itself, for the multivalued arc-

tangent function is not then involved. In Figure 39 we show plots of this

derivative for the two responses of Figure 33. The points of these plots have been

i s

computed directly from the Fourier transforms and quite independently of ithe values
used in Figure 38. The zero delay time--the origin of the vertical axes in these

plots--corresponds to the zero delay time used in Figure 33, i.e., to a point

TR TR T VIR o
e

‘ approximately 20 ns before the onset of the response. The "average group delay" of
iy Figure 34 and Table 7 is just the average of these curves taken over the central

200-MHz band. Furthermore, this average group delay is exactly the slope of the

e
i o Lilbraen 5. PV s, IS 2 ' Sl =

) straight line that was subtracted from the phases in Figure 38.

| Phase distortion can be as easily observed in these plots of group delay time

ottt

AN .

as in plots of the phase itself. Here it is the deviations from a constant value

e

{ that determine distorvion. Admittedly, it takes a discerning eye to note from

‘ Figure 39 that there is only a little phase distortion in the band from 475 to 550

0
4

MHz. Nevertheless, we feel that there are many advantages to a consideration of

the group delay time and that this function may turn out to be a very useful one.
The general shape of Figures 36 and 37, when the multipath-caused fluctuations
have been ignored, is due, of course, to the spectrum of the input to the channel,
i.e., to the spectrum of the generated pulse as portrayed in Figure 32. Another
way to present the spectrum of an individual response function is then to remove
the effects of the generated pulse by simply dividing the Fourier transform of the

measured function by that of the generated pulse. Of course, some restraint must

be exercised since towards the edges of the 300-MHz wide band we will be dividing

one noise signal by another. In Figure 40 we show the central 200 MHz of the

spectral amplitudes devived from Figures 36 and 37 after this kind of adjustment.

?* i The fact that both curves tend to reach rather high values at the high frequency

edge is disturbing and again brings into question our pulse calibration of Section
6.
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Continuing, we might well ask whether it would be useful to evaluate the
inverse Fourier transforms of the spectra of Figure 40. This should "deconvolute"
the channel response from the original pulse and so produce a response function
which is a more accurate representation cf the actual channel response. To put
this another way, this process should discover what linear combination of shifted
copies of the original pulse will reproduce the measured response function and thus
discover also the precise multipath components that have gone to make it up.

In Figure 41 we show our first attempt in this direction. 7This is the 600-MHz
response of Figure 33 deconvoluted very straightforwardly using the entire spectra
without alteration. Obvicusly, this is not satisfactory; the interesting standing
wave pattern that takes over the tail of the response is undoubtedly due to noise
components at the edges of the frequency band. To produce something more reasonable
we have filtered out these components using raised-cosine filters whose nontrivial
effects are over the final 50 MHz at each edge. The results for the 600-MHz response
are portrayed in Figure 42. The companinn 1200-MHz response is similarly portrayed
in Figure 43. In both figures the upper graph is simply a copy of the corregponding
response from Figure 33, put there to allow easy comparison. Both co- and quad-
phases are given and the tails now tend satisfyingly to zero.

If we want to claim that these figures expose the distinct multipath compon-
ents, then these components should correspond to the various amplitude peaks of

these deconvolved responses. In the 600-MHz case, for example, one perceives first

i 1,
C)W?|I|I;

. L | | 1 | 1 1 1

(.0 2 .4 .© ¥
Microseconds

Figure 41. The 600-MHz response function of Figure 33 after the system-generated
pulse has been "deconvoluted" from it. Noise components at the edges
of the band have made this unacceptable.
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a burst of perhaps three fairly large components followed by what seem like five

components of medium size which in turn are followed by innumerable small components.

But such an interpretation seems to us rather questionable. The oscillations in

Figure 42, and also in Fiqure 43, seem too regular to have come from a forest
environment; indeed, the appearance of these two figures looks suspiciously like a

travelling wave pattern in which one quadrature component merely duplicates the

other after a small time delay. This, it seems to us, might confirm the notion

stated in Section 5 that it is probably wrong to look for discrete multipath compon-

ents and that the proper model for study in this kind of path is one of a continuum
of components. Thus, the travelling wave appearance might be due to the interaction
of our deconvolution process with a narrowband representation of such a continuum.

On the other hand, it might also be due simply to errors in our process--particularly
to the fact we have already noted that in both spectra of Figqure 0 the higher

frequencies seem inordinately emphasized. We feel the technique used here and the

results obtained from it Qeserve further study.

8. ANALYSIS OF TIME VARIABILITY

An examination of trains of impulse responses, as presented, for example, in
Figures 24, 26, and 28, reveals the fact that the responses vary from frame to
frame: sometimes only a little, sometimes guite a lot. Since in all these cases
tne terminals were fixed, we would suppose that these variations are caused either
by the wind blowing in the trees or by the motion of atmospheric inhomogeneities.

In any case, the propagation channels we observed appear to have been "time variant"
and so to have exhibited a "doppler spread."

Given this fact an immediate question we must ask is whether we have recorded
actual impulse responses or whether the channel changed as we measured it. In this
regard note that at 10 frames per second we observe an entire frame in 100 ms. But

since the response normally ouccupies only a small fraction of a frame, we observe

the actual response in only about 12 ms. Thus we have indeed recorded true responsc

functions provided only that the variations do not occur at a faster rate than about

40 Hz. At a slower frame rate of one per second, we require 120 ms to observe a

single response function, and we are safe only if the channel varies at rates less
than 4 Hz.

To describe the magnitude of the variability, we can examine the responses of @

single run, and, for any delay time t, we can speak of the average of the responses

and of the standard deviation from that average. The average will be again a com-

plex valued function of t, but the standard deviation, being the square roct of the
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average of the square magnitudes of the deviations, will be a real valued function.
For a time invariant channel tlie average will be ilentical to all the individual
response functions, and the standard deviation will be zero. 1In Figure 44 we show
the results of the process applied to the 600-MHz responses pictured in Figure 24.
The results when applied to the companion 1200-MHz train are portrayed in Figure 45.
In both cases the entire 100 frames of the run (occupying a time period of 60 s)
were used. Note that the scale used for the standard deviation is considerably
exaggerated so that the variability measure is not really so large as might seem at
first glance. The two curves of averages should be compared with Figure 33.

For the response functions used in Figures 44 and 45, and also for those used
in the other studies of this section, we have employed a consistent normalization.
We have truncated all functions of a train at the same points, and we have multi-
plied all the functions by the same normalizing factor adjusted, however, for any
changes in the measured AGC voltage.

Note that the 1200-MHz train has a standard deviation almost four times as
great as that of tha 600~-MHz train. It would be interesting to know whether this is
consistently so. The spikes that appear in the plots of standard deviation arise
because of changes in the delay times of particular multipath components. Such
spikes are positioned on the sloping edges of the corresponding pulse; they often
appear in pairs, one spike un the leading edge and one on the trailing edge.

The next question of interest concerns how rapidly the responses change. Let
h(s,t) be the response function where t is the delay time and s the clock time; in
terms of Figure 24, for example, t is the time running from left to right while s is
the time running from top to bottom. What we have shown thus far, especially in
Section 7, has been the response as a function of t for particular values of s. We
can now turn this procedure around and show h{s,t) as a function of s for particular
values of t; we obtain "time slices" of the response function.

In the recorded measurements, the discretization of s is, of course, much
coarser than that of t. Indeed, in the run that corresponds to Figures 24, 44, and
45, the successive responses were separated by a time interval of 0.6 s; ang this is
the fastest recording rate available to the system. It took 0.1l s to measure a
single frame and some 0.5 s to assemble the data and write them on tape. One objec-
tive of our study must be to determi.ie whether this rate is fast enough to capture
the variations involved; we are restricted to rates of variation less than 0.8 Hz.

In Figures 46 and 47, we show such time slices for some five selected delay
times each from the 600~-MHz train and the 1200-MHz train. The o's for the co-phase

components and the x's for the quadrature phase components all indicate actual data
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points. The selected delay times are displayed above each pair of curves; they are

also indicated as small arrows in the corresponding curves of standard deviations in

|
|

e g L

Figures 44 and 45. Note that we have tried to select a variety of kinds of delay

times: some at tho peaks of variahility, some at local minima of variability. g

From Figure 46 we would conclude that the 600=-MHz train changes at a fairly S%
slow rate and that we have indeed sampled rapidly enough to capture the variations. ;f
The 1200-MHz train in Fiqgure 47, however, seems to tell a different story. The %i

rapid. There are, indeed, several periods of time in which the data seem clearly

variations are not only larger in magnitude, but they are also considerably more ;%
undersampled; on the other hand, there also remain many periods of time where the 3
1

sampling appears adequate. As a whole, the picture seems borderline.

From plots such as these (preferably more refined), one could continue with a

further analysis. One could test whether the time slices represent stationary

R T TR

Gaussian processes; and one could find autocorrelation functions, cross-ccrrelation

AT T

functions, and power spectra. Since it is presumably the wind in the treetops that '

is causing the observed variabilities, such a study should be carried out for a

variety of wind conditions. In particular, the stationarity ought clearly to depend

upon how constant are the wind speed and direction.

A second approach to the study of variability involves the spectral responses.

e W SN O B A

For each clock time s, one forms the Fourier trausform H(s,v) of the corresponding

.

response function, thus obtaining a time variant spectral response function. In

Figures 36 and 37 we have plotted such functions versus v for a fixed value of s. i
In Figures 48 and 49 we show "time slices" for fixea values of v. The run involved .

is the same run as portrayed in Figures 46 and 47, and the density of measured

e At o sl ey

points is also the same. For each figure we have chosen four arhitrary frequencies

separated by about 20 MHz. The fifth curve at the top 1is the overall wideband
received signal level; it is included for comparison purposes.

As before, the 1200 MHz curves show greater and faster variability than the 600

it

3 3 \}
MHz curves. And as before, one could continue the analysis by testing for Gaussian ! g

properties and by evaluating auto- and cross-correlations and power spectra.

9. RECEIVED SIGNAL LEVELS AND PATH LOSS k

The single most important characteristic of a propagation channel is undoubtedly

the general overall power loss. But a question that immediately arises is that of

describing just what one wants to mean by "overall" loss and how this might relate 13

{ to other measurements made by otlier equipment, particularly by narrowband equipment. ¥
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RUN 008 79/710/11. 15.46.16.
TEST SITE 01 /FIRST TEST 00}

tz 67 ns ]

R i

Seconds

Figure 46. Variation of the 600~MHz response functions of Figure 24 for
selected delay times. The delay times chogen corvrespond to
the arrows in the lower graph of Figure 44.
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e Figure 47. Variation of the 1200-MHz response functions of Figure 24 for .o
i selected delay timas. The delay times chosen correspond to Lol

the arrows in the lower graph of Figure 45.
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Figure 48. Variation of the 600-MHz response functions of Figure 24 for

selected frequencies. The topmost curve is the wideband
- { received sianal level.
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The problem here arises from the fact that narrowband radio signals are highly
variable in both time and space. This is particularly so in a multipath environment
where complex standing wave patterns are set up. Even a slight change in the termi-
nal positions or in the positions or allignments of scattering objects or in the
carrier frequency is apt to lead to a very large change in the received signal level.
The only reasonable approach in describing such a situation is to talk about the
statistics of the fields and, in particular, to measure some central value of
received signal levels. Such a central value would be a smoothed version of actual
instantaneous values:; it would be an "overall" received signal level.

There are similar considerations when one uses a radio propagation model. Most
present-day models try to estimate values (or statistics) of these same overall
losses. They are either of the theoretical type using yreatly simplified geometri-
cal constructs to model the environment or of the empirical type using smoothed
versions of measured data. The idea, usually only implicit in the statement of the
model, is that multipath environments are to be treated as a separate variability
to be superimposed on the overall loss.

In addition, the use of diversity reception is a design solution to many of the
deleterious effects of multipath. Once again, diversity provides a crude form of
signal level averaging so that the overall loss becomes the important quantity.
Indeed, when field strength measurements or received signal level measurements have
been made to provide a data base for the construction of propagation models, they
have very often imitated diversity systems of one kind or another. On fixed paths,
for example, one will treat the received signal level as a time series, and one will

record hourly medians, i.e., the median levels observed during successive hours.

The process is very like a time diversity system. When measurements are made with
one terminal mobile, one often reports on selected mobile runs of, perhaps, 30 m in
length. Again, what one records is the median levels of such runs, and one has
simulated a space diversity system. These two approaches are the ones that have
been widely used in the past to measure "overall" power levels. To them, we could
clearly add a simulated frequency diversity system, i.e., a wideband measurement.
This would be the average or median power over some segment of the spectrum--in
other words, exactly he received signal level measured by a wideband channel probe.

In a fraction »f a second we can find the analogue to an hour of stationary measure-

ments or a 30-m mobile run. We pay for this convenieace by requiring a large band

of frequencies.
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Figures 48 and 49 provide a case in point. Each of the time slices of the
spectral responses can also be interpreted as what one would have observed if one
were making a cw measurement at the indicated frequency. The wide variations would
have been a nuisance, and one would have had to find an average or median value over
some extended period of time. In contrast, the wideband received signal levels
which are pictured at the top of each of the two figures show very little variabil-
ity with time, and any one value will probably be adequate for most purposes. Of
course, in principle there is probably some difference between time averages, spatial
averages, and spectral averages and between averages and medians. We conjecture
that these differences are slight and that making the distinction implies more
precision in our measurements than the present state of the art allows. Thus, in
what follows we shall assume that the wideband RSL is a very useful quantity and
that it corresponds closely enough to what propagation models try to estimate and to
what other field studies using other systems have tried to measure.

The runs of 12 October were largely directed toward a study of forest penetra-
tion and are amenable to a straightforward analysis. In particular, two of the runs
involved vehicle-mounted antennas and paths that passed through one and two blocks,
respectively, of solid forest in the Camp Forrest grid of streets. A third, three-
block long, run was attempted, but no signal could be found.

Using the process described in Appendix B, we adjust the received signal level
as measured by the AGC voltage to allow for the possible effects of interfering sig-
nals. Then taking into account the transmitter powers, the line losses, antenna
gains, and free-space losses, we can convert these received signal levels to atten-
uations relative to free space. The results for the two runs with the two channels
set at 600 and 1200 MHz are shown in Figure 50.

With only two points it is impossible to draw any firm conclusions. On each
curve, however, the two points seem reasonably colinear with the origin, and the
commonly made assertion that attenuation through a forest is directly proportional
to distance seems satisfactorily confirmed. The average rate or attenuation for the
two-block length (290 m) is 0.13 dB/m at 600 MHz and 0.19 dB/m at 1200 MHz. A test
related to the development of JTIDS and carried out a few weeks later over almost
the identical paths used here (the antenna heights were a little different) has been
reported by Presnell (1980). The rystem was in the frequency hop mode and so had a
bandwidth of 250 MHz with a centetr frequency of about 1100 MHz. Although measure-
ments of received signal level used an entirely different technique, exactly the

same attenuation rate of 0.19 dB/m was observed for the two-block long path.
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Figuce 50. Attenuation relative to free space versus separation ‘5
distance when the two terminals are buried in the fg
forest. .
%
Those values of attenuation rate are only half those reported Ly Saxton and N

Lane (1955) and by other sources (Rice, 1971). On the other hand, Frankel (1978),

using a 10-Milz wide system at 1850 MHz, reported an average rate of 0.17 dB/m

through failrly dense forests in California. That the three wideband systems report
smaller rates of attenuatlon than had becn observed before probably has nothing to
do with the bandwidth. The single most important factor of a "dense" forest in
determining wnat rates of attenuation it will produce is its meoisture content; the
forests of California are probably drier than those in Tennessee, and the autumn
trees in Tennessee drier than the trees in England where Saxton and Lane made their

me 1snuruinents.
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It is of interest to estimate what signal levels were present on the abortive
three block run; extending the measured attenuation rates to the third block (440 m

away), we find attenuations of 56.4 dB and 81.6 dB for the two frequencies, or
received signal levels of -127.4 dBW and -153.7 dBW.

Both are beyond the system
sensitivity.

As part of the forest penetration study of 12 October, there was a second set
of runs that form what might be called an "up and over" study in which the terminals

were stationed at the same points as in the first study, but the receiving antenna

was on a tower about 8 m above the forest top. In Figure 51 we have plotted the

resulting attenuations relative to free space when the terminals were separated by

one, two, and three blocks of forest. Two of the transmitter locations were

revisited, giving us an estimation of the repeatability of the measurements, and at
three blocks away the transmitter van was driven through one of the cross streets of

Camp Forrest to a point where the trces and underbrush seemed to crowd in more
closely.

The curves of Figure 51 are not inconsistent with consequences of the "slab

model" (Tamir, 1967) of a forest. In that model one replaces the forest with a

homogeneous lossy dielectric--a slab covering the ground. Presumably, a wave begins

at the transmitter, struggles up through the lossy forest, is refracted at the
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Figure 51.

Attenuation relative to free space versus separation
distance when one terminal is buried in the forest
and the other is about 8 m above the forest top.
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fo 'est top, and crosses to the receiver. Of course, such a model says absolutely
nothing about the multipath characteristics of the received signal; it is another of
those models that are concerned only with the overall loss.

There is also an "up-over-and-down" mode that is predicted by this slab model
when both terminals are within the forest. Using the path geometry associated with
the runs of Figure 50, we would estiinate that this mode ought to become apparent
after 400 m or more. For longer distances the rate of attenuation should be much
reduced; but for most present-day equipment this is of no help, since at that dis-
tance the signal will already be too low to measure. Certainly, the sensitivity of

the channel probe system was insufficient to observe any such phenomenon.

10. CONCLUSIONS

From the oak, hickory, and pine forests of southern Tennessee we have acquired
valuable data concerning wideband transmission characteristics at UHF on paths in
forested environments. The combination of a pseudo-noise channel probe with a
digital data acquisition system has provided us with clean-cut representations of
the impulse response for a variety of propagation channels. And from these repre-
sentations we can perform a large number of analyses using the precision of digital
computers.

Of course, we cannot claim that our data even begin to provide a valid sta-
tistical sampling of any particular radio phenomenon. But we can say thit we have
gained some preliminary insight into the magnitude of some of the importaat propa-
gation parameters. We hav:, for example, seen that cur measurements of forest
penetration show the same order of magnitude for the rate of attenuation as have
previous cw measurements. For delay spreads we have seen that when one or both
terminals are buried in a fairly dense forest the entire impulse response is con-
tained within an interval of about 400 ns; and this seems to be relatively indepen-
dent of frequency or forest density. Presumably, multipath components with larger
delay times have been greatly attenuated by the trees. As expected, horizontally
polarized waves showed smaller delay spreads than did vertically polarized waves.
When, however, we talk of line-of-sight paths or of diffraction paths with both

terminals in the open, it would seem that longer delay spreads are possible. We

have already seen spreads of 0.6 us and would suppose that 1 us is easily attainable.

And we should not forget that in urban environments Turin et al. (1972) have

observed delay spreads of almost 7 us.

As stated in Section 1, the primary purpose of this limited set of measurements

was to determine whether the approach was feasible, what special problems would
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arise, and what solutions to these problems might be found. In this connection we

offer the following suggestions for the design of any similar measurement program.

(1) The system sensitivity was nr- <.+~ “or many of our experi-
ments but not for all. An in: .« w1+ desirable, particu-
larly at the lower frequency. ¢w. .7 *-u .ransmi+s_. L rer

should be increased by about 10 dg.

(2) 1Interference in the IF passband =~ ser -ou \nd the bands in

ekt o i

which we are interested are too - -owded to ignore the problem.
One of the best ways to fight this is with the correlation

detactor itself; for this introduces a very precise series of

sharp passband filters into the system. Since it appears only

after the IF amplifier, it might be wise to employ a second AGC

circuit--this one in the baseband amplifier. Of course, such a

" -
oS pragtsmpmr

circuit would reouire a second calibration sequence, which would

be somewhat of a nuisance.

:T (3, In this measurement program the digital data acquisition system
served merely as an external recorder in which many of the §
experiment parameters had to be introduced manually. It would be

preferable to combine the channel probe and the acquisition

- Lia "
e e T A

system into one unit. Then control parameters could be directly
available to the record; the system computer could even be used

to enter these same control parameters. In particular, the

sampling rate could be determined by the system as a simple

function of frame rate.

(4) Calibration is an important, but tedious, process. Perhaps this

could be dutomatically controlled by the system computer. In
particular, calibration should always include a record of the
effective pulse shape.

(5) In the present system we were able to make digital recordings at
a rate no faster than one frame in 0.6 s. This is too slow to

follow some of the *ime varying phenomena.

(6) Mobile runs hava %een included in our tests as a multiplexing
scheme to obtain more useful data in a given period of time.
However, unless the recordings can be made at a much faster rate.
| this may turn out to be a wrong approach. Perhaps a quasi-mobile
scheme would be a satisfacﬁory substitute. In this scheme the
{ transmitting van would jump forward in small steps and would

pause after each step for a few seconds.
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(7) A limited amount of concurrent meteorological data would some-
times be advantageous. When it is a matter of short p ° in the
prasence of a forest, probably the most important parawc.er is

the wind speed. Also valuable would be a measure of the water

content ¢f the trees.

)
i
!

With respect to the conduct of future experiments and to the analysis of the result-

ing data, we would offer the following suggestions and recommendations.

(8) In the case of propagation on short paths through a forest, one

kil

should compile statistics for the two iwportant quantities of 4

attenuation rate and delay spread. These should be treated as

el temdi

functions of frequency, polarization, path length, and forest

T T A R T

type. The latter parameter is the most difficult to measure or
' vary. We would simpiv suggest as many forest types as possible,

and we would leave open the question as to whether the parameter

R |

{ is important. PFcllowing these two, easily defined, quantities,

" —— e —— -

one should study the internal structure of the response functions.

ok il

F We feel it can be fairly simply modeled as a continuum of compon-
ents.

(9) 1If it appears that the up~over-and-down mode of propagation

s L

i ' through a forest might become useful for future radio systems (or

worrisome for interference prohlems), then it should certainly be

LT me T

investigated.
(10) In the case where both terminals are in the open but are sur- ;
rounded by patches of forest, one suspects that delay spreads will

be considerably greater and much more variable. Useful statistics

P

will be difficult to compile. For urban propagation, Turin et al.
(1972) have suggested that the multipath components arrive in .
bursts. Perhaps a similar concept applies here, too, with each ‘
burst being a self-contained continuum of components.

(11) Finally, there is the case where one terminal is in the open and
the other inside a forest. This is probably an important situa- \
tion that should be studied. Except for some selected paths f

where one terminal was high above the forest, the present experi-

ment did not include such a case.
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APPENDIX A. SOME BACKGROUND THEORY OF THE PSEUDO-NOISE CHANNEL PROBE

In the following discussion we shall try to collect some of the general theory

cof communications that pertain especially to measurements made by a pseudo-noise

probe. Although generalizations are obviously possible, we shall direct our devel-
A opment towards a scenario in which there is a radio transmitter and a receiver some
h

ﬁ . distance away, and it is the propagation channel in whatever environment the termi-

nals are placed that we want to measure. Of course, such a chanrel involves elec-

tromagnetic waves, and a full description would include the electric and magnetic
fields as three dimensional vectors. But in what follows, the signals we speak of

will be simply the voltages observed on the equipment side of the respective

antennas. Further analysis must involve the antenna polarizations and how the
antennas couple into the medium.

Sample numbers that we quote will usually pertain to the particular equipment

used in the recent Tennessee experiment. We shall refer to it simply as "the ITS
probe." Its principal characteristics are a clock rate (hit rate) of 150 MHz and a
! code length of 511.

In the terminology we use; the unit impulse is represented by the Dirac delta

v o Y ogclklie e B

so that, for example, 6(t-to) is a unit impulse acting at time to. Signals will be
represented by lower case letters and their Fourier transforms by the corresponding

upper case letter. Thus, if x(t) is a (perhaps complex valued) signal,

T
f x(t) e2 ivt at

X(v) =8 {x} (V)

L ol oG . ool N

and

e

=271
f X(V) e 2TIVE 4y '

x(t) =5 L{x}(t)

where the unmarked integrals here, as in similar expressions, are to be taken over

the entire real line. 1f x is periodic with period T and frequency Vl = 1/T, then

X(v) = ] % 8(v-kv))

=27ik
x(t) = z Xk e 2 1kv1t ,

where
T

. 1 2mikt/T
1 k -'ffo x(t) e t/

dt' k= --0-110,1’.--’
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and where the unmarked summations are to he taken over all integers.

Note that the signs we have used in the exponentials do not foll ‘w the con-
ventions normally used in communications theory. If the reader prefers, he should
replace all occurrences of i with -j.

Finally, if x is a finite signal, we speak of its total energy

[x[12 = [ |xe)[? at = [ |xw |2 av .

And if x is periodic with period T, we speak of its average power

T
12 <1 f ]2 ae =[x ]2 .

A.l1. The Impulse Response

As mentioned above, the channel we want to measure consists of a transmitting
antenna, the medium of propagation with all its clutter, and a receiving antenna.
We assume this channel is at any rate a linear channel and hence can be completely

characterized by its impulse response h(t,T). This is the received signal at time

t when the transmitted signal is a unit impulse acting at time t-T. The value T
may be interpreted to be the time delay between transmission and reception. If,
instead, we transmit any arbitrary signal x(t), the received signal y(t) may be

expressed as

[

yt) = [ n(t, £ - ') x(t') at' (A.1)

f h(t, 1) x(t - 1) dt .

It is this integral that allows us to say that h characterizes the channel.

If the input x and the output y have the same units, then it is clear from
(A.1) that h must be measured in units of reciprocal time. Since the channel and
the assumed input are both real, the response h must also be real--although, cer-
tainly, there is no reason that it cannot become negative. Because the channel
is "causal," h must vanish for negative delay time T. 1Indeed, if transmitter and
receiver are separated by a distance r, the response cannot start until after
T > r/c, where ¢ is the velocity of light.

Often, one supposes that h is composed of a sequence of impulses. First comes

the primary impulse, the wave that passes directly from transmitter to receiver,

and this is followed by a sequence of "multipath components,” waves that have been

scattered or reflected from objects in the environment. These latter components
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arrive at larger and larger time delays because of the ever increasing distances
over which the waves must travel; they are ever more attenuated because of the
iacreasing inefficiencies in whatever scattering processes are involved. Although
this picture is a good model to start from, one suspects that the scattering pro-
cesses will serve as a kind of filter which will convert discrete impulses into
pulses with a finite "spread." Note that the two antennas will also act as filters.

The duration of an impulse response--the time during which it is sensibly dif-
ferent from zero--is ordinarily some fraction of a microsecond. In unusual cases
there may be a strong multipath component arriving from far off the direct path and
hence delayed by a long time. There is then almost no limit to the measured dura-
tion.

If the physical environment where the channel operates is stationary, then one
expects that the moment of transmission has no effect on reception, and that the
impulse response is independent of the first variable t, deprending only on the time

delay T. This is the important case of a time invariant linear channel. In such

a case we may simplify our notation by suppressing the first variable and writing

simply h(t). Then (A.l) simplifies, becoming the straightforward convolution

y(t) = (h = x) (t) (A.2)
= f h(t) x(t - 1) dT .

Even when the channel is not time invariant, it usually varies only slowly. So
slowly, indeed, that within any time interval on the order, say, of milliseconds,
it has the appearance of heing invariant. In particular, looking at (A.1l) we
would have to agree that over the interval of time delays T, where h is sensibly
nonzero, any variability with respect to the first variable is negligible. Thus
it would seem to be nearly always true that one can replace (A.l) by (A.2) and
still obtain an excellent approximation. If desired, one could still carry the
first variable to denote not the instant of time but really an "epoch" of time
within which the response is assumed to be invariant. One might say we have a
"quasi-invariant" channel. 1In what follows we shall assume this is all true, and
for simplicity wce shall normally suppress mention of that first variable.

One obvious way to measure the impulse response is simply to transmit an
impulse and then to record the received signal. 1In practice this is impossible,
if only because we cannot generate the original impulse. Instead, we are restricted
to some finite pulse p(t) and to the received signal y = h » p, Now if p is a

reasonable pulse--if it is smooth, zero for most of the time except for a small
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interval about t=0 where it takes on positive values--then y is simply a "smoothed"
version of h, a type of "running average," and hence an approximation to h. If the
impulse response is composed of discrete muliipath components as described above,
then y is simply a sequence of copies of p with varying time delays and magnitudes.
Of course, if the multipath components have very similar time delays, the pulse
copies will overlap each other making resolution difficult or impossible.

Such a pulse is not only limited in time duration, it is also limited ir band-
width. For example, the ITS probe uses what is effectively a pulse with a time
duration of about 13 ns and a bandwidth of about 300 MHz. For most purposes, it is
necessary to deploy this bandwidth in some particular portion of the radio spectrum.
This we can easily do by using the pulse p to modulate a carrier frequency. Then

the signal we transmit takes on something like the form
p(t) cos(2ﬂvot -0

where vo ig the carrier frequency and 6 is an arbitrary initial phase. The fre-
quency band now occupied is centered about vo and will, in practice, fall far short
of the zero frequency. The ITS probe, again, uses carrier frequencies of 600 MHz
and higher. If the carrier frequency is 600 MHz, then the band occupied extends
from 450 to 750 MHz.

Under these new conditions the received signal becomes
y(t) = [ h(1) p(t - 1) cos(2my_(t = T) - 8) dr (A.3)

= yc(t) cos 2ﬂv°t + yq(t) sin ZWvOt '
where

A

yc(t)

]

[ n(t) cos(2mv T + 6) p(t - 1) at (3.4)

1

9q(t) [ heo) sin(2mv T + 8) p(t - 1) 4t
are called the co-phase and quadrature phase components, respectively. Note that
the sinusoids introduced into these two integrals will perform a further smoothing
process, and in the result only those components of h with frequencies near ivo will
remain, and these will have been translated to base band--that is, to frequencies
near zero.

The formulas (A.3) and (A.4) are easier to express and easier to visualize if
we use complex numbers and replace the sinusoids with exponentials. In this new

notation we say that the transmitted signal has the form
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and by this we really mean to say that the transmitted signal is the real part of

this expression. The received signal then may be rewritten as (the real part of)

-27i - + i
2TV (t - T) i a

y(t) = [ h(T) p(t - 1) T (A.5)
- ;(t) e—2ﬂivot ,
where
y(t) = yc(t) + i yq(t) (a.6)

o2TiVeT + i6

[ n(r) p(t - T) at .

[

At this poini in our argument we can abstract from the particular pulse
p(t). First, we introduce the notion of a complex signal. This is a complex
valued function X(t) of time. It is to be interpreted as a signal that modulates
a carrier frequency so that the voltage actually present in a circuit has the form

-2mi
o~2Tivot

x(t) = Re(%(t) ) . (A.7)

This is a convenient generalization that accomplishes many purposes. For example,
note that phase modulation can now bz easily represented as a complex signal in
which lﬁ(t)l is constant. Note, too, that in (A.6) the phase factor e:‘Le can be
absorbed into a now complex pulse P.

Continuing, we define the complex impulse response

f(t) = n(e) e2™Vot (a.3)

so Ehat the real response h may be pictured as the carrier frequency vo modulated
by h. Then, if we transmit any arbitrary complex signal X(t) modulating the
carrier frequency vo, it will follow from (A.2) that the received signal may be
represented as the carrier frequency modulated by y = h * x, the simple convolution.
This is an important result that allows us to think of the modulating signals
independent of the radio frequency carrier. Note that its derivation depends on
the fact that the actual impulse response h is real. We should also note that

the real utility of this result appears in the cuase where the "arbitrary" signal

X is restricted to those that are band limited with bandwidths considerably less

than the carrier frequency.
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Let us now consider a process of importance to us. This is the straight
multiplication of two radio frequency signals through a mixer of some kind. Let

us suppose

- 1]"
e 2 lVot

X(t) = &(t)

e-2n1v1t

g(t) = §(t)

so that £ is a complex signal modulating the carrier frequency v, and ¢ modulates

the, perhaps different, carrier frequency Vv To say we multiply the signals

1
together is actually to say we multiply their real parts together. We have

Re(X) Re(¥) = % Re(Xy* + %X¥) , (r.9)

where we have here used the star (*) to denote the complex conjugate. It follows
that this product can be separated into two familiar components. One is the com-
Plex signal &%%¢* modulating the difference frequency VoVye The other is the

signal %&¢ modulating the sum frequency v°+v If both %,y are band-limited, these

two components are easily separated by suitaile filters.

If V=V it is then improper to say that the first component "modulates" a
0 frequency. The above equation still remains true, however, and we can say
instead that the first component is "at base band” and equals % Re(&§*). What
we now have is an example of "coherent detection" in which, if x is an incoming
signal and y a locally generated signal, we have separated the modulation & from the
carrier frequency by a process that is almost linear. Indeed, the process would
be linear if it were not that we are restricted to obtaining only the real part
of the product. This restriction has another disadvantage in that phase information
contained in & is largely lost. Indeed, it is, in practice, very difficult to
determine, and then to retain, a fixed phase relation between the two radio
frequency signals x and y; and the resulting indeterminancy will be reprciuced in
the product R¢*.

To overcome these disadvantages, most coherent detectors employ a slight
extension of the ideas given above. They split the incoming signal to feed two
separate channels called the co-phase channel and the quadrature phase channel.

In the co-phase channel the signal is multiplied by the locally generated signal
just as before. In the quadrature phase channel, however, the locally generated
signal is first given a phase lag of %0°, and only afterwards is the product
produced. Since the phase lag corresponds to multiplying the locally generated

¥ by i, the output of the two channcls is the pair of base-band signals % Re(%y*)
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and % Re(X(if)*) = % Im(X9*). Clearly. this pair can be conceptually combined to

form an effective "complex base-band signal" equal to %Xy*. The result is now

linear in the inpu: signal X and all phase information has been retained. Further
processing, however, must always take into account the fact that there are now

two physical channeis.

; To vonclude this section on the impulse response and complex signals, we
' must consider how these appear in the frequency domain. It is here that restric-
L tions on bandwidth will become clearly of importance.

From (A.7) we find

XV = %OV = V) + % (-v - USRI

R so that X is separated into two components, one centered about the frequency V ,
. the other about —vo. Of course, X satisfies the identity X(-V) = X* (V) as must
any real signal. But furthermore, if X is limited to frequencies much less than

vo' then these two components are very clearly separable. Indeed, we can then go
in the opposite direction and write

X(v) = 2X(v + \)o)

provided it is clearly understvod that this formula is to be used only for values

of V near 0--to be precise, only for values of V whose absolute values are (much)
less than vo.

Turning to the impulse response, we see that if X is the transmitted signal,
then

‘ Y (V) = X(v) H(V)

is the received signal. 1In base-band modulation terms,

T(v) = X(v) A

where, from (A.8),

ﬁ(v)

H(Vv + v ) .
o

These are simple formulas, but they carry with them some important implications.

Since ﬁ(v) will be sensibly different from zero only for small values of v, the

same limitations will apply to Y. Furthermore, the only values of H that we

5’# need, or that we can measure, will be for the same iimited range of frequencies.
{ | A

This last fcrmula for H, therefore, is to be taken in the same sense as the

i formula for the Fourier transform of a complex modulation signal--it is to be

ﬁ" used only for small values of V. We have a "narrowband representation" of the
: 4 impulse response, and the result is a true complex signal.
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In the case of a time varying channel, we can write

H(t,v) = f h(t,1) ezﬂi\)T dat
thus giving us a "time varying Fourier transform." This introduces no further com-
plication, provided that the variation with t is sufficiently slow.
Throughout this section we have carefully distinguished three differewt ways
of expressing the same signal; and we have written x, %, and & for the real signal,
the "complexified" signal, and the complex modulation signal, respectively. 1In the

sections that follow we shall suppress these diacritical marks and depend only on

context to determine which representation we are using in any one instance.

A.2. The Cross-correlation Detecto.

. In the actuel measurement of an impulse response, one does not transmit a

single pulse whose received signal is to be recorded; instead one transmits what is

{ effectively a periodic train of pulses. This not only provides us with a somewhat

continuous picture of how the response changes with time, but also allows us to do

some signal processing and so overcome problems of noise and interference.

The processing used by a pseudo-noise probe employs what is known as a cross-
correlation detector. This class of devices is excellent for measuring the shape
and size of periodic signals. In our discussion below we treat the configuration
employed by the ITS probe. Other configurations are treated, for example, by Lee
(1960, Ch. 12).

A sketchy block diagram of the probe receiwver is given in Figure A.l. We
assume an input consistinc of a periodic signal modulating a carrier frequency. It
is first brought down to ou: intermediate frequency and amplified. A second signal
iz locally generated. It has the same period as the input signal and modulates Lne
same intermediate frequency. These two signals are then multiplied together in the
manner described in Sectinon A.l, and finally the product is sent through a low-
pass filter. What we have now done is essentially to have integrated the product
of the input signal and the locally generated signal, thus providing a kind of
cross-correlation between them. From this is derived the name.

Although in concept the device is fairly simple, note that it is really a
coherent detector and so for practical implementation requires many additional com-
pPlications. It needs, for example, very close tolerances on the generation of the

intermediate frequency. BAnd, as suggested in Section A.1l, the signal flow must

E: ‘ split into co-phase and quadrature phase channels.
%
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Figure A.l. A simplified block diagram of a pseudo-noise channel
probe receiver.

We want now to analyze such a detector. We assume an input signal x(t) which
wndulates the intermediate frequency. The locally generated signal we shall denote

by u(t). It, too, may be complex and it modulates the same intermediate frequency.

It is periodic with period Tr and, hence, a repetition rate v, = l/Tr' The signal
product then becomes (in the base rand) x(t) u*(t), but, as we recall, only when we
generate both the co-phage and quadrature-phase channels. (We ignore the factor of
one-half that has appeared before, since it can be included in the calibration
analysis that will be eventually necessary.) Finally, we suppcse that the low pass
filter has the (real) impulse response f(t). This response vanishes for negative t
and decreases to zero very slowly for positive t. Note that, in reality, we require
two of these filters--one for each of the co-phase and quadrature-phase channels.
Our analysis here requires that these two filters have identical impulse responses.

The ocutput of the detector can be written as
y = (xu*}xf . (A.10)

We assume that u is dimensionless and that f has dimensions of reciprocal time;
then y will have the same dimensions (probably volts) as x. We assume further that

f has been normalized so that

[ £(0) at =1 . (A.11)

Since u is periodic we can separate the integral into successive intervals of

length Tr and rewrite (A.10) as

-
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y(t) = [ x(t - 1) u*(t - 1) £(1) at

T
for x(t£ = JT_ - 7) uk(t - 1) £(IT_ + 1) dr . (A.12)

n
Ne~18

j=0
One important point to note here is that we will soon be assuming that f varies
so slowly that within any interval of length 'I‘r we may say it is almost constant.
Thus it will be a good approximation for this last formula to say that in each of
the integrals we may simply bring the value of f outside.

In the frequency domain we have

]

Y (v) (X (V) #U* (=v)) F (V)

L X(v +kv) U * F(V) (A.13)

_ 1 Tr
U = E: fo u(t)
Note that Uy and F are dimensionless and that, from (A.ll),.F(O) = 1.

Thus far, we have left the input signal x of an indeterminate nature. This
is so we can consider several kinds of signals, both intended and otherwise.
First, let us suppose that x is the intended received signal v. Its important
characteristic is that it is periodic with period T, identical to that of the
locally generated signal u. From (A.12) and (A.13) we have

I

y(t) = .Z

T
[Jvit = ur(e - 1) £G T, + 1) At (A.14)
5 r

0
Y(v) = Zj Zk Vi Ut PV 80v - gy (A.15)

Clearly, y is also periddic with period Tr' It consists of a dc component, which
is just the term in (A.15) corresponding to j=0, and a "ripple" at the frequency
v But the ripple is dominated by the factor F(tvr), which will, assuming that
the pass band is much less than Vo therefore say that the output from the detector
is approximately a constant dc¢ value,

Yy = zk Vk Uk*

T
= %: [ vty ure) ae . (A.16)

102

il e

PR S N e

Al AT i A i

s e

i oo LA AR ntle:




L T

. "w .

1
3
i
1
4
3
£
M

This result may aiso be obtained from (A.l14) simply by replacing the function f

y

Ll

by its average value during each time interval of length Tr' Note that the final
integral here loocks very much like the "inner product” on a function space of
square integrable functions. 1If, for any functions xl(t), xz(t) whogse magnitude
squared is integrable on the interval from 0 to Tr' we define

b kit i

T
1 r
(xys %,)_ = T [J0 % () x,*(e) at

ot it il

then the dc output from the cross-correlator is

Ll

y = (v, u)o .

Next, let us suppose the input signal x is a noise signal n(t). We assume
it is white Gaussian noise whose power spectral density Wy is constant, at least
over any bandwidth we shall need to consider. Then the output y(t) is also

Gaussian, and, from (A.13), its power spectral density is given by

wy = w1 o |2 [Fo) |2

13
-y [ul[2 [F(v) |2 . (A.17)

Its total power is just the integral of this over all v, and hence equals

. E——

= 2 2
wy =y 112 1112 . (A.18)

If the input signal x combines both the intended received signal v and the
additive noise signal n, then, of course, the output consists of a dc component
given by (A.16) and a noise signal whose power is given by (A.18). The signal-
to-noise ratio is then

R, = | (v, w |2/6ayllul ]2 [|£][®) . (A.19)

Suppose we were able, somehow, to make the same “measurement” of the inpt signal
using only a single cycle of length Tr' Then, in the presence of noise, the

output signal would be

yl = (v, u)o + (n, u)o .

As Helstrom (1968, Ch. 2), for example, shows, this is a random variable with

mean (v, u) _ and variance Wy Yy lluilg. The resulting signal-to-noise ratio is
o

thus i




Ry = L w276 v 0l [2)

Comparing this result with (A.19), we arrive at what might be called the "processing
gain" of the cross-correlation detector:

R/R, = v /][£]|2 . (A.20)

{' To visualize these results better, let us suppose that the low-pass filter

is a simple RC circuit. It has the impulse response

Lot/M eso

£(t) = { 0 t <o (A.21)
1

where T, is the associated "time constant" equal to the "RC constant." We find

! _ 1
;o POV =17 amive, (A.22)
]
‘ 2 . 1
[1£]] 21 . (A.23)

In the case of a more general filter, we might, indeed, define an "effective time

constant” by the formula

g emeTen W et

T, = w(f £(6) a0)2/f £2() ae .

In either case, we may use these results to simplify some of the above formulas.
For example, the processing gain in (A.20) becomes simply 2vrTl.

In the ITS probe, the repetition rate V. is approximately 300 kHz, and the t
time constant used is on the order of 50 us. Thus the processinyg gain is approxi-
mately 30; i.e., about 15 dB.

The ripple of frequency " discussed in connection with (A.15), will look

very much like an additional noise signal. Its principal component will, relative

to the dc component, have an attenuation factor equal to

2 - 2 = 2
]F(vr)l Fo|F¢ vr)l = 2]F(vr)|

For the ITS probe, and nsing (A.22), this amounts to an attenuation of about 62 dB.
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Untill now, we have spoken of one single complex-valued "measurement,"”

(v,u)c, of the received signal. This, by itself, will not, of course, determine
the function v, and we would need to consider a whole set, Upr Ups eeey of locally
generated signals, each of which would determine a separate measurement. For

this set, one thinks, perhaps, of a sequence of orthogonal signals, but simplest

and most natural to use is a set of delayed copies of a single signal u. We call

this "most natural," because, in practice, we cannot know exactly when v begins a

period; and there will already be an ambiguity in the delay between v and u.
Following along with this notion, we would want to consider the set of

locally generated signals u(t-£), using the delay time s as a parameter. For

each value of s, we would proceed as before and find that the dc component leaving
our detector has the value

yo(S) = (v(t), u(t - S))o

T
for v(t) u*(t - s) dt . (A.24)

n
HIH

r

Note that Yo is periodic in s with period Tr' Note, too, that this formula defines
precisely what one would mean by the "cross-correlation function'" between v and u.
A second way of formulating this last result is as a convolution integral. If
we set
u'(t) = u*(-t) , (A.25)
then (A.24) becomes

Yo =V o+ u' . (A.26)

But to interpret this formula properly, we must always remember that the independent
variable here does not represent actuul time but, instead, simply the parameter s.
There remains, now, the question of how to generate the delayed copies of u.
We could, for example, consider a sequeace sl, sz, .+« Of time delays, each corre-
sponding delayed signal being obtained, perhaps, from a suitable port on a tap delay
line. 0r, we could use the same sequence in a "time division multiplex" scheme,
where we introduce successive stepped delays into the locally generated signal and
spend a short interval of time measuring the resulting cross-correlation at each
step. Or, finally, we could, as is done in the ITS probe, allow the time delay to
increase steadily and continuously. If the increase is slow enough, we can say that

we have effectively obtained the whole continuum of time delays.
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To say we have, in our locally generated signal, a time delay which is steadily
increasing, is to say that we replace the function u(t) with, say, uo(t) = u(t-nt).
The time delay is then s~nt, where n, which might be c~s1led the "time scale factox,"
is presumably very small. This replacement is equivalent to a change in the repeti-
tion rate of the signal u. Thus, while we will still say that the received signal v
has the repetition rate Vo1 we must now agree that the locally generated signal u,
has the "slow" repetition rate (l-n)vr, an alteration which can be straightforwardly
implemented in our cross-correlation detector. The consequences can be analyzed in
a fashion very similar to that used before. Thus, from (h.13) it will follow that

the output, in the frequency domain, has the form

Y(v) =) V(v +k(L=-n)v) U*F(v)
K r 'k

= Zj k Vysx Ukt FUV, + kv 8(v - v - knv) (A.27)

We must now arque, as before, that, because F(v) nearly vanishes for all but small
values of v, it is only the terms with j=0 that will add siynificantly to this sum.
But now there is the possibility that k ~ -j/n, thus destroying the simplicity of
this argument. We must therefore make the further assumption that n is so small
that when |k| is as large as 1/n, either or both of the terms Vier Uy have become
negligibly small; in other words, we must impose a bandwidth limitation on v and u,
and we must suppose that the product of n with this bandwidth is much less than Zvr.
With this additional assumption, we may proceed as before and say that a very

good approximation to the output of the cross-correlation detector is given by

Y () =] vy Uk* F(knv,) (v - knv,)

) Vi Uk* F(v) &(v = knv,) . (A.28)

As expected this no longer represents a constant dc output. Instead, it represents
a periodic function yo(t) with the frequency nv, and the period Tr/n. The formula

may then be interpreted as the Fourier transform of a conveolution,

Yo = vy ¥ ui ~ £ , (A.29)

of three functions, the first two of which are periodic with the frequency nvr.

The two new functions would be defined by

'Zﬂianrt
vl(t) z vk e

= v(nt) ,
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uj(t) = up(-e)
uy (£) = u(nt) .

If we artificially scale time back to represent the course of the original
input signal, we would set yl(t) = yo(t/n) and fl(t) = £(t/n), and obtain

yl = v o« u' ok fl ' (A.31)

with the first two functions here periodic with period Tr' This, except, perhaps,
for the appearance of the filter fl' is a very satisfactory reproduction of (A.26)
and, we recall, a continuously generated measurement of that function.

For the ITS probe, the frequency nv,. can take on values from 1 to 10 Hz.
Since V. 's approximately 300 kHz, this means that n ranges from 3-10-6 tn 3-].0_5
and 1/n from 300,000 to 30,000. Also, Uy and v, are vanishingly small when |k|
is somewhat greater than 500, and therefore the assumption that allowed us to g
from (A.27) to (A.28) is certainly satisfied. On the other hand, if we wanted to
claim that the final low-pass filter has no extra effect on the measured results--
as displayed, for example, in (A.28)--then we would need to require that F be flat
out to tknvr, where k is, again, the range for which Uk or Vk differ significantly
from zero. For the ITS probe this means that F should be flat out to 0.5 kHz or
5 kHz. If we assume that F has the form in (A.22) with 'I‘l equal to 50 us, then F
gives an attenuation at these limits of 0.1 dB in the first case and 5 dB in the
second.

Because it is conceptually simpler, we shall usually use the notation of
(A.26) where the independent wariable is really just a parameter s representing a
certain delay time. It will often be important, however, to replace the locally

generated (and represented in reverse time) signal u' with the filtered signal
u'*fl.

It may, perhaps, be still unclear as to how (A.26) represents a measurement of
the received signal v. In general, we seem to require some further post-processing
to rid ourselves of the convolution with u'. Of course, if, as suggested by Lee
(1960), we let u be a very sharp puise, then it is clear that (A.26) is a direct
measurement of v. On the other hand, for our present purposes, it is not really
the received signal that we are interested in but rather the impulse response h of
the transmission channel. Changing our notation slightly, let us suppose we trans-
mit the periodic signal v. Then we receive the periodic signal +h, and the output

from the cross-correlation detector becomes, from (A.26),
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Y, © ha{v » u') . (A.32)

Thus, it is the convolution vs«u' (or, if vou will, v*u'*fz) that we would like to
represent a sharp pulse, so that the output becomes a faithful reproduction of the

impulse response. One way to do this, of course, is to construct both the trans-

mitted signal v and the locally generated signal u as sharp pulses; but an even

fA better solution (and the one used in any pseudo-noise channzl probe) 1s the one

given in the next section.
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A.3. Pseudo-Noise Codes

If n(t) is a (real) signal of white Gaussian noise with power spectral density
w, then

‘ lim l
T+ T

T
fo n(t) n(t-s) dt = wé(s) .

B i

{ Thus, 1f wo could use n as both the v and u of (A.32), we would be in a very nice

|
|
|
|

i e s —

position to measure the impulse response. We can do almost this very thing by
? J utilizing the so~called pseudo-noise codes. This, of :suxse, is what gives the

; pseudo-noige channel probe its name. In this section we provide a brief discussion

il sl

of these codes. Further details can be found, for example, in Golomb (1967).

A shift register sequence is an infinite sequence

Ll o etk

l' Vo, vl' s

of +1's and -1's which can be generated in a fairly simple way. One begins with

¢ ceer V_

a shift register consisting of, say, m different consecutive bi-gtatic stages
each of which can be in either an "on" state or an "off" state. An m-tuple of
thesc states is called a "machine state." To generate the sequence one proceeds

in consecutive steps, each of which alters the machine state and determinzs the

Lemh s s ek R [ i S il Bl

next value vj. First, one combines the states of certain of the stages using the

"exalugive or" operation (Boolean addition). Then one shifts all of the gtates

PRI

one stage further on, loses the last, or mth, state, and sets the first state

equal to the combination we first computed. The value of v then corresponds to

Lt el

the state of the first stage. In the correspondence we shal® want to usé, if the
state is on, the value is +1; if off, it is ~1.

Note that just before the jth step, the state of the kth stage corresponds,
because of the action of the shift register, to the value of vj-k‘ Thus the

above process is equivalent to a recurrence relation of the form

;i
#
i
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where K is a certain non-empty subset of the integers 1, ..., m, Clearly it is the

© e ¢ o——
ey

set K that defines the process. Together with an initial state (say, v_m, ceer V_J),

1
it will define a particular shift register sequence.

One thing to note here is that if, at some step, all m stages are in the off i

state, then the "exclusive or" combination will remain in the off state, and at the

ki

next step, and therefore at all steps, all m stages are in the off state. The
resulting sequence is therefore identically equal to =1. We call this machine
state, with all stages off, the trivial machine state. During the course of u«
sequence, either it appears at all steps or it never appears. j

Since there are only a finite number of possible machine states, they must

repeat, and since a given machine state defines the entire sequence, a shift register

sequence must always be periodic. Now, there arc 2" possible machine states. If |

we exclude the trivial state as being inappropriate, there remain n=2"-1 possible i

states. A maximal length shift register sequence is one in which all n states are

O S LIy TP PP T RRC, Wi R - SCyNT Jr

. attained and which therefore has period n. The basic theorem in the subject of
these sequences is that for every m2l there do exist subsets K so that the shift
j register sequence defined by (A.32) is of maximal length. Lists of such subscts

e am e B o amedde g SR

may be found in the textbooks devoted to the subject.

The simple statement that all n non-trivial machine states are attained lead

.
e

G to the following properties for maximal length shift regisoter sequences:

(1) For any one period of the sequence, we have

L4n
v, =1 , (A.33)
g+l 7
so that the average of the entire sequence is 1/n.

(2) We may speak of "runs" of +l's or -l's, where the one value ig
repeated over a series of steps, preceded and followed by the
other value. Let us start at the beginning of any such run and
consider the next n values. Then for any k, 1<k<m-2, there are
exactly (n+l)/2k+2 runs of +1's of length k and an equal number

of runs of -1's of length k. There is also exactly one run of
-1's of length m-1, and exactly one run of +1's of length m.
(3) For any one period of the sequence, we have what is essentially

{ the auto-correlation function
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L4n n 1if k=0, or if k

vj vj-k = { is any multiple of n . (A.34)

2+1 -1 otherwise

For example, the first property follows from the fact that there are (n+l)/2 non-
trivial states with vj=+1 and (n-1)/2 non-trivial states with vj=-l.

These three properties come as close as possible for such a periodic function
to having the same expected values for a sequence generated by flipping a balanced
coin. For this reason the maximal length shift register sequences are also

called pseudo-noise sequences or pseudo-noise codes.

Let us choose a particular pseudo-noise code vj, J=.e0, =1, 0, 1, oo .

Then we may define the function of time

. vit) = Vj for j -~ 1<t <3 , (n.35)
j=ooo -l' O, l, LY .

( It has period n=2m-l and the same properties, suitably restated, as those described
above for the pseudo-noise code. In particular, if we define the auto-correlation

function

L}

1 0
r(s) ;-fo v(t) v(t-s) 4t , (a.36)

S

A then it will follow from (A.34) that for integer k,

r(k) = { 1 if k is a multiple of n

-1/n otherwise

And it is not hard to see that, in general, r(s) is a periodic train of triangular

pulses with base width 2, base value -1/n, and peak value 1. More precisely, we

have ‘
r(s) = —n;—lp(s) -% ’ (a.37)
where
p(s) = { 1 - |s| for |s| <1
0 for 1 < lsl < n/2 ,

and may be defined elsewhere by periodicity.

Finally, we set

u(t) = V(vct) '
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where Vo is called the clock frequency. Then u has the bit rate Vo and is periodic

with period Tr=n/\)c and repetition rate vr=vc/n. Setting u' (t)=v(~t), we would
also have

T
(% u)(s) === [ Fu(e) ule-s) at
r

= r(vc 8) = ro(s), say, (A.39)

which has a pulse width of 2/vc.
This, then, is the signal a pseudo-noise channel probe uses to replace both
the v and u of (A.31). Note that, since the u of (A.38) attains only the values

+1 and -1, when it is used to modulate a carrier frequency, the result amounts to

bi-phase shift keying. Herein lies one of the advantages of the system. For
since the signal amplitudes remain coastant, problems related to peak power
handling do not occur, either in the transmitter or in the receiver.

The ITS probe employs a nine-stage shift register and hence a code length n =

{ ;
‘ 29 - 1 = 511. The clock rate is set very accurately to 150 MHz, and thus the i

Lo repetition rate is vr=293.542 kHz. The bit length is 6.67 ns, and the effective
pulse length is twice that or 13.33 ns.

If the function u were truly a noise signal, then its Fourier transform
would have a constant amplitude and a wildly random phase. In the actual case, |

i since u is periodic, we have

U(v) = LU 8v - kv) .

We may determine the amplitudes of U, very simply from (A.39) and (A.37). We
have, first,

2
lUkl = Rk [

whence, using the notation sinc x to represent the function (sin x)/x, we find

; v = | X k=0 (A.40)
2 k n

Lol q ’/ +

f elek _n_l. sinc ﬂ(- k # 0 ,

& n n

LR where the ek are suitable phase values. The phase and value of U, may be simply

; ; computed from (A.33). The remaining phases do have some interesting properties,

o as Golomb (1967, Ch. 4) shows, but, in general, their values vary rapidly and

|
4

111

Sy

— At e
E Sa L Lo

o

e




irregularly and depend on the specific one of the allowable maximal length shift
register sequences.
To summarize, if we let both the v and u of (A.32) equal the pseudo-noise code

u of (A.38), then the output from the cross-correlation detector becomes

where ro represents about as sharp a pulse as one could expect. It is, however,
superimposed on a constant "bias" whose magnitude is 1/(n+l) times the peak height
of the pulse. For most purposes this bias is too small to be of any importance.

For some, however, it should probably be taken into account. For example, the value
of Uo as given in (A.40) is considerably smaller than values of the adjacent Fourier
components. For the ITS probe with n=511 the reduction is 27 dB. Since Uo repre-
sents the dc component, this reduction arises because of the bias. A Fourier trans-
form of Y will show a striking notch at the zero frequency.

Since U, vanishes at k=tn and is reasonably smali for all larger values of lkl,

it seems pro:er to call the interval |k| < n the occupied band. This means that the
function u occupies the band Ivl < v, and hence has the bandwidth 2v_. For the ITS
probe this bandwidth is 300 MHz.

Of course, we cannot suppose that any practical equipment will generate the
perfect rectangular pulses required in (A.35). Indeed, the designer of such equip-
ment will deliberately introduce extra band-pass filters, not only to reduce noise
and interference, but also to separate multiplication components as described in
Section A.1. At both the transmitter and receiver there will be a sequence of
intended and unintended filters which modify the generated code signals. If f2 is
the effective impulse response of the train of filters at the transmitter and f3

that at the receiver, then the effective pulse of the channel probe becomes

where

—_ t
f4 = f1 * f2 * f3 '

a formulation that includes the effects of the time-expanded filter fl of (A.31).

If the combined filter f4 is suitably broadband, then its effect on r, is small, and
Ty remains a satisfactorily sharp pulse. The exact effect of f4 and the real saape
of the pulse r, can probably be determined only through measurement. Note, in addi-
tion, that, since much of the filtering action comes in the modulation and demodu-

lation stages and in the IF and rf stages, the filter f4 is not necessarily real.




Nor is it even "physically realizable" since the inclusion of fé implies a reversed

time component.
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APPENDIX B. DETAILS CONCERNING THE MEASUREMENYT OF IMPULSE RESPONSES

In this appendix we continue the arguments of Appendix A emphasizing, however,
the recorded impulse response and its analysis, and assuming nearly always that it
is the ITS channel probe that is being employed. We begin with a list of termi-
nology, notations, and, where meaningful, values associated with the Tennessee
measurements.

Code length; np=29-l=511.

i Clock rate; vc=1/Tc=lSO MHz, very accurately. This is also called the "bit
rate." Note that the length of a single bit is Tc=6.67 ns and that the length of

the simulated pulse is 2 Tc=13.33 ns.
? Repetition rate; vr=1/Tr=vc/np=293.542 kHz; Tr=3.407 Hs. This is the rate at

. which the pseudo-noise code, and hence also the simulated pulse, is repeated. The
o value Tr is also the maximum delay that is observable before aliasing between

( successjve responses occurs.

ﬁ Center frequency; vo. In Tennessee this took on the three values of 600,
1200, and 1800 MHz, all in the UHF band. Note that vo/vC is the number of rf

cycles in each bit and took on the values of 4, 8, and 12.

Frame rate; vf=l/Tf. This is the rate at which complete impulse responses
were measured by the channel probe. The pseudo-noise ccde in the receiver had the
£ The value of vf was variable and could equal 1, 2,
5, or 10 Hz. Most often it was 1 Hz, but the body of this report stresses those

"slow" repetition rate V-V

runs in which it was 10 Hz.

Delay time, recording time. Time can be treated from two very different

points of view--that of the actual impulse response and that of the process of
measuring it. When it becomes necessary to distinguish the two points of view, we
shall use the terms above. Note that delay time is normally measured in microseconds

(or nanvseconds) while recording time is measured in seconds (or milliseconds).

Time scale factor; n=vf/vr. This can be thought of as the ratio between delay

time and recording time; it is the factor by which recording time must be scaled to

-6 -5
obtain the corresponding delay time. It has the values 3.41.10  and 3.41.10
when Ve is 1 and 10 Hz, respectively.
Time constant of the final filter; T.. This important parameter had a value

1

approximately equal to 50 us.

Sampling rate; vs=1/Ts. This is the rate at which the response functions were

digitized for subsequent recording. Its value was variable, but most often equal
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to the maximum (full out) rate of 10.671 kHz. Thus '1‘s usually had a value slightly

less than 100 us. These values, of course, are scaled in recording time. To scale

them in delay time, we would multiply by the time scale factor n. Thus, for Ve

equal to 1 and 10 Hz, we find nTs equal to about 0.32 and 3.2 ns, respectively. A

R

related parameter is the number, NcsTc/nTs, of samples in each clock interval

TIPS

(bit). 1In the above cases it takes on values of approximately 20 and 2. Note that
the Nyquist criterion says that to achieve an adequate sampling rate we must have

at least two samples per bit, so that in the latter case we have just barely suf-
ficient samples.

RPN T S NI

B.l1 Power

We can assum: that we transmit a signal Vwo v, where v is our pseudo-noise
<ode and Wy is the equivalent isotropically radiated power (EIRP). We are bzing

deliberately vague here about the particular characteristic of the signal te be

measured and abcut the units in which to measure it. We should probably be talking

about electric field intensity although the formula above seems to refer to voltage

e ]

across a 1 ohm line. 1In any case, we assume v is dimensionless and attains the
values 1.

ST T

vzl

At the receiver the available signal has beccowme ¢wo h#*v where h is the impulse

'

response of the propagation channel. After cross-correlation and filtering, we

have the final detected signal

ERETE

YA ' = ¢
y = /@o hxvau *f4 Wy hxp

- T
Anindlaid

wiler2 p is now the simulated pulse or, more accurately, the simulated stream of

pulsec.

et i S ot

For many purpcses it is most convenient to treat p as though it were a single,

unrepeated pulse. Doing that here, the total energy in the received pulse is

A

yl12 = w, [|nep||2 = w]|p||? (B.1) |

where w is a normalized power. If the channel disappears (as when the system is

calibrated) so that h(t) becomes 6(t), then w beromes simply W Passing to the

frequency domain, we have

v 12 = [1e[{2 = w [[ue[]2 = w|[p][2

or

R ik ST,
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w=w_ [l |2 |pv)|2av/f|p(v) [2av (B.2)

so that w is seen to be a weighted average of the spectral power wolﬂ(v)lz. Less

precisely, it is the average power in the measured band. The weighting is given
by |P(v)|2, a function that also defines what we mean by the term "measured band."
Thus, the power w is an important characteristic of the received signal and will
serve very well to define a "locally averaged received signal level"--one that
tends to be free of the local variability due to multipath. We note here that if p
were a perfect triangular pulse we would have ||p||2=(2/3) T

The measurement of "received signal level" is, of course, done largely by
measuring the AGC voltage on the IF amplifier. Unfortunately, this does not quite
correspond to a measurement of the power w. The signal reaches the IF amplifier
before there has been any cross-correlation. We may suppose it takes the approxi-
mate form /;; h#v, although there will aiso have been some initial filtering action.

The average power, which is what the AGC voltage would measure, is then
| e 2 o ; 2 2
l| L h*vllo vy lla(kvr)l |Vk|

Assuming that the filters have little effect so that Ivk|2=lpkl and approximating

the sum with an integral, we may define a second normalized power
wh=w o [lrO) |2 [ | av/f]e(v) |av

and say that it is this that the AGC voltage measures. This is a second weighted
average of the spectral power; the difference being that here the weight function

is |P(v)| and not its square. But both weights clearly demarcate the same band of
frequencies, and if H is not strikingly different at the edges of that band from
what it is at the center, then the two weighted averages ought to be very nearly
equal. In this report we assume that this is the case and that the AGC voltage may
be assumed to measure a close approximation to the first normalized power w. We
note here only that the question is probably worth further study, with some emphasis
placed on the effects of interference.

Interference from other radio systems operating within the channel—probe band
causes some rather unexpected effects. First, as we describe in more detail in the
following section, such interference will most likely be decorrelated by the detec-
tor and unobservable in the final output. On the other hand, the energy from
interfering signals will be included along with the desired signal as part of the

energy in the IF amplifier. Since it is the total energy that the AGC voltage

lle

i
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1
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measures, the principal damage caused by interference is to reduce the gain of the
IF amplifier and to adulterate the measure of received signal level. The latter
problem, however, can be remedied. Since it is really the energy in the impulse
response that we want to measure, it seems very natural to measure the apparent
energy in the detector output and then to divide by the system gain. Now, the
system gain is essentially defined by the AGC voltage; and therefore if we compute
the apparent energy in the resonse using a formula analogous to (B.l) in which the
integral of the square amplitude is compared to that in a full-scale normal response,
we will obtain a correction to apply to the received signal level as implied by the
calibrated AGC voltage. 1Interference, then, will usually reduce the IF amplifier
gain and produce a weakened detector output; but this effect can be measured and,
aside from practical limitations arising from a reduced precision, it should present
no limitations to the final computations.

Note that in the absence of limitations this same scheme can be used to extend
considerably the receiver sensitivity. If the signal level drops below the noise
power in the IF bandwidth, the AGC voltage will drop to its lowest level and the IF
amplifier will perform at maximum gain. The cross-correlation detector, however,
will eliminate much of the noise and will still generate an acceptable output sig-
nal. Again, by comparing the apparent output energy with that in a full-scale
normal respcnse, we may recover most of what appears otherwise to be lost informa-
tion. We would suppose that such an extension could carry us at least 20 dB bheyond
the normal limits.

B.2 Noilse and Interference

In the presence of additive noise, the receilved signal can be represented by

Vwc hxv+n
so that the detected signal has mean ﬁ;; h+*p and, as we see from (A.18) and (A.23),
a variance (or noise power)
2 o .
9% wN/Z'I‘l ' (B.3)

where Wy is the power spectral density of the noise and T, is the time constant of

the final filter. If the noise is thermal noise at 300 K and if Tl-SO us, then

KT = 4.14.10 2

£
n

1 W/Hz

= 4.14.20 7w ,

2
N
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the latter of which reduces to -164 4dBW.
On the other hand, we may assume that the IF channel has a noise bandwidth of
about 300 MHz. 1In such a band thermal noise is

KTB = 1.24:10 22 w

or -119 dBW .

This is the noise power seen by the IF amplifier. Indeed, it does seem to corre-
spond to the limits of IF amplification in the ITS equipment.

Now let us consider a worst case where the IF amplifier is at full gain, and
let us suppose that =119 dBW corresponds to full scale. After detection the noise
will be down some 45 dB and so the observed standard deviation will be

ON = 0.006 of full scale .

The noise should be just barely discernable in the plots we have drawn.
We may go a step further and ask about the appearance of a noise signal after
detection. From {(A.l1l7) we see that white Gaussian noise in the IF channel becomes,

after detection, a colored noise with the power spectral density
wy (V) = wN|F(v)|2 .

This coloring, however, is not very significant. One of our requirements for the
filter F was that it be flat to about tnpnvr, which is just exactly the bandwidth of
the probe (vc=npvr) reduced to recording time. Thus the power spectral density of
the output noise should be flat to the limits of the probe.

In another way of looking at the question, we might note that the recording of
noise is quite different from the recording of a response function and that the
appearance of output noise is more highly dependent on the sampling rate. Recalling
that the power spectral density is the Fourier transform of the cova:iance function
RN(T) of the noise and assuming that F(v) has the form given in (A.22), we find

Re(1) = ng-l{lFlz} (B.4)
- wLe-|T|/'l‘1
2T1
The correlation function is
- ool
RN(T)/RN(O) = e 1
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and hence the correlation between two successive samples is

netibldiy o

e-Ts/Tl

p = (B.5)

Sonamlittg

If Tl=50 Us and T_=100 us (the fastest rata used in the ITS program), then

e

: p=e?a0.14 .

-t/Tl

Note that the function e also describes how a recorded value of a response

PERYVRRR AP

function depends on previous values because of the action of the final low-pass

filter.

Lo ot

It is useful to explore the results when we assume from the beginning that the

il o

noise is colored. From (A.13) we find that if Wy is a function of frequency, then
- 2 2
we (W) = Jw v+ v+ k) Ju l?jFor|? . (B.6)

It follows that about every 300 kHz we pick up a narrow band of noise with a kind of
{ comb filter, the effective noise bandwidth of each tooth of the comb being 1/2Tl=

10 kHz. 1If the undetected noise is colored only because of band pass filters in
the IF stage, then the above result is the same as the previous result provided

only that Wy is constant over the range where the U, are sensibly large. !

k
A second reason to discuss colored noise is that it may be used to model inter- *
ference from other radio systems. 1In this case we imagine that Wy differs from j

zero only in a sequence of narrow bands. If such a band falls within onhe of the

]
| teetli of th. comb fllter described above, then the corresponding interference will ;
be apparent in the detected output; otherwise, the interfering signal is "decor-
related" and has no effect on the output. Note also that even if an interfering
gignal dres cucupy one of the comb filter teeth it will probably occupy only a sin-

gle one of those teeth. In that case the single U_ that enters into the computa-

k
tions serves as an additional attenuator. From (A.40) we see that even for small

%
1
k this additional attenuation will be on the order of 27 dB. !
gl

gl
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Finally, let us compute the exact shape of the detected output when the probe

is subject to cw interference. Let us suppose the interference has the frequency

i
§

-

.-

a,l v, so that at base band we may assume it takes the form |
g

i . x(t) = e-2ﬂi(V1'Vo) t .

From (A.13) the detected output in the frequency domain is

I

- 119




_25 *
Y(v) = {(v-v +vo+kvr) Uk F (V)

1

*
= G(v—v1+vo+klvr) Ukl F (V)

where kl is the closest integer to (vl—vo)/vr. In the time domain this becomes

y(t) K1 F(vl-vo-klvr) . (B.7)

Thus, y is negligibly small unless (vl-vo)/vr is very close to an integer value and
unless vl is within the probe pass band where the Uk have sensibly large values.
If these two conditions are met, y is a complex sinusoid with the shifted frequency

Vo=V _=k.V_.
o r

l 1

B.3 The Pulse Bias

As indicated in Section A.3, the pulse generated by a pseudo-random sequence is
not really a simple triangular pulse because it is superimposed on top of a small
constant function which we have called the "bias." 1In functional notation we might
write for the actual generated pulse

ro(t) = po(t) - a

where P, is a true triangular pulse with zero base and ao represents the bias. If

we assume that Py attains the value 1 at its apex, then aocl/(np+1)-l/512 (for the
ITS probe).

The pulse the system sees is a filtered version of ro. In this regard let us
first note that the convolution of a constant function o with the impulse response f
of, say, a filter is

axf = [ £(s) ods = o [ £(t) 4t ,

which is again a constant function. Then, applying the system filter f4 to r . we
obtain
r(t) = p(t) - a
where
P=P0*f

4
and

a=a «f,=0a [£(t)a .
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Thus the actual received signal is

y=hs+r=hwsp=-a/h(t)at . (B.8)

Now, o is a small number and for most purposes there would seem to be little

difference between the above formula and the simpler expression h * p. The trouble,

however, is that while h * p has a finite (small) delay spread such is not the case
f; with the constant. Thus, although locally small, when there is any extended treat-
! ment of the recorded response function--when, for example, an integration is per-
formed over a long interval-~-then this constant is very definitely in evidence.
One solution to the problem is simply to avoid such extended treatments--to
always restrict one's study to the interval of time where h * p is sensibly dif-
| ferent from zero. This approach requires the ability to locate that interval--to
"delimit" the response function; and often that is not an easy task.
the approach we have taken in the present report.

It is, however,

A second solution might be to try to eliminate the constant through some manip-

ulation of the recorded response. For example, if we simply integrate (B.8) over
some interval (0,T), we obtain

T T
[ ytt) at = [ [n(s)p(t-s)asdt - aT/h(t)dt .
o o
] Now Lf the interval (0,T) contains within it the entire range where h * p differs

from 0, then the finite integral on the right~hand side can be replaced by an
. infinite integral, and we find

T
a}J [ yt) at = [fp(t)at - ar][h(t)dt
¢ | o
g&; from which we may determine [h(t)dt, and hence the constant term in (B.8). Further-
‘i;"
h&q more, we might note that

[p(e) at = [p (trat [£, (e)at

=T, [£ ()4t

1 whence

s
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T
¢ [ hit) at = < [ yt) at
f p(t) dt - aT o
ao T
T -a T f y(t) at (B.9) }
c o o !
which is easily calculable.
E B.4 The Discrete Fourier Transform

Given a finite sequence xj, j=0 ... n-1, of complex numberxrs, the discrete

¢ Fourier transform (DFT) is defined by ’j

3 n-1
:‘ ' )S( = z xj e2“ijk/n' k=0,..n -1 ’ .
; ° :
E ‘ thus giving a second finite sequence of complex numbers. The transformation has a :
3 i convenient inverse given by .
iﬂ n~-1l f
’ 21 =21idk/n %
xj n Eo xk e . |

Note that the first summation is actually defined for all integer values of k while
the second is defined for all values of j. In both cases one obtains the periodic

? extension of the two sequences with Xpan "X and xj+n=xj'

The reason for introducing the DFT is, of course, to enable us to compute spec-
tral response functions. Suppose we are considering a narrowband representation h(t)
of an impulse response function, for which we have a segquence hj of samples separated
by the time interval 8t. The spectral response is given by ,

-2mivgt eZﬁivt

H(v) = [h(t) e dt

which we compute using the quadrature formula
-1

n
H(v) =)  h(jét) e
o

2mi (v-vo) 36t 4

As suggested in Section C.1, this quadrature is not only a convenient one, it is
much more accurate than might appesr. It can be converted to a DFT if we set

v=v°+k6v where

dv = 1/(nft) (B.10) 2

b for then we have !
122 3
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n-1
- y - 2mijk/n
He = H(V_ + k6V) = 8t ] hy e

(o]

. (B.11)

Normally, we would suppose k=-(n/2), ...,0, ..., (n/2).

The inverse is then straight-
forward:

1

n-
- =2mijk/n
hy = &v 20 H e (B.12)

The three numbers n, 8t, and v (subject to nétfv=l) are "design parameters" of
the process. They must be chosen with due regard tc the actual appearance of the
functions h(t) and H(V). As we have said, the hj form a sequence of samples of the

function h(t); in exactly the same way, tle Hk form a sequence of samples of the

function H(V). We must make certain that there are sufficiently many samples in

each case.
But the response is both band limited and time limited; so, reading the sampling
theorem in two directions, we have the following two statements:

(1) If the bandwidth of H(V) is B, we should sample fast enough so
that 6t < 1/B.

. {2) If the time length of h(t) is T, we should sample the spectrum
with enough resolution so that &v < 1/7T.

In both cases we should be able to obtain intermediate values of h(t) or H(V)
using interpolation with the function sin x/x.

For the ITS probe, we have Buzvc-aoo MHz, and therefore we require &t < 3.33 ns.

To put this in terms of recording time, we note that 6t=nTS=n/vs. whence we require
Vg > 2"pvﬁ' The sampling rate should be faster than 1022 times the frame rate.

On the other side, we must certainly assume that we have recorded for a long
enough time to include the entire response function--in other words that nét 2 T.

It follows that automatically we have 6v £ 1/T. Note, too, that the total bandwidth

we purport to have represented equals név. If this is sufficiently wide--i.e., if
ndv > B--then we automatically have &t < 1/B.
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APPENDIX C. SOME PARTICULAR ALGORITHMS FOR THE ANALYSIS OF
IMPULSE RESPONSES
In this appendix we shall describe in a fairly explicit manner some of the

algorithms we have used to obtain results in the body of this report.

C.1 Quadratures and Interpolation

We use a very simple quadrature formula, writing, for example,

T n

[ ) at =8¢ ) £(36t) ,

o] j=1
where T=ndt. Although simple, there are two conditions under which this formula is
much more accurate than one might first think: (1) the function £ vanishes at and
near the endpoints or (2) the function f is periodic with period T. Note that the
quadratures in which we are interested here will always fall into one of these two
classes. The impulse response, being, as we suppose, time limited, will belong to
the first class since our integrals will be over the entire duration of the func-
tion and, usually, a little bit more. When we speak of spectral properties we use
the DFT and thus find we are treating, perhaps artificially extended, periodic
functions.

The reason the quadrature above is so much mcre accurate under either of these
conditions is that it may then be classified as a "trapezoidal rule with end cor-
rections" in which the end corrections vanish. Even in the simplest case this
means that our formula 1ls a little better than Simpson's rule, but if we also know
that the integrand is band limited, then it becomes a high order rule indeed.

If we want to interpolate from a sampled sequence of a band limited impulse
response (or a time limited spectral response), then the usual rule is to use the

interpolating function sinc x=sinx/x. In other words, if £,=f(j8t), j=...=1, 0, 1,

3

«++, are the sampled values, then for any t we should be able to write
£(t) =) £, sinc(t/8t-m .

But this is an inconvenient formula and inconvenient for at least two reasons:
(1) it is an infinite summation and (2) each summand requires a nontrivial computa-
tion. We prefer a much simpler approximate interpclation.

First, we should note that the above formula is, in a way, a Lagrangian inter-
polation in which the order has passed to infinity. This, together with a wish for

a local interpolation rule, has inspired the following forumulation.
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We suppose we have given us not only the sampled values fj’ but also the first

order derivatives fé- Then to interpolate in the interval from jét to (J+1)8t, we
use the four values f,, £

3 41 fé, and f§+1. These four values provide sufficient
information to define uniquely a cubic polynomial having the same values and deriva-
tives, and it is the value of this polynomial at the interpolating point that pro-
vides our interpolated value. This is then a local interpolation rule which is
sometimes called an Hermition interpolation.

To be explicit, we define the four cubic polynomials

[}

P, (x) (1~x)2 (1+2x) = 1 - 3x2+2x3 (C.1)

Pl(X) = x2(3-2x) = 3x2-2x3

I}

qo(x) (1~%)%x = x ~ 2x2 + x3

q, (x) = -x2(1-x) = -x2 + x3 ,

and then setting

x = t/8t ~ 3 (c.2)

we have

f(t) = fj po(x) + fj+1 pl(x) (c.3)

+ 8t £} qo(x) + 6t f

j (X) .

j41 %

At the outset, of course, we do not have the derivatives, and they must be
found by a separate technique. Here we use the derivative of a symmetric Lagrangian
interpolation formula hoping in this way to imitate the sinc x function. BAs a
rather drastic compromise towards program efficiency and convenienca, we have used a
five-point Langrangian formula and so derive the simple result

Tj = (112 8E) (£ o-BE, \4BE, -y ) . (C.4)

Edge effects for the first and last two elements of a finite sequence should also be

considered, but we shall not propose details here.
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C.2 Delimiting an Impulse Response

To delimit (truncate or time-clip) an impulse response is to find where it

N begins and where it ends. We are speaking here of outer limits which contain almost
all of the response function. This is a difficult task since there are likely to be
small "precursors" that precede what appears to be the main body of the response and
innumerable small components that tail off at the end. These very often become
indistinguishable from what is more correctly described as noise. The following
algorithm is designed to separate the response from the noise. It is probably too
costly to use in the field and not robust enough to handle all cases.

We suppose we are given a sequence hj' j=l...Ns, of samples from a complex

response function. We first form the sequence

+ = 2 =
. P |hj|, j=1l...N, (c.5)

of square amplitudes, and we zhall use only this sequence in what follows.
t Let

F. Px = pkx = max pj . (C.6)

(where X.=0.005 of full scale), we consider the signal to be "too noisy."

1 1

b If P <X
" X
- We call this "error condition number 1" and we do not continue.

e it s ol e, ol ol oMb sl o il 1) St kM, cias. Soraiaity cull- o ol MMMMMMMMM

Otherwise, we try to estimate the noise level. Set q1=A1Px (where A1=0.05),
and let

. el

P, = avg[Pj|Pj <q) (c.7)

o culem i

so that Pl is the average of all those pj which do not exceed d- It is a first .

estimate of the noise level. If the number of pj that make up this average is less

——.

than szs (where X2=0.02), we call this "error condition number 2" and we do not

continue. 1If Pl z_x3 Px (where x3=o.1), we call this "error condition number 3" and

again we do not continue.

[ S S

Otherwise, set q2=A2P {(where A2=5) and let

1

Pn = avg[pjlpj s.qzl . (c.8)

st dn. !

IfEp 2 X4Px (where X4=0.1), we call this "error condition number 4" and we do not )

n ' C
continue. Otherwise Pn ig our final estimate of the noise level. Note that all
four error conditions are designed to protect us from trying to deal with responses L

that are too noisy. We are essentially requiring that the response maximum be at

: 1 least 10 dB above the noise.




Next we determine time intervals which locate intervals of signal and intervals

of noise. We set q3=A3Pn (where A3=3) and define a sequence of 0O's and 1's

1 % if pj < q,

0

K =

' C.
3 (c.9)

otherwise

for j=1,..., Ns. For completeness we mzy also suppose Kj=1 for all j £ 0 and all

j > NS. Thus we have a doubly infinitu sequence which consists of alternating
"strings," first of 1's and then of 0's. We speak of "noise strings" and “signal
strings." Ideally there will be one signal string flanked on either side by infi-
nitely long noise strings, but in the actual case the signal may become momentarily
small as when it passes through Zero and there may be large ncise "spikes" to he
allowed for.

Recall that Nc is the number of samples in each clock interval. We use this
value as a scale factor to help determine what a "short interval” is. Note that N,
is not necessarily an integer.

Set nl={A4Nc} (where A4=0.7 and where the braces indicate the nearest integer),
and then in the Kj convert every signal string whose length does not exceed n, to a
noise string. This should eliminate noise spikes.

Now note that j=kx should definitely be a member of a signal string. With this
in mind, set n2={A5Nc} and n3={A6Nc} (where P =1 and A_=3). Then convert all noise
strings to signal string: which are to the left of kx and wheose lengths do not
exceed n2 and also which are to the right of kx and whose leng+ihs do not exceed n3.

We should now have a centrzl signal string containing the element at jmkx. W

let ko be the first element of that central string and k% the last. 7Then we set

k, =k + {Nc} , (c.10)
— 1

kf = kf ’

kl = kO - n3 []

k, = +n

2 kf 3
These numbers are our final output. The value ko represents the "onset"--the peak

of the first component of Lne response function. The value kf is the "final" point

where the response sinks into the noise. The values k; and k, are outer limits

desigaed to provide "working space" for further computations. Note that we may have

kl £ 0 or k2 > Ns‘ Note also that we have ignored all "signal strings" other

127

q
g
1
1
i
2

- anihAL i

RS T -

i craia MEAGICS




than the central one. This is done deliberately under the assumption that they

represent unknown. extraneous effects.

ALY X4 and Al""' AG are judgmental in nature. The values
we have indicated are our own present choice, but may be subject to change.

The constants X

C.3 The Discrete Fourier Transform

As suggested in Section B.4 we obtain spectral responses by using the DFT. For
computational purposes, however, we should refermulate the process to make it a fast
Fourier transform (FFT).

Now, although there are many forms the FFT takes, for our purposes the fastest
and most convenient form occurs when the number n of samples is equal to a power of
two--in other words when n takes on the form 2™ for some: positive integer m.

Of course, we cannot cuppose that the number of recorded samples (or the number

of samples wc wish to use from a delimited response) is fortuitously a power of two.

We must force it into such a structure.
What we have therefore done is to find the smallest integer m so that 2" 2n

and then artificially extended the response function to fill out the larger time

<X

interval. Since the response function should have fallen to zero at both its end

- O RS - T . T TS T e S

points, we have simply extended the function with further zeroes.

Unfortunately for the akove ‘argument there is the problem of noise and of the
"hias" described in Section B.3. The response function will not be exactly zero at
its two end points. Then if we simply fill in the remaining part of the interval

- with zeroes, we shall have small, but sudden, jumps in the extended response func-

" NIRRT

tion. Since sudden jumps are apt to introduce relatively large amounts of energy
near the limits of the spectral response, the introduction of spurious jumps, even
if they are small, does not seem desirable.

Therefore, we have chosen to use slight alterations to the extension described
above in which the transition from the recorded response function to the t-axis is

made smoothly. In most cases we have simply faired in the function using the cubic

e it st TR, ol i S o DR i . G

interpolation of Section C.l. 1In other cases we have used linear interpolation from

the end of the response function to the beginning of the implicitly defined repeti-
tion of the function in the following period.
Note that when we increase the number n of samples by extending the response

function, we do not change the value of {t. This in turn implies that 8V is decreased

L, RN

but that the total recorded bandwidth ndv=1/8t is unchanged.
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APPENDIX D. THE DIGITAL DATA ACQUISITION SYSTEM

D.l. Introduction

The need has existed for many years for a standard method of recording and
documenting measurements of propagation data. With the development of L3I circuitry
and small computer systems, it has become not only feasible but cost effective to
use computer-controlled measurement systems in field environments.

When the measured data are digitized and recorded on magnetic tape in a stand-
ard format, they become easily accessible on various computer systems to researchers
that need to utilize propagation information. The system developed here can be
upgraded to record data in a standard format so that a wide range of users can
access the data and analyze them to extract the specific information for their
needs.

The analog techniques used in the past have been slow and costly. Originally
the use of strip chart recordings required a huge amount of hand labor to scale the
results and analyze the data. 1In fact, many of these data are currently archived
and will probably never be reduced or analyzed. Another drawback of the analog
method was the necessity of keeping detailed notes of the experiment so that others
could verify the procedures used and reduce the data to engineeriny terms. 'The use
of the magnetic analog tape recordings was an improvement; h~w_ver, they are limited
in dynamic range and also make it very costly to reduce and analyze the recorded
data.

It is believed that the digital methods developed here will alleviate the prob-
lems associated with the analog recording schemes and at the same time provide many
other advantages such as nearly real-time results in the field and automatic experi-
ment control.

At the start of the planning stage for the Tennessec measurements, it was
recognized that an efficient means of digitizing and recording the channel probe
data was required. Initially it was planned to make minimal modification of an
earlier data acquisition system and then to determine later the requircments for a
system to be used in a large measurement program.

Several assumptions were made both about the data to be collected and the
operation of the data acquisition system. These assumptions were:

(1) The data to be digitized were analog signals lasting between 0.1

and 1 s.
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(2) A trigger was available to initiate the digitizing.

{3) The analog signals were separated into two channels of two com-
ponents each (called here the x and y or co- and quadrature-phase
components) .

(4) The operators of the system were to be technical personnel with no
particular training in automatic data processing.

(5) The height of the receiving antenna would be recorded automatically.

(6) The date and time of day would be stored with each data record.

:
\
\

D.2. System Structure

After starting the development, it became evident that a more complex set of |

o T

software was necessary to digitize the data at higher speeds and to provide a range

of recording parameters. The interfacing of a distance (height) meter into the sys-
tem would require additional hardware.

| The system that was used was built around an INTEL 80/30 single-board computer.

e e ——

' Included in the systam were analog-to-digital converters, hardware math capability,
digital calendar clock, and a high-speed digital magnetic tape recorder. A block

R s

diagram of the system is shown in Figure D.1. 1In order to achieve the maximum

b digitization rate (10000 samples per second per channel), a separate converter was
used for each channel. A fifth, slower converter was also used in order to digitize
% : the received signal level (RSL) of each receiver after each frame. The communication
; with the operator was through a 300-baud computer terminal (a TI 723) using a stand-
ard ASCII keyboard and thermal printer.

The software was designed to be interactive with the operator and to prompt the
operator for the proper responses. A sample of the operator's question and answer
input is shown in Figure D.2. The software was also designed to record automatically
all of the setup information (equipment settings, site configuratious, etc.) on the
first record of each digital tape file so that the measured data would be documented

ey ——— A

on the tape. At the beginning of each frame of data the date and time were recorded,

and when the receilving antenna was being lowered, the system would record the

antenna height as measured by a distance meter.

S Crc v = —

Most of the software for the Digital Data Acquisition System is written in ’
FORTRAN with programs designed to allow easy communication with the user through
formatted I/O capabilities. The software is designed to be friendly to the user,
asking for input data values with English questions, checking responses for legal
‘ options, and printing a complete summary of all input data entered. A simple

editing capability allows the user to change any of the input data values, either

130

R B s A B A R ten St b ALk AT ] Wl T




: A S A o

Figure D.1.
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A block diagram of the Digital Data Acquisition System
hardware.
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DATE:
TIME:

DO YOU WANT TO RESET THE CLOCK (Y/N)? N

1)
2)
3)
4)
5)
6)
7
8)
9)
10)

DO YOU WISH TO CHANGE ANY ANSWERS (Y/N)? %%
ENTER QUESTION NO. OR CR WHEN DONE: 1?3

3)
3)

ENTER QUESTION NO. OR CR WHEN DONE: 7

WBPMS HEADER INPUT DATA SUMMARY:

DATE:
TIME:

1)
2)
3)

4)
5)
6)
7)
8)
9)
10)

WIDEBAND PROPAGATION MEASUREMENT SYSTEM

8/27/79
16:20:36

ENTER LOCATION (<=20 CHRS): 7?BOULDXR

E“TER PATH ID (<=20 CHRS): ?TES~

ENTER FREQUENCY (MHZ) FOR RECFEIVER 1: 7400.0

ENTER FREQUENCY (MHZ) FOR RECEIVER 2: ?800

ENTER NUMBER OF FRAMES OF DATA TO h% RECORDED (10=4500): ?100
ENTER FRAME RATE (1,2,5,10/SEC): ¢.0

ENTER SAMPLE RATE (10-10000/SEC): 710000

ENTER NUMBER OF SAMPLES/FRAME (10-11;30): 1?1000

ENTER NUMBER OF FRAMES TO SKIP BETW-EN SAMPLE SETS (1-100): 7?0
ENTER COMMENTS (1 LINE): ?TEST

ENTER FREQUENCY (MHZ) FOR REZLYVER 1: %500 :
ENTER FREQUENCY (MHZ) FOR KECEIVER 2: 71200 %

8/27/79
16:24:18

LOCATION: BOULDER
PATH ID: TEST

FREQUENCY (MHZ) FOR RECEIVER l:  600.

FREQUENCY (MHZ) FOR RECEIVER 2: 1200.

NUMBER OF FRAMES OF DATA TO AVERAGE: 10
NUMRER OF FRAMES OF DATA TO BE RECORDED: 100
FRAME RATE: 1 ]
SAMPLE RATE: 1600 4
NUMBER OF SAMPLES/FRAME: 1000 3
NUMBER OF FRAMES TO SKIP BETWEEN SAMPLE SETS: 0
COMMENTS:  TEST

e N it Bt MO s o RN

Figure D.2. Sample question/answer input.




initially or between measurement sessions. All input data is recorded on 9-track

magnetic tape for later use in processing the measurement data. The measurements

themselves are read from A-D converters by assembly language routines, written to
maximize the sample rate. The measured values are then written to = tape as 16 bit

integers. To conrsert RSL integers to input signal level, it is necessary to have

e i k adi

calibrated each channel with a known source. The software allows the user to enter
calibration values for four receiver/channel combinations on two A-D ports. The

actual signal level is entered by the user, and the software inputs the corresponding

integer from the A-D converter. These calibration data are written to the tape to
be used in processing the data. The system also uses these data to print statistics
for the measured data. The tape format is described in Figure D.3, and the record
structures are given in Table D.l.

‘ D.3. Operational Experience

The system was operated in the field for about 3 weeks. There were no hardware

1
i
i

' or software failures during that time. However, the operator of the system was an
Army engineer very familiar with computer systems, and consequently the system was »
not tested using nontechnical operators. However, the Army engineer was able to ]
provide some excellent suggestions for the design of a new system that would provide
a great deal more flaxibility in operation. These are detailed in Section D.4.

] il

Due to the press tor a wide variety of different measurements of the propagation
! channel, the test procedures in these field tests suffered a considerable number of :
; ad hoc and sudden changes. This was not the operating climate for which the digital 1
data acquisition system had been planned. While the recording system continued to
request documentation, the measurement parameters (such as antenna polarization,
path length, etc.) were changing faster than the operator could respond. The field

"fix" was then to document the data with three sets of notes: one on the digital

ot < aciio SRR

tape as originally planned, one set written on paper, and one set verbally on analog

1."{’,"’

tape. Another expedient used in the field was physically to place EOT markers in

23

Sw

the middle of the digital tape! These field practices have resulted in a good deal

O )

3

of additional labor in recovering the data from the digital tapes. For a fixed

LR B ki o A R

o~ e

measurement program with nontechnical operators the system design would, we feel,

have been quite appropriate and would not have required such field fixes.
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Table D.l. Record Format

Header Record

Byte Format Content
0 220 location
20 A20 identification
40 Al0 frequency 1
50 AlO frequency 2
60 AlO NAVG - number of frames to average
70 Al0 NFR - number of frames to record
80 AlO FR - frame rate
90 Al0 SR - sample rate
100 Al0Q NS - number of samples
110 AlO NSK - number of frames toc skip
120 A60 comments
180 F4 frequency 1
184 F4 frequency 2
188 Il NAVG - number of frames to average
189 I4 NFR - number of frames to record
193 I2 FR - frame rate
195 I2 SR - sample rate
197 I2 NS - number of samples
199 I4 NSK -~ number of frames to skip
203 311 year/month/day
206 311 hour/minute/second
209 -——
Calibration Record
0 I2 A-D, R1l, level 1
2 I2 A-D, R2, level 1
4 I2 A-D, R3, level 1
6 12 A-D, Rl, level 2
8 12 A-D, R2, level 2
10 I2 A-D, R3, level 2
12 I2 A-D, R1l, level 3
298 12 A-D, R3, level 50
300 F4 value, Rl, level 1
304 F4 value, R2, level 1
308 F4 value, R3, level 1
312 Fq value, Rl, level 2
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Table D.l. Record Format
{continued)

Calibration Record (continued)

Byte Format Content
896 F4 value, R3, level 50
900 I2 NLV1, no. levels, Rl
902 I2 NLV2, no. levels, R2
904 I2 NLV3, no. levels, R3
906 end of record

Data Record = Two Physical Records

Trailer Record

0 I2 Rl, x, sample 1 ‘

2 I2 Rl, y, sample 1 ﬁ

4 I2 R2, x, sample 1 I

6 12 R2, y, sample 1 1

8 12 Rl, x, sample 2 @

; 8N-2 12 . R2, y, sample N ﬁ
f‘ 8N I2 AGC, Rl i
i 8N+2 I2 AGC, R2 i
" L] * - li
P 1
l b . L] L] 1
E . * L] :
3 8004 311 year/month/day 5
8007 311 hour/minute/second 1

8010 14BCD distance meter ;

8024 end of record :

. . : .{‘1

. . . ¥

)

8192 end of file !

!

1

0 Al yes or no/Y,N
1 10a80 comments - may be empty
801 end of record

T




D.4. Recommendations for a Next-Generation System

The Digital Data Acquisition System as described above and as implemented for
the Tennessee measurement program was meant to be an experimental system in which
ideas and techniques were to be tested and shortcomings discovered. As a result of
the operational experience obtained in Tennessee, the following recommendations are
provided:

Some of the channel probe parameters, such as the receiver fregquencies and the

frame rate, had to be transferred manually to the computer system. This should be
S changed. The computer system needs to be coupled diractly into the channel probe so
that either the operator controls the test setup with the computer system or so that

¥ all parameters are delivered to the system and automatically recorded.

Additional nonvolatile memory should be installed to allow larger programs,
: faster data storage, and continuity of test setups even when power failures occur.

Bubble memory devices would be one solution.

T SR, T

{ Digitization of the data should be handled by a separate processor. An upgrade

of the A-D boards used is now available that does have a separate processor. This

allows faster digitization and would free memory and time for the main processor.

From the point of view of the operator, the mandatory sequence of questions and

answers has a definite advantage when the operator is unskilled or simply unfamiliar
f; with the system. It has the disadvantage of being rather inflexible, If the
: operator is familiar with adp equipment and can be given training for this partic-

ular system, then it would perhaps be better to restructure the system for greater

flexibility. 'The following is a suggestion for such a restructured system.
Generally speaking, in the suggested system the operator initiates one of {
several commands in response to a computer initiated prompt character. There is an i

executive level from which one passes to one of several directive levels from which,

in turn, one may pass to one of several procedures. Different prompt characters are
used in the executive and directive levels.
General rules applicable at any level are: All commands are terminated with

{CR>. Only enough of the command to make it uniquely identifiable need be typed.

There should be some method for backspacing over errors. At any level and at any
time (even during a processing period) a typed Q (quit) will release the processor
from a command and send the system back to the executive level; & typed K will kill

the program and send the system to the monitor.
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DIRECTIVES
CALIBRATE
HEADER
RECORD
TAPE
TYPE
DIRECTIVE: CALIBRATE

COMMAND

TADE

'-% MANUAL

q SPOT CHEK
REC. I, NNOO

DIRECTIVE: HEADER
COMMAND
EXAMINE
CHANGE
- ALL
~ #NN

DIRECTIVE: TYPE, NJ
COMMAND

ALL

II TO END

II TO JJ

138

MEANING OR ACTION

will go to calibration routine.

will go to header routine.

will begin taking data.

allows manipulation of magnetic tape.

will tyre statistics.

MEANING OR ACTION

will read calibration inte¢ processor
from magnetic tape.

will prompt operator through calibra~
tion routine.

will allow operator to spot check
calibration data.

will recalibrate only RECEIVER I at
frequency NNOQ.

MEANING OR ACTION

prints the entire header.

prints prompting for header.
prints question #NN and a dash; then
input new value, (CR).

MEANING OR ACTION

types out all frames cf run NN.

will type out frames II to end or
record.

will type out frames II to JJ.

gt ok T

Stk

o Zony p

i _ALE .

e




DIRFCTIVE: RECORD

COMMAND MEANING OR ACTION

G (GO) begin taking data.

S (SUSPEND) cease takir: data; to resume, G is
pressed.

Q end run prematurely, go back to

executive level.

COMMENTS . will insert comments (up to 10 lines)
to the end of the current run.
COMMENTS can be invoked while taking
data.

RATE prints: sa. >le rate, frame rate, num-
. ber of frames recorded, number of

. frames skipped, samples per frame;
after each variable a dash is printed;
to change that variable, enter new
value; to continue through subroutine,

M S T R TR e e s S

. hit CR .

' | DIRECTIVE: TAPE

%  COMMAND MEANING OR ACTION

%f NEW allows mounting of new tape.

i NEW & REWRITE CAL rewrites calibration to beginning of
new tape after executing the above
routine.

S8KIP END skips forward to double EOF.

SKIP FWD NN skips NN files forward.

SKIP BACK NN skips NN files backward.

REWIND rewinds magnetic tape to beginning.
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APPENDIX E. SUMMARY OF RECORDED DATA

In the following pages we provide a summary of the digitally recorded data now
available to us. Generally speaking, the data were recorded in a sequence of runs

each of which corresponded to a particular arrangement of the experimental naram-

S e R e TR T S

eters. 1In Table E.1l, the sequence number of each run is given in the first column.
The time of day at which the run began is aiven in column two. Except for the first
two days, the time indicated is Central Daylight Time; the early days used Standard 5
Time.
In column three is a brief indication of the path location using the notation g
and the place names of Section 3. The next column gives the frequencies of the two ’
receiving channels. Then come two columns that describe the frames of the run; |
. these are the basic entities measured. each of them corresponding to a single mea-
i sured impulse response. In column five are given two values: the frame rate v, and

. £
‘ then the sampling rate V- Both of these quantities are defined in Appendix B. The

t number of frames recorded for the entire run is given in column six. In columns

!Wﬁ‘)‘lﬂ“!}b‘—&ﬁ‘:’ PN T3 on

seven, eight, and nine are given the distance between the two terminals, the height

T

? of the transmitting antenna above ground, and the height of the receiving antenna
; above ground. Finally, the last column provides miscellaneous comments. Unless

! otherwise indicated in these comments, the two antennas were motionless during the
' run and were vertically polarized.
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APPENDIX F. ANTENNA PATTERN MEASUREMENTS

The test antenna was a 13 cm, 90° cone mounted above a 1.2 m (4 ft) square

ground plame. The antenna (with ground plane) was mounted on the roof of a Chevy

Suburban about 10 cm above the vehicle rcof ¢ -1 was tested at three frequencies and

two orientations. For one series of tests tlhe ground plane was vertical, and hori-

zontally polarized radiation was used as the vehicle was rotated on a turntable. For

the other series of tests, the ground plane was horizontal, and vertically polarized

radiation was used as the vehicle was rotated. For each test the feed point of the

test antenna was located on the axis of rotation, and the transmitting antenna was at
the same height above ground as the test antenna (2.6 m for vertical wround plane

tests and 2.0 m for horizontal ground plane tests). During those tesis which used

horizontally polarized waves (ground plane of test antenna in the vertical plane), a

l1.2-m by 4.9-m section of rf absorber was placed midway between the antennas to

reduce yround reflections. Measurements with and without the absorber show about a

3 dB difference in maximum gain.

The measurements used the substitution method illustrated in Figure F.l. First

the cables leading to the two antennas are connected to each other through an atten-

uator whose loss is set equal to the calculated free space loss less the transmitting

antenna gain. Then the received signal level is observed and a reference level sig-

ral generator is adjusted to provid: an identical signal level which can be identi-~

fied as a 0 dBi (-in. Finally, the attenuator is removed and the cables connected to

their respective antennas for gain and pattern measurements.

In aduition, the VSWR was measured over the frequeity range of 400 MHz to 2 GHz.
It is 2:1 or better over this range and typically is better than 1.5:1.

Copies of the measured gain and pattern data are presented in Figures F.2

through F.9. For measurements with the grou. 1 plane in its verticwal position, tle

0-180 axis of the plot corresponds tc the ground plane. The cone axis, then, corre-

sponds to the 90-270 axis of the plot, and data in the 180-270-0 portion of the plot
describe the forward-direction performanc- of the antenna.
of the plot corresponds to the front of the vehicle.
directly from the plots.

For all data the O-axis
Antenna gain can be read

The gain interval is 5 dB per division and th:. -uter circle
umaximum value) is 10 dBi on all plots.
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Test antenna:
Conical monopole machined trom solid aluminum stock.
Transmitting antennas:

Reflector-backed A/2 dipoles which are )»/4 away from
reflector. Gain assumed to be 7 dBi.

Test frequencies:
600, 1200, 1800 MH:z

Figure F.1l. Block diagram of the test sectup.
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Figure F.2. Conical monopole pattern with ground plane vertical, 600 MHz.
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Conical monopole pattern with ground plane vertical, 1200 MHz.

Figure F.3.
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Figure F.4.
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Conical monopole pattern with ground plane vertical, 1800 MHz.
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Conical monopole pattern with ground plane horizontal,

1200 MHz.

Figure F.6.
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Figure F.7. Conical monopole pattern with ground plane horizontal,
1800 MHz.
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