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ABSTRACT

The notion of a generalized finite element method is introduced. This class of methods is analyzed and their relation to mixed methods is discussed. The class of generalized finite element methods offers a wide variety of computational procedures from which particular procedures can be selected for particular problems. A particular generalized finite element method which is very effective for problems with rough coefficients is discussed in detail.
1. **Introduction**

Although the general ideas involved in finite element methods (FEMs) are very old and are in fact closely related to classical variational principles (see [1], e.g., for a history of the finite element method), the full power of these methods is only seen in their implementation as computer codes. (For a list of over 650 codes for finite element analysis of structural mechanics problems see [2]). The success of finite element methods is due to several factors.

a) They allow for effective implementational procedures based on a collection process which leads to the construction of a sparse discretized system (stiffness matrix).

b) Finite element methods are robust. In many contexts this robustness is a consequence of underlying variational principles in mechanics.

c) These methods allow for the possibility of effective post-processing, as, e.g., in the calculation of stresses at arbitrary points.

d) Many finite element methods have a physical interpretation which permits an intuitive understanding of the computational process.

From the point of view of present day computational studies, properties a), b), and c) (especially a) and b)) are essential. Although d) is important, its importance has diminished because of progress in the mathematical understanding of finite element methods, the expanding field of applications for these methods,
and the progress in computer technology.

Since FEMs are increasingly used by unsophisticated users in a widening variety of fields, it is important to generalize the notion of the finite element method as far as possible while retaining the basic implementational architecture of the standard finite element methods (see a) above), so that a particular version can be selected for a class of problems so as to be maximally robust and to allow, if possible, for effective postprocessing.

This paper addresses the problem of generalizing the notion of the finite element method in the context of a simple one-dimensional problem. We restrict ourselves to this model problem in order to clearly illustrate the ideas; the extension to two-dimensional problems will be presented in a forthcoming paper. We thus consider the boundary value problem

\[
\begin{aligned}
\left\{-a(x)u'(x)\right\}' + b(x)u(x) &= f, \quad 0 < x < 1 \\
u(0) &= u(1) = 0.
\end{aligned}
\]

Robustness of a FEM for this problem will mean that the method performs well independently of the smoothness of the coefficients \(a\) and \(b\) and the source term \(f\). More precisely, we will say a method is robust with respect to \(a\), \(b\), and \(f\) if the rate of convergence is essentially governed by the approximation properties of the trial spaces we employ and the smoothness of the solution.

We will say that a method allows for postprocessing if it allows a significant improvement in accuracy to be obtained by a local procedure involving only a single element.
The concept of a generalized finite element method must, of course, include practically all known FEMs satisfying a), especially the standard FEM mixed methods, methods using different text and trial functions, and methods in which the shape of the trial functions is governed by the differential equations, as e.g., in methods for the convection-diffusion equation (see, e.g., [3] and references therein).

Section 2 introduces notation and preliminary notions. Section 3 introduces and discusses the Generalized Finite Element Method (GFEM). Section 4 analyses one special type of GFEM which is closely related to finite element methods based on L-splines (L here referring to a differential operator). This method is very appealing theoretically and is extremely robust, but in practice has various drawbacks. Nevertheless it provides valuable insight into what we could expect at "best." Section 5 analyses a modification of the method of Section 4 which better satisfies requirements of implementation. Section 6 analyses a further modification which is still very robust and is easily implementable. In Section 8 we show it is identical (in the sense of leading to the same approximate solution) to a certain mixed method. In addition, the method is shown to be very receptive to postprocessing. Section 7 discusses briefly the standard FEM (as a GFEM) and shows that it is unsuited for problems with rough coefficients. Also, the standard FEM is shown to be identical to another mixed method. Thus it is seen that various mixed methods (or versions of the mixed method) have substantially different robustness properties. In Section 9 we further elaborate...
method introduced in Section 6 and show that it "reacts" very well when the roughness of the coefficients is reduced. More precisely, we show that changing from measurable coefficients to coefficients with bounded variation improves the rate of convergence—as we should expect from a robust method. Section 10 contains some illustrative computations and Section 11 presents a summary of the conclusions of the paper.

Some of the results of this paper were announced in [4].
2. Preliminaries

Throughout this paper we will deal with one dimensional boundary value problems. Thus we consider the basic model Dirichlet problem

\begin{equation}
\begin{aligned}
Lu &\equiv -(au')' + bu = f, & 0 < x < 1 \\
u(0) & = u(1) = 0.
\end{aligned}
\end{equation}

If \( b \equiv 0 \) we will denote the differential operator by \( L_0 \) instead of \( L \). The coefficients \( a(x) \) and \( b(x) \) are assumed to be measurable and to satisfy

\[
0 < \alpha \leq a(x) \leq \beta < \omega, \quad 0 < x < 1
\]

\[
0 \leq b(x) \leq \beta, \quad 0 < x < 1.
\]

Let \( I = I(t_0, t_1) = \{x : t_0 < x < t_1\} \), where \( 0 \leq t_0 < t_1 \leq 1 \). \( I(0,1) \) will often be denoted by \( \overline{I} \). By \( W^k_p(I) \) with \( k = 0, 1, \ldots \) and \( 1 \leq p < \infty \) we denote the usual Sobolov spaces. \( \overset{0}{W}^k_p(I) \) denotes the subspace of \( W^k_p(I) \) consisting of functions which vanish together with their derivatives of orders less than \( k \) at \( t_0 \) and \( t_1 \). On \( W^k_p(I) \) we have the usual norms and semi-norms

\[
\|u\|_{k, p, I} = \left\{ \begin{array}{ll}
\left( \sum_{j=0}^{k} \|u^{(j)}\|_{L^p(I)}^{p} \right)^{1/p}, & 1 \leq p < \infty \\
\max_{0 \leq j \leq k} \|u^{(j)}\|_{L^\infty(I)}, & p = \infty
\end{array} \right.
\]

and

\[
|u|_{k, p, I} = \|u^{(k)}\|_{L^p(I)}.
\]
We will also use the negatively indexed space \( W^{-1}_p(I) = (\tilde{W}^1_q(I))^\prime \) with the norm
\[
\|u\|_{-1,p,I} = \sup_{v \in \tilde{W}^1_q(I)} \frac{\int_I uv \, dx}{\|v\|_{1,q,I}}
\]
where \( \frac{1}{p} + \frac{1}{q} = 1 \). We will mostly work with \( p = \infty \) and \( p = 2 \).

If \( p = 2 \) we write
\[
H^k(I) = \tilde{W}^k_2(I),
\]
\[
\|u\|_{k,I} = \|u\|_{k,2,I'}
\]
and
\[
|u|_{k,I} = |u|_{k,2,I'}.
\]

For \( r \geq 1 \), \( P^r(I) \) will denote the space of polynomials of degree less than or equal to \( r \) on \( I \).

The solution of (2.1) will be understood in the usual weak sense in \( \tilde{H}^1(I) \).

In our analysis we will use various a priori estimates for the Dirichlet problem. We now state these easily proved estimates.

**Lemma 2.1.** There is a constant \( 0 < C(\alpha, \beta) < \infty \) such that
\[
\|u\|_{1,\overline{I}} \leq C(\alpha, \beta) \|Lu\|_{0,\overline{I}}
\]
for all \( u \) for which \( Lu \in L^2(\overline{I}) \) and \( u(0) = u(1) = 0 \), and
\[
\|u\|_{1,\infty,\overline{I}} \leq C(\alpha, \beta) \|Lu\|_{0,\infty,\overline{I}}
\]
for all \( u \) for which \( Lu \in L_\infty([\bar{T}]) \) and \( u(0) = u(1) = 0 \).

**Lemma 2.2.** There are constants \( 0 < C(\alpha, \beta) < \infty \) and \( 0 < \tilde{C}(\alpha, \beta) < \infty \) such that

\[
\tag{2.4} \tilde{C}(\alpha, \beta) \|Lu\|_{-1, \bar{T}} \leq \|u\|_{1, \bar{T}} \leq C(\alpha, \beta) \|Lu\|_{-1, \bar{T}}
\]

for all \( u \in \mathcal{H}^1(\bar{T}) \), and

\[
\tag{2.5} \tilde{C}(\alpha, \beta) \|Lu\|_{-1, \infty, \bar{T}} \leq \|u\|_{1, \infty, \bar{T}} \leq C(\alpha, \beta) \|Lu\|_{-1, \infty, \bar{T}}
\]

for all \( u \in \mathcal{W}^1_\infty(\bar{T}) \).
3. Generalized Finite Element Methods

We will now consider a class of finite element methods for the solution of (2.1). Let \( \Delta = \{ 0 = x_0 < x_1 < \ldots < x_n = 1 \} \), where \( n = n(\Delta) \) is a positive integer, be an arbitrary mesh on \( \overline{\Omega} \) and set \( h_j = x_j - x_{j-1} \) and \( I_j = I(x_{j-1}, x_j) \) for \( j = 1, \ldots, n \), and \( h = h(\Delta) = \max h_j \). With (2.1) we associate the bilinear forms

\[
B_0(u, v) = \int_0^1 au'v'\,dx
\]

and

\[
B_1(u, v) = \int_0^1 buv\,dx
\]

and the linear functional

\[
F(v) = \int_0^1 fv\,dx.
\]

The exact solution \( u \) of (2.1) is then characterized as the unique \( u \in H^1(\Omega) \) satisfying

\[
B(u, v) \equiv B_0(u, v) + B_1(u, v) = F(v), \text{ for all } v \in H^1(\Omega).
\]

Given a finite dimensional space \( S \subset H^1(\Omega) \) we define an approximation \( u_S \in S \) to \( u \) by

\[
(3.1) \quad B_0(u_S, v) + B_1(u_S, v) = F(v), \text{ for all } v \in S.
\]

The usual choice for \( S \) is

\[
S = S^r_{\Delta, 0} = \{ \psi \in H^1(\Omega) : \psi|_{I_j} \in p^r(I_j), \ j = 1, \ldots, n \}
\]

where \( r = 1, 2, \ldots \). Then \( u_S = u_\Delta \) is the standard finite element approximation to \( u \).
Remark. Sometimes the condition $S_{\Lambda,0}^r \subset H^1(I)$ is relaxed and the bilinear forms $B_0$ and $B_1$ are defined as sums of integrals over the subintervals $I_j$. In this paper we will always assume $S_{\Lambda,0}^r \subset \hat{H}^1(I)$. However, the extension of the ideas developed in this paper to two dimensional boundary value problems will utilize such a generalization. This will be addressed in a forthcoming paper.

The finite element method based on $S_{\Lambda,0}^r$ uses local basis functions, namely those functions in $S_{\Lambda,0}^r$ that are characterized by nodal values together with $r-1$ values associated with each $I_j$. We can in fact write

$$S_{\Lambda,0}^r = S_{\Lambda,0}^1 \oplus \hat{S}_{\Lambda,0}^r$$

where

$$\hat{S}_{\Lambda,0}^r = \{ \psi \in S_{\Lambda,0}^r : \psi(x_j) = 0, j = 0, \ldots, n \}.$$

It is clear that $\dim S_{\Lambda,0}^1 = n - 1$ and $\dim \hat{S}_{\Lambda,0}^r = (r-1)n$. $\hat{S}_{\Lambda,0}^r$ is called the space of internal modes or a bubble space and is characterized in various ways, e.g., by function values at $r-1$ interior points of each $I_j$ or by values of the first $r-1$ moments on each $I_j$. This is especially important when $r$ is large. In this case hierarchical elements are of importance; for more on these elements see [5], e.g. Local basis functions lead to a "collection" process for the construction of the sparse global stiffness matrices from the local stiffness matrices (which are associated with the individual $I_j$). The load vector is constructed in a similar way. We see immediately that this essential feature of the standard finite element method is preserved if we replace the finite element equation (3.5) by
(3.2) \[ B_0(A_1u_{\Delta}, B_1v) + B_1(A_2u_{\Delta}, B_2v) = F(B_3v), \] for all \( v \in S_\Delta, 0 \),

where \( A_i, i = 1,2, \) and \( B_i, i = 1,2,3, \) are one-to-one linear mappings of \( S^r_{\Delta, 0} \) into \( H^1(\Omega) \) with the property that for \( \psi \in S^r_{\Delta, 0}, \) \( A_i\psi|_{I_j} \) and \( B_i\psi|_{I_j} \) depends only on \( \psi|_{I_j} \). For simplicity, we will in addition assume that

\[ (3.3) \quad (A_i\psi)(x_j) = \psi(x_j), \quad i = 1,2 \]

and

\[ (3.4) \quad (B_i\psi)(x_j) = \psi(x_j), \quad i = 1,2,3, \quad j = 1,...,n. \]

(3.3) can be weakened while (3.4) is essential. Such a weakening is important in the two dimensional case. (Cf. the previous Remark.) We note that the standard finite element method corresponds to the choice \( A_i = B_i = E = \) the identity mapping. We will refer to the method defined by (3.6) as a generalized finite element method (GFEM). The method will be denoted by the vector \( L = (A_1, A_2, B_1, B_2, B_3) \) of mappings, and the corresponding finite element approximation by \( u_{\Delta}(L) \).

\( e_{\Delta}(L) = u - u_{\Delta}(L) \) will denote the error.

Remark. The existence and uniqueness of \( u_{\Delta}(L) \) as defined by (3.2) cannot be established without further assumptions. This question will be settled for each of the specific generalized finite element methods discussed in the paper.

Practically all finite element methods, including methods for solving diffusion-convection problems and reduced integration methods, can be put in the form (3.2). The form (3.2) obviously preserves the possibilities of the collection process for the construction of the stiffness matrix and preserves the sparsity of these matrices, so that one of the main ingredients of
the FEM is unchanged (see Section 1).

A number of questions arise in connection with generalized finite element methods:

i) What is the optimal choice for the mappings \( A_i, B_i \), i.e., what is the best choice for the local stiffness matrices?

ii) How do implementational requirements influence the choice? How much effort should be spent in the construction of the \( A_i, B_i \) as compared with effort spent in mesh refinement?

iii) Which choices lead to robustness of the method?

iv) What is the accuracy of the generalized finite element method?

These questions will be addressed in the following sections.
4. The \( L_1 \)-Finite Element Method

In this section we introduce a version of the GFEM which, although it is rather impractical, gives valuable insight into the best that could be expected from a method for solving (2.1) when the coefficients are rough.

In addition to the usual finite element space \( S_{\Delta,0}^r \) introduced earlier we will use the spaces

\[
\tilde{S}_{\Delta}^r = \{ \psi \in H^1(I) : L\psi|_{I_j} \in p^{r-2}(I_j) \text{ for each } j \}
\]

and \( \tilde{S}_{\Delta,0}^r = \tilde{S}_{\Delta}^r \cap H^1(I) \). (If \( r = 1 \) we require that \( L\psi = 0 \) on each \( I_j \).) We see that \( \dim S_{\Delta,0}^r = \dim \tilde{S}_{\Delta}^r = nr - 1 \). We now discuss several properties of the spaces \( \tilde{S}_{\Delta}^r \).

**Lemma 4.1.** Given a function \( u \in H^1(I) \) there is a unique \( I_{\Delta}(a,b) = I_{\Delta}u \) satisfying

\[
\begin{align*}
I_{\Delta}u \in \tilde{S}_{\Delta}^r \\
I_{\Delta}u(x_j) = u(x_j), & \quad j = 0,1,...,n \\
I_j (u-I_{\Delta}u)(x-x_{j-1})^l dx = 0, & \quad l=0,...,r-2, j=1,...,n.
\end{align*}
\]

\( I_{\Delta}u \in \tilde{H}^1(I) \) if \( u \in \tilde{H}^1(I) \).

**Proof.** The existence and uniqueness of \( I_{\Delta}u \) will be established if we show that \( u = 0 \) in (4.1) implies \( I_{\Delta}u = 0 \). Thus suppose \( u = 0 \). Then from (4.1) and the definition of \( \tilde{S}_{\Delta}^r \) we have
\[ 0 = \int_{I_j} I^2 \Delta u \, L(I^2 \Delta u) \, dx = \int_{I_j} \{ a((I^2 \Delta u)')^2 + b(I^2 \Delta u)^2 \} \, dx, \]

from which we get \( I^2 \Delta u = 0 \).

We will refer to \( I^2 \Delta u \) as the \( S_{2 \Delta}^r \)-interpolant of \( u \).

**Lemma 4.2.** For \( u \in H^1(\bar{I}) \), \( I^2 \Delta u \in \tilde{S}_{2 \Delta}^r \) is characterized by

\[ (4.2) \quad \int_0^1 (I^2 \Delta u)'v' \, dx = \int_0^1 u'v' \, dx, \quad \text{for all } v \in S_{2 \Delta}^r, \]

or by

\[ (4.3) \quad B(I^2 \Delta u, v) = B(u, v), \quad \text{for all } v \in S_{2 \Delta}^r. \]

**Proof.** The characterizations (4.2) and (4.3) can be seen by writing

\[ \int_0^1 (u-I^2 \Delta u)'v' \, dx = \sum_j \int_{I_j} (u-I^2 \Delta u)(-v') \, dx + \sum_j (u-I^2 \Delta u)(x_j)Jv'(x_j) \]

and

\[ B(u-I^2 \Delta u, v) = \sum_j \int_{I_j} (u-I^2 \Delta u)Lv \, dx + \sum_j (u-I^2 \Delta u)(x_j)Jv'(x_j), \]

where \( Jv'(x_j) = av'(x^-_j) - av'(x^+_j) \). We note that \( Jv'(x_j) \) is well defined since \( Lv|_{I^2 \Delta} \in H^r(I^2 \Delta) \) and therefore \( av'|_{I^2 \Delta} \in H(\bar{I}^2 \Delta) \) for \( k = 1, \ldots, r \), which implies \( av' \) has left and right limits at each node \( x_j \).

**Remark.** (4.3) shows that \( I^2 \Delta u \) is the Ritz projection of \( u \in H^1(\bar{I}) \) onto the subspace \( S_{2 \Delta}^r \) with respect to the form \( B \).

**Lemma 4.3.** For \( \Delta = 0 \) or \( 1 \), \( k > 0 \), and \( r \geq 1 \), we have
\begin{align}
(4.4) \quad \| \mathbf{u} - \mathbf{I}_{\Delta, u} \|_{L^1} & \leq C(\alpha, \beta) h^\mu \| \mathbf{L} \mathbf{u} \|_{L^\omega}, \\
\text{and} \quad (4.5) \quad \| \mathbf{u} - \mathbf{I}_{\Delta, u} \|_{L^\infty} & \leq C(\alpha, \beta) h^\mu \| \mathbf{L} \mathbf{u} \|_{L^\omega},
\end{align}

where \( \mu = \min(k+2-\ell, r+1-\ell) \), and \( C(\alpha, \beta) \) is independent of \( \mathbf{u} \) but depends in general on \( \alpha, \beta, \ell, k, \) and \( r \).

**Proof.** We first prove (4.4) with \( \ell = 0 \). Suppose
\[
\begin{cases}
\mathbf{L} \mathbf{w} = -(\tilde{a} \mathbf{w}')' + \tilde{b} \mathbf{w} = \mathbf{F} \text{ on } \bar{I} \\
\mathbf{w}(0) = \mathbf{w}(1) = 0
\end{cases}
\]
where \( \alpha \leq \tilde{a} (x) \leq \beta, \ 0 \leq \tilde{b} (x) \leq \beta \) on \( \bar{I} \), and let \( \mathbf{v} \) be the Ritz projection of \( \mathbf{w} \) onto the subspace
\[
\tilde{S}_0 = \{ \phi : \mathbf{L} \phi \in p^{r-2}(\bar{I}), \ \phi(0) = \phi(1) = 0 \}
\]
with respect to the form \( \tilde{B}(\mathbf{u}, \mathbf{v}) = \int_0^1 (\tilde{a} \mathbf{u}' \mathbf{v}' + \tilde{b} \mathbf{u} \mathbf{v}) dx \), i.e., suppose
\[
\begin{cases}
\mathbf{v} \in \tilde{S}_0 \\
\tilde{B}(\mathbf{v}, \phi) = \tilde{B}(\mathbf{w}, \phi), \text{ for } \phi \in \tilde{S}_0.
\end{cases}
\]
We write \( \tilde{a}, \tilde{b} \) for general coefficients in order to distinguish from \( a, b \) in (2.1) and \( \tilde{a}, \tilde{b} \) introduced below. Now, using (2.2), (2.4), and the fact that all norms on the finite dimensional space \( p^{r-2}(\bar{I}) \) are equivalent for \( 2 \leq p \), we have
Now consider \( u - I_\Delta u \) on \( I_j \). For any function \( v(x) \), \( x \in I_j \), let \( \overline{v}(x) = v(x) \), where \( \overline{x} = \frac{x - x_{j-1}}{h_j} \in \overline{I} \). By a standard scaling argument

\[
\|u - I_\Delta u\|_{0, I_j} \leq C h_j 1/2 \|\overline{u} - \overline{T \overline{u}}\|_{0, \overline{I}}
\]

where \( \overline{T \overline{u}} \) is the \( \tilde{S}^r \)-interpolant of \( \overline{u} \) where

\[
\tilde{S}^r = \{ \phi : L\phi = -(\overline{a}\phi')' + h_j^2 \phi \in p^{r-2}(\overline{I}) \},
\]

i.e., \( \overline{T \overline{u}} \) is the element of \( \tilde{S}^r \) having the same values as \( \overline{u} \) at 0 and 1 and having the same moments of orders up to \( r - 2 \) as \( \overline{u} \) (cf. (4.1)).

From (2.2) we see that

\[
\|\overline{u} - \overline{T \overline{u}}\|_{0, \overline{I}} \leq C(\alpha, \beta) \|\overline{L}(\overline{u} - \overline{T \overline{u}})\|_{0, \overline{I}}.
\]

Write

\[
\overline{T \overline{u}} = (\overline{T \overline{u}})_1 + (\overline{T \overline{u}})_2
\]

where

\[
\begin{cases}
L(\overline{T \overline{u}})_1 = 0 & \text{on } \overline{I} \\
(\overline{T \overline{u}})_1(0) = \overline{u}(0), & (\overline{T \overline{u}})_1(1) = \overline{u}(1).
\end{cases}
\]
It is easily seen that
\[
\begin{cases}
\bar{L}[\bar{u} - (\bar{T}\bar{u})_1] = \bar{L} \bar{u} \text{ on } \Gamma \\
[\bar{u} - (\bar{T}\bar{u})_1] (0) = [\bar{u} - (\bar{T}\bar{u})_1] (1) = 0
\end{cases}
\]
and that \((\bar{T}\bar{u})_2\) is the Ritz projection of \(\bar{u} - (\bar{T}\bar{u})_1\) onto \(\tilde{S}_0\) with respect to the form \(\bar{B}(u,v) = \int_0^1 (\bar{u}u'v'+\bar{B}uv)dx\), where
\[
\tilde{S}_0^r = \{ \phi : \bar{L}\phi \in p^{r-2}(\Gamma), \ \phi(0) = \phi(1) = 0 \}.
\]
Hence from (4.6) with \(w = \bar{u} - (\bar{T}\bar{u})_1\), \(v = (\bar{T}\bar{u})_2\), and \(p = 2\) we obtain
\[
\text{(4.9)} \quad \|L(\bar{T}\bar{u})\|_{0, \Gamma} = \|L(\bar{T}\bar{u})_2\|_{0, \Gamma} \\
\leq C(\alpha, \beta) \|\bar{L}\bar{u}\|_{0, \Gamma}.
\]
Combining (4.7), (4.8), and (4.9) we have
\[
\text{(4.10)} \quad \|u - I_\Delta u\|_{0, I_j} \leq C(\alpha, \beta) h_{j}^{1/2} \|\bar{L}\bar{u}\|_{0, \Gamma} \\
\leq C(\alpha, \beta) h_{j}^{1/2} \|\bar{L}\bar{u}\|_{\mu-2, \Gamma}
\]
since \(u \geq 2\) for \(\ell = 0\). Now
\[
\|u - I_\Delta u\|_{0, I_j} = \|(u - \phi) - I_\Delta (u - \phi)\|_{0, I_j}
\]
for any \(\phi\) such that \(L\phi|_{I_j} \in p^{r-2}(I_j)\). Combining this with (4.10) we see that
\[
\|u - I_\Delta u\|_{0, I_j} \leq C(\alpha, \beta) h_{j}^{1/2} \|\bar{L}\bar{u} - \bar{L}\phi\|_{\mu-2, \Gamma}.
\]
Since \(\bar{L}\phi\) is arbitrary in \(p^{r-2}(\Gamma)\) we have
\[ \| u - I_\Delta u \|_{0, I_j} \leq C(\alpha, \beta) h^{1/2}_j \inf_{Q \in \mathcal{P}_{r-2}} \| \overline{L} \bar{u} - Q \|_{\mu-2, \overline{I}} \]

\[ = C(\alpha, \beta) h^{1/2}_j |\overline{L} \bar{u}|_{\mu-2, \overline{I}}. \]

Then a further scaling argument yields

\[ (4.11) \quad \| u - I_\Delta u \|_{0, I_j} \leq C(\alpha, \beta) h^{1/2}_j |\overline{L} \bar{u}|_{\mu-2, I_j}. \]

(4.4) with \( \ell = 0 \) follows immediately from (4.11).

(4.4) with \( \ell = 1 \) is obtained by a slight modification of the above argument. We finally note that (4.5) follows from a similar argument based on (2.3) and (4.6) with \( p = \infty \).

Lemma 4.4. There is a constant \( C(\alpha, \beta) \), independent of \( u \) and \( \Delta \), such that

\[ (4.12) \quad \| I_\Delta u \|_{1, \overline{I}} \leq C(\alpha, \beta) \| u \|_{1, \overline{I}} \]

and

\[ (4.13) \quad \| I_\Delta u \|_{1, \infty, \overline{I}} \leq C(\alpha, \beta) \| u \|_{1, \infty, \overline{I}}. \]

Proof. (4.12) follows directly from the coercivity of \( B \).

We turn to the proof of (4.13).

Let \( z \in W^1_{\infty}(\overline{I}) \) and suppose \( w \) satisfies

\[ \begin{cases} Lw = -(\alpha w')' + bw = Q \in p_{r-2}(\overline{I}) \text{ on } \overline{I} \\ w(0) = z(0), \quad w(1) = z(1) \\ \int_0^1 wx_j dx = \int_0^1 zx_j dx, \quad j = 0, \ldots, r-2 \end{cases} \]

where \( 0 < \alpha \leq \alpha(x) \leq \beta, \quad 0 \leq b(x) \leq \beta \). Write \( w = w_1 + w_2 \) where
\begin{align*}
\begin{cases}
\ddot{w}_1 = 0 \\
\dot{w}_1(0) = z(0), \ \dot{w}_1(1) = z(1)
\end{cases}
\end{align*}

and

\begin{align*}
\begin{cases}
\ddot{w}_2 = Q \\
\dot{w}_2(0) = w_2(1) = 0.
\end{cases}
\end{align*}

We also write \( z = z_1 + z_2 \) where

\begin{align*}
\begin{cases}
z_1 \in H^1(\Omega), \ z_1(0) = z(0), \ z_1(1) = z(1) \\
\tilde{B}(z_1, \phi) = 0, \ \text{for} \ \phi \in \dot{A}^1(\Omega)
\end{cases}
\end{align*}

and

\begin{align*}
\begin{cases}
z_2 \in \dot{A}^1(\Omega) \\
\tilde{B}(z_2, \phi) = \tilde{B}(z, \phi), \ \text{for} \ \phi \in \dot{A}^1(\Omega),
\end{cases}
\end{align*}

where \( \tilde{B}(u,v) = \int_0^1 (\tilde{a}u'v' + \tilde{b}uv) \, dx \). \( \tilde{B}(z_1, z_2) = 0 \) and hence

(4.14) \[ \|z_2\|_{1,\Omega} \leq C(\alpha, \beta) \|z\|_{1,\Omega}. \]

Observing that \( w_2 \) is the Ritz projection of \( z_2 \) onto the subspace

\( \{ \phi : \tilde{L}\phi = p^{r-2}(\Omega)\phi, \ \phi(0) = \phi(1) = 0 \} \)

we see that

(4.15) \[ \|w_2\|_{1,\Omega} \leq C(\alpha, \beta) \|z_2\|_{1,\Omega}. \]

We now show that

(4.16) \[ \|w\|_{1,\infty,\Omega} \leq C(\alpha, \beta) \|z\|_{1,\infty,\Omega}. \]
First we show that

\[(4.17) \quad \|w_1\|_{1,\infty, \overline{I}} \leq C(\alpha, \beta) \|z\|_{0,\infty, \overline{I}}.\]

If \(b = 0\),

\[w_1(x) = \frac{z(1)-z(0)}{1} \int_0^1 \frac{dt}{\alpha} + z(0)\]

and the result is immediate. Now suppose \(b \neq 0\). Let \(v\) satisfy

\[
\begin{cases}
L_0 v = - (\alpha v')' = 0 \\
v(0) = z(0), \quad v(1) = z(1).
\end{cases}
\]

From (4.17) with \(b = 0\) we have

\[(4.18) \quad \|v\|_{1,\infty, \overline{I}} \leq C(\alpha, \beta) \|z\|_{0,\infty, \overline{I}}.\]

Letting \(y = w_1 - v\) we see that

\[
\begin{cases}
\tilde{L} y = -b v \\
y(0) = y(1) = 0.
\end{cases}
\]

Using (2.3) and (4.18) we obtain

\[\|y\|_{1,\infty, \overline{I}} \leq C(\alpha, \beta) \|v\|_{0,\infty, \overline{I}}.\]

(4.17) follows immediately from this result and (4.18).

Next we show that

\[(4.19) \quad \|w_2\|_{1,\infty, \overline{I}} \leq C(\alpha, \beta) \|z\|_{1,\infty, \overline{I}}.\]

Using (2.3), (2.4), and the equivalence of norms on the finite dimensional space \(p^{r-2}(\overline{I})\) we have
Combining (4.14), (4.15), and (4.20) we obtain (4.19). (4.16) follows from (4.17) and (4.19).

Now consider $u - I^\Delta u$ on $I_j$ and recall the notation introduced in the proof of Lemma 4.3. By a scaling argument we have

$$
|u - I^\Delta u|_{1, \infty, I_j} \leq C h^{-1}_j |\bar{u} - I^\Delta \bar{u}|_{1, \infty, \bar{I}}
$$

where $I^\Delta \bar{u}$ is the $S^r$-interpolant of $\bar{u}$ where

$$
S^r = \{ \phi : \bar{L} \phi = -(\bar{a} \phi)' + h_j^2 \bar{b} \phi \in P^{r-2}(\bar{I}) \}.
$$

From (4.16) and (4.21) we obtain

$$
|u - I^\Delta u|_{1, \infty, I_j} \leq C(\alpha, \beta) h^{-1}_j \|\bar{u}\|_{1, \infty, \bar{I}}.
$$

From (4.22) and (4.5) we have

$$
|u - I^\Delta u|_{1, \infty, I_j} \leq |(u-\gamma) + I^\Delta (u-\gamma)|_{1, \infty, I_j} + |\gamma| |1 - I^\Delta|_{1, \infty, I_j}
$$

$$
\leq C(\alpha, \beta) [h^{-1}_j \|\bar{u} - \gamma\|_{1, \infty, \bar{I}} + |\gamma| h_j]
$$

for any constant $\gamma$. Now select $\gamma = \int_0^1 \bar{u} \, dx$. Then

$$
\|\bar{u} - \gamma\|_{1, \infty, \bar{I}} \leq C \|\bar{u}\|_{1, \infty, \bar{I}}
$$

and

$$
|\gamma| \leq |\bar{u}|_{0, \infty, \bar{I}}.
$$

Thus from (4.23) we get
A second scaling argument applied to (4.24) yields

\[ |u - I_{A}u|_{1,\omega, I_j} \leq C(\alpha, \beta) [h_{j}^{-1} |\bar{u}|_{1,\omega, I_j} + h_{j} |u|_{0,\omega, I_j}] \]

and thus

\[ |I_{A}u|_{1,\omega, I_j} \leq C(\alpha, \beta) \|u\|_{1,\omega, I_j}. \]

(4.13) follows immediately from (4.25).

The main goal of this section is to consider the \( L_{1} \)-method, where \( L_{1} = (A, A, A, A, A) \), the mapping \( A : S_{\Delta, 0}^{r} \to \tilde{R}(\tilde{I}) \) being defined by \( Au = I_{A}^{r}(a, b)u \) for \( u \in S_{\Delta, 0}^{r} \). It is immediate that \( A \) is one-to-one and onto \( S_{\Delta, 0}^{r} \), \( A|_{I_j} \) depends only on \( u|_{I_j} \), \( Au(x_j) = u(x_j) \), and that \( A^{-1}w = I_{A}^{r}(1, 0)w \) for \( w \in S_{\Delta, 0}^{r} \). The existence and uniqueness of \( u_{\Delta}(L_{1}) \) is clear. We see that \( u \in S_{\Delta, 0}^{r} \) implies \( Au(x_j) = 0 \) and that

\[ AS_{\Delta, 0}^{r} = AS_{\Delta, 0}^{1} \circ AS_{\Delta, 0}^{r}. \]

This fact plays an important role in implementation.

**Lemma 4.5.** There are constants \( C \) and \( C(\alpha, \beta) \), independent of \( \Delta \), such that

\[ "Au"_{1, \tilde{I}} \leq C(\alpha, \beta) \|u\|_{1, \tilde{I}}, \]

and

\[ \|Au\|_{1, \omega, \tilde{I}} \leq C(\alpha, \beta) \|u\|_{1, \omega, \tilde{I}}, \text{ for } u \in S_{\Delta, 0}^{r}, \]

and
(4.28) \[ \|A^{-1}w\|_{1,\infty,1} \leq C \|w\|_{1,\infty,1}, \]

and

(4.29) \[ \|A^{-1}w\|_{1,\infty,1} \leq C \|w\|_{1,\infty,1}, \quad \text{for } w \in S_{\triangle,0}. \]

**Proof.** (4.26) and (4.27) are essentially restatements of (4.12) and (4.13), respectively. (4.28) and (4.29) are special cases of (4.26) and (4.27), respectively, corresponding to \( a = 1 \) and \( b = 0 \).

We present the error estimates for the \( L_1 \)-method in the next two theorems. Let \( \tilde{e}_\Delta(L_1) = u - Au_\Delta(L_1) \).

**Theorem 4.1.** For \( \ell = 0,1 \) we have

(4.30) \[ \|\tilde{e}_\Delta(L_1)\|_{\ell,\infty,1} \leq C(\alpha,\beta)h^{\ell+1}\|f\|_{k,\infty,1} \]

and

(4.31) \[ \|e_\Delta(L_1)\|_{\ell,\infty,1} \leq C(\alpha,\beta)h^{\ell+1}\|f\|_{k,\infty,1} \]

where \( u = \min(k+2-\ell, r+1-\ell) \).

**Proof.** It follows immediately from the definition of the \( L_1 \)-method and from (4.3) that \( Au_\Delta(L_1) = I\Delta u \). Thus (4.30) and (4.31) follow directly from Lemma 4.3.
Theorem 4.2. For \( k = 0,1 \) we have

\[(4.32) \quad \|e_{\Delta}(L_1)\|_{L,1} \leq C(\alpha, \beta)h^{1-k}\|f\|_{0,1}\]

and

\[(4.33) \quad \|e_{\Delta}(L_1)\|_{L,\infty,1} \leq C(\alpha, \beta)h^{1-k}\|f\|_{0,\infty,1}\].

Proof. These results follow immediately from Theorem 4.1, the fact that \( u_{\Delta}(L_1) \) is the \( S_{\Delta,0}^r \)-interpolant of \( Au_{\Delta}(L_1) \), a standard approximation result for \( S_{\Delta,0}^r \), and (4.26) and (4.27).

Remarks.

1) The rates of convergence given in (4.32) and (4.33) are clearly the highest that could be proved under the governing hypotheses.

2) Suppose that we have found \( u_{\Delta}(L_1) \). Then, although the accuracy of \( u_{\Delta}(L_1) \) is low (see Theorem 4.2 and Remark 1), \( Au_{\Delta}(L_1) \) has high accuracy (see Theorem 4.1) and can be calculated locally, element by element. Thus the highly accurate \( Au_{\Delta}(L_1) \) can be constructed by post processing.

3) Theorem 4.1 shows that we can obtain the same rate of convergence in the norms \( \|\cdot\|_{L,1} \), \( k = 0,1 \), for problems with rough coefficients as for problems with smooth coefficients when post processing is applied. This shows the maximum possible robustness.

4) It is easy to show that postprocessing does not improve the rate of convergence if \( a \) and \( b \) are smooth and so \( e_{\Delta}(L_1) \)
and $e_{\Delta}(L_1)$ are of the same order in this case.

5) The $L_1$-method is closely related to Ritz method using $L$-splines (see [6], e.g.) and, as would thus be expected, yields the exact solution at the nodes.

6) We have presented estimates in only the norms $\| \cdot \|_{l,\infty}^I$ and $\| \cdot \|_{l,1}^I$ for $l = 0$ and $1$. Parallel results hold in the norms $\| \cdot \|_{l,p}^I$, $2 \leq p \leq \infty$, $l = 0,1$. 
5. The $L_0$-Finite Element Method

In this section we consider the $L_0$ method, where

$L_0 = (A_0, A_0, A_0, A_0, A_0)$, the mapping $A_0$ being constructed from

$L_0$ as $A$ was from $L$ in Section 4, i.e., $A_0 = I_0^{r}(a,0)u$ for $u \in S_{r}^{r}$. The existence and uniqueness of $u_0(L_0)$ is immediate.

Theorem 5.1. For $\ell = 0$ or $1$ we have

\begin{equation}
\|u - A_0u_0(L_0)\|_{0,1} \leq C(\alpha, \beta)h^{2-\ell}\|f\|_{k,1}
\end{equation}

and

\begin{equation}
\|u - A_0u_0(L_0)\|_{1,\infty,1} \leq C(\alpha, \beta)h^{2-\ell}\|f\|_{k,\infty,1}.
\end{equation}

Proof. Let $F = f - bu$. Then from (2.2) and (2.3)

\begin{equation}
\|F\|_{0,1} \leq C(\alpha, \beta)\|f\|_{0,1}
\end{equation}

and

\begin{equation}
\|F\|_{1,\infty,1} \leq C(\alpha, \beta)\|f\|_{0,\infty,1}.
\end{equation}

Clearly

\begin{equation}
\begin{cases}
L_0 u = F \\
u(0) = u(1) = 0.
\end{cases}
\end{equation}

Let $u_0(L_0)$ denote the $L_0$-finite element approximation to the solution of (5.5). From Theorem 4.1 applied to (5.5), (5.3) and (5.4) we have

\begin{equation}
\|u - A_0u_0(L_0)\|_{0,1} \leq C(\alpha, \beta)h^{2-\ell}\|f\|_{0,1}
\end{equation}

and
(5.7) \[ \| u - A_0 \overline{u}_\Delta(L_0) \|_{\omega, \bar{\Gamma}} \leq C(\alpha, \beta) h^{2-\delta} \| f \|_{0, \omega, \bar{\Gamma}}. \]

Writing

(5.8) \[ u_\Delta(L_0) = \overline{u}_\Delta(L_0) + z(L_0) \]

we immediately see that

(5.9) \[ B(A_0 z, A_0 v) = B(A_0 u_\Delta(L_0), A_0 v) \]

\[ - B_0(A_0 u_\Delta(L_0), A_0 v) - B_1(A_0 \overline{u}_\Delta(L_0), A_0 v) \]

\[ = B_1(u - A_0 \overline{u}_\Delta(L_0), A_0 v), \text{ for } v \in S_\Delta, 0. \]

From (5.9) and the coercivity of \( B \) we have

\[ \| A_0 z \|^2_{1, \bar{\Gamma}} \leq C(\alpha, \beta) B(A_0 z, A_0 z) \]

\[ \leq C(\alpha, \beta) \| u - A_0 \overline{u}_\Delta(L_0) \|_{0, \bar{\Gamma}} \| A_0 z \|_{0, \bar{\Gamma}} \]

and this, together with (5.6), yields

(5.10) \[ \| A_0 z \|_{1, \bar{\Gamma}} \leq C(\alpha, \beta) h^{2} \| f \|_{0, \bar{\Gamma}}. \]

(5.1) follows from (5.6), (5.8), and (5.10).

For \( \ell = 0 \), (5.2) follows from (5.7), (5.10) and the fact that

(5.11) \[ \| A_0 z \|_{0, \omega, \bar{\Gamma}} \leq \| A_0 z \|_{1, \bar{\Gamma}}. \]

It remains to prove (5.2) for \( \ell = 1 \). It is easily shown that there is a positive constant \( C(\alpha, \beta) \) such that
(5.12) \[
\sup_{u \in \hat{W}_1^*(\overline{I})} \frac{|B_0(u,v)|}{\|u\|_{1,\infty,\overline{I}}} \geq C(\alpha, \beta) \|v\|_{1,1,\overline{I}} \quad \text{for } u \in \hat{W}_1^*(\overline{I})
\]

From (4.3), (4.13), and (5.12) we have

(5.13) \[
\sup_{w \in A_0 S_{\Delta}, 0} \frac{|B_0(w,v)|}{\|w\|_{1,\infty,\overline{I}}} = \sup_{u \in \hat{W}_0^*(\overline{I})} \frac{|B_0(I_{\Delta}(a,0)u,v)|}{\|I_{\Delta}(a,0)u\|_{1,\infty,\overline{I}}} = \sup_{u \in \hat{W}_0^*(\overline{I})} \frac{|B_0(u,v)|}{\|u\|_{1,\infty,\overline{I}}} \|u\|_{1,\infty,\overline{I}} \|I_{\Delta}(a,0)u\|_{1,\infty,\overline{I}}
\]

\[
\geq C(\alpha, \beta) \|v\|_{1,1,\overline{I}} \quad \text{for } v \in A_0 S_{\Delta}^r.
\]

(5.13), together with the fact that an operator and its adjoint have equal norms, yields

(5.14) \[
\sup_{v \in A_0 S_{\Delta}^r, 0} \frac{|B_0(w,v)|}{\|v\|_{1,1,\overline{I}}} \geq C(\alpha, \beta) \|w\|_{1,\infty,\overline{I}} \quad \text{for } w \in A_0 S_{\Delta}^r.
\]

Now from (5.7), (5.9), (5.10), (5.11), and (5.14) we obtain

(5.15) \[
\|A_0 z\|_{1,\infty,\overline{I}} \leq C(\alpha, \beta) \sup_{v \in S_{\Delta}^r, 0} \frac{|B_0(A_0 z, A_0 v)|}{\|A_0 v\|_{1,1,\overline{I}}} = C(\alpha, \beta) \sup_{v \in S_{\Delta}^r, 0} \frac{|B_1(u-A_0 \overline{u}(L_0)-A_0 z, A_0 v)|}{\|A_0 v\|_{1,1,\overline{I}}}
\]

\[
\leq C(\alpha, \beta) (\|u-A_0 \overline{u}(L_0)\|_{0,\infty,\overline{I}} + \|A_0 z\|_{0,\infty,\overline{I}})
\]

\[
\leq C(\alpha, \beta) h^2 \|\xi\|_{0,\infty,\overline{I}}.
\]

(5.2) with \( \xi = 1 \) follows directly from (5.7), (5.8), and (5.15).
Remarks.

1. The rate $2 - \ell$ in (5.1) and (5.2) cannot be improved. This can be seen by examining the special case $a = 1$ and $b$ rough.

2. (5.2) with $\ell = 0$ shows that

$$|u(x_j) - u_\Delta(L_0)(x_j)| \leq C(a, \beta) h^2 \|f\|_{0, \omega, \bar{I}}, \quad j = 1, \ldots, n - 1.$$ 

We also have the analogue of Theorem 4.2.

**Theorem 5.2.** For $\ell = 0$ or $1$ we have

$$\|e_\Delta(L_0)\|_{\ell, \bar{I}} \leq C(a, \beta) h^{1-\ell} \|f\|_{0, \bar{I}} \tag{5.16}$$

and

$$\|e_\Delta(L_0)\|_{\ell, \omega, \bar{I}} \leq C(a, \beta) h^{1-\ell} \|f\|_{0, \omega, \bar{I}} \tag{5.17}.$$ 

Remark. Comparing Theorems 5.1 and 5.2 we see that the $L_0$ and $L_1$ methods have the same rates of convergence. On the other hand, implementation of the $L_0$ method is much simpler since the equation $L_0 \psi = \phi$ can be solved by quadrature.
6. The $L_2$-Finite Element Method

In this section we consider the $L_2 = (A_0, E, E, E, E)$ method, where $E$ is the identity mapping and $A_0$ is as defined in Section 5. First we analyze the case $b = 0$.

**Lemma 6.1.** Suppose $b = 0$. Then for $k = 0, 1$ we have

\begin{equation}
\|u - A_0 u \|_{L_2} \leq C(\alpha, \beta) h^k \|f\|_{k, \overline{I}}
\end{equation}

and

\begin{equation}
\|u - A_0 u \|_{L_2} \leq C(\alpha, \beta) h^k \|f\|_{k, \overline{I}}
\end{equation}

where $\mu = \min(k+1, r)$.

**Proof.** We will prove (6.1) in detail for $r = 2$. In $S_\Delta$, $0$ we construct a basis by choosing

$$
\phi_1, \ldots, \phi_{n-1},
\xi_1, \ldots, \xi_n
$$

satisfying

$$
\phi_i(x_j) = \delta_{ij}, \ i, j = 1, \ldots, n - 1,
$$

$$
\int_{I_j} \phi_i \, dx = 0, \ i = 1, \ldots, n - 1, \ j = 1, \ldots, n,
$$

$$
\xi_i(x_j) = 0, \ i = 1, \ldots, n, \ j = 1, \ldots, n - 1,
$$

$$
\int_{I_j} \xi_i \, dx = \delta_{ij}, \ i, j = 1, \ldots, n.
$$

For $f \in H^k(\overline{I})$ let
\[ f_\Delta = \sum_{j=1}^{n-1} \left( \int_I f \phi_j \, dx \right) \delta_{x_j} + \sum_{j=1}^{n} \left( \int_I f \xi_j \, dx \right) x_j \]

where \( \delta_{x_j} \) is the Dirac distribution at \( x_j \) and \( \xi_j \) is the characteristic function of \( I_j \). It is easily shown that \( A_0 u_\Delta(L_2) \) is the exact solution of problem (2.1) with right hand side \( f_\Delta \). We note that this fact implies the existence and uniqueness of \( u_\Delta(L_2) \). Thus from (2.4) we have

\[
\frac{1}{11} \| u - A_0 u_\Delta(L_2) \|_{L^1,I} \leq C(\alpha, \beta) \| f - f_\Delta \|_{-1,I}.
\]

Now let \( w \) be the solution of

\[
\begin{cases}
-w'' = f, & x \in I \\
w(0) = w(1) = 0
\end{cases}
\]

and let \( w_\Delta \) be the standard finite element approximation to \( w \) in the subspace \( S_{\Delta,0}^2 \) i.e., let \( w_\Delta \) be the Ritz projection of \( w \) onto \( S_{\Delta,0}^2 \) with respect to the form \( \int_0^1 u'v' \, dx \). As above, we see that \( w_\Delta \) is the exact solution of (6.4) with right hand side \( f_\Delta \). Thus from (2.4), applied to the problem (6.4), we obtain

\[
\| f - f_\Delta \|_{-1,I} \leq C \| w - w_\Delta \|_{L^1,I}.
\]

Combining (6.3), (6.5), a well known estimate for the standard finite element method, and a simple regularity estimate for (6.4) we have
This is (6.1) for \( r = 2 \). The proof for general \( r \) is similar. Finally we note that the proof of (6.2) follows the same lines but is based on (2.5) instead of (2.4).

**Remark.** In general one cannot obtain a better rate of convergence in \( H^0(I) (W_0^0(I)) \) than one obtains in \( H^1(I) (W_0^1(I)) \).

**Lemma 6.2.** Suppose \( b = 0 \). Then for \( \ell = 0 \) or 1 we have

\[
\| e_\Delta (L_2) \|_{\ell, I} \leq C(\alpha, \beta) h^{1-\ell} \| f \|_{0, I}
\]

and

\[
\| e_\Delta (L_2) \|_{\ell, I} \leq C(\alpha, \beta) h^{1-\ell} \| f \|_{0, \infty, I}.
\]

**Proof.** The proof of this lemma is similar to the proof of Theorem 4.2.

We now turn to the general case.

**Theorem 6.1.** There is a constant \( h_0 = h_0(\alpha, \beta) \) such that for \( 0 < h < h_0 \), \( u_\Delta (L_0) \) is uniquely determined. Furthermore there is a constant \( C(\alpha, \beta) \) such that

\[
\| e_\Delta (L_2) \|_{0, I} \leq C(\alpha, \beta) h \| f \|_{0, I}
\]

and

\[
\| e_\Delta (L_2) \|_{0, \infty, I} \leq C(\alpha, \beta) h \| f \|_{0, \infty, I}
\]

for \( 0 < h < h_0 \).
Proof. Consider the problem

\[
\begin{cases}
-(aw')' = F, \quad x \in \bar{I} \\
w(0) = w(1) = 0.
\end{cases}
\]

Let \( T \) be the corresponding solution operator, i.e., let \( TF = w \), and let \( T_\Delta \) be the \( L_2 \) approximate solution operator, i.e., let \( T_\Delta F = w_\Delta(L_2) \). We regard \( T \) and \( T_h \) as operators on \( L_2(\bar{I}) \). From Lemma 6.2 we have

\[(6.10) \quad \|T - T_\Delta\|_{L_2, L_2} \leq C(\alpha, \beta)h.\]

Let \( u \) be the exact solution of (2.1) and \( u_\Delta(L_2) \) the \( L_2 \) approximation to \( u \). Then

\[(6.11) \quad u = T(f - bu)\]

and

\[(6.12) \quad u_\Delta(L_2) = T_\Delta(f - b u_\Delta(L_2)).\]

Using (6.11) and (6.12) we obtain

\[(6.13) \quad u - u_\Delta(L_2) = (T - T_\Delta)f - Tb(u - u_\Delta(L_2)) + (T_\Delta - T)b(u_\Delta(L_2) - u) + (T_\Delta - T)bu\]

which can be written as

\[(6.14) \quad [I + Tb + (T_\Delta - T)b]e_\Delta(L_2) = (T - T_\Delta)(f - bu)\]

where \( I \) is the identity operator on \( L_2(\bar{I}) \). Now \( TbI \) is compact on \( L_2 \) and it is easily seen that \( I + TbI \) is one-to-one. Thus \( (I + TbI)^{-1} \) exists and is bounded. From (6.10) we see that
and hence

\[ \|(T_\Delta - T)bI\|_{L^2, L^2} \leq C(\alpha, \beta)h \]

for \( h \) sufficiently small. Identity (6.14) together with the invertibility of \([I + TbI + (T_\Delta - T)bI]^{-1}\) implies the existence and uniqueness of \( u_\Delta(L^2) \). It follows immediately from (6.10), (6.14), and (6.15) that

\[
\|e_\Delta(L^2)\|_{0, \overline{I}} \leq C(\alpha, \beta)h\|f - bu\|_{0, \overline{I}} \\
\leq C(\alpha, \beta)h\|f\|_{0, \overline{I}}.
\]

This is (6.8). The proof of (6.9) is similar.

**Remark.**

1. The assumption that \( h \) is small is not necessary as will be shown in Section 8. See Remark 2 following Theorem 8.2.

2. In Lemma 6.2 the case \( \ell = 1 \) is essentially a stability result, this result is also valid in the general case (when \( b \neq 0 \)). See Remark 2 following Theorem 8.2.

**Theorem 6.2.** For \( \ell = 0 \) or 1 we have
Proof. Recall the notations from the proof of Theorem 6.1. Now let $\tilde{T}_\Delta$ be defined by $\tilde{T}_\Delta F = A_0 T \Delta F$. Just as we obtained (6.13) we now obtain

$$\|u - A_0 u_\Delta (L_2)\|_{1, \overline{I}} \leq C(\alpha, \beta) h \|f\|_{0, \overline{I}} \tag{6.18}$$

and

$$\|u - A_0 u_\Delta (L_2)\|_{\infty, \overline{I}} \leq C(\alpha, \beta) h \|f\|_{0, \overline{I}}. \tag{6.19}$$

From Lemma 6.1 we have

$$\|T - \tilde{T}_\Delta\|_{L_2, H^1} \leq C(\alpha, \beta) h \|f\|_{0, \overline{I}}. \tag{6.21}$$

Using (2.2) we see that

$$\|Tb (u - u_\Delta (L_2))\|_{1, \overline{I}} \leq C(\alpha, \beta) \|u - u_\Delta (L_2)\|_{0, \overline{I}}. \tag{6.22}$$

Finally, combining (6.20)–(6.22) and Theorem 6.1 we see that

$$\|u - A_0 u (L_2)\|_{1, \overline{I}} \leq C(\alpha, \beta) h \|f\|_{0, \overline{I}}. \tag{6.18}$$

This gives (6.18). The proof of (6.19) is similar.

Remarks.

1. Estimates (6.6) and (6.8) cannot be improved when general $a$ and $b$ are present. If $a$ and $b$ are smooth then, of course, better estimates can be derived, namely
where $i = 0$ or $1$ and $\mu = \min(k+2-i, r+1-i)$. Here $C$ depends on the smoothness of $a$ and $b$ as well as on $a$ and $\beta$. Similar results hold in connection with the norm $\| \cdot \|_{\ell, \omega, \Omega}$.

2. (6.16) and (6.17) cannot in general be improved. Theorem 6.2 shows, however, that the accuracy can be improved by post processing.

3. The rate of convergence in (6.23) is the best possible, as can be seen from the theory of $n$-widths (see [7]). If $a$ and $b$ are merely measurable it is also possible to show that (6.8) and (6.16) give the best possible rate of convergence. Thus we see that $u_\Lambda(L_2)$ yields the optimal rate of convergence in all cases. Similar results hold in connection with the norm $\| \cdot \|_{\ell, \omega, \Omega}$.

4. The $L_2$ method is well suited for implementation. In fact we will see in Section 8 that it can be obtained as a mixed method or can be easily implemented directly.

5. We could also discuss other choices for the $A_i$ and $B_i$ which would modify in various ways the accuracy of the approximate solution.
7. The Standard Finite Element Method (The $L_3$-method)

The standard finite element (or Ritz) method corresponds to the choice $L_3 = (E, E, E, E, E)$. In this section we discuss a negative result that shows the contrast with the $L_2$-method. We assume $r = 1$.

Consider the family of boundary value problems given by $a_n' = b = 0$, $f = 1$, where $\Delta_n = \{x_0', \ldots, x_n\} = \{0, \frac{1}{n}, \ldots, \frac{n-1}{n}, 1\}$ and

$$a_n(x) = \begin{cases} 2, & x_{j-1} < x < \frac{x_{j-1} + x_j}{2} \\ 1, & \frac{x_{j-1} + x_j}{2} < x < x_j, & j = 1, \ldots, n \end{cases}$$

and let $u_n$ denote the exact solution. It is easy to see that $u_n(\Delta_n)$ (the standard finite element approximation to $u_n$) is the piecewise linear interpolant to the exact solution of the problem

$$\begin{cases} -\frac{3}{2}v'' = 1 \\ v(0) = v(1) = 0 \end{cases}$$

From Lemma 6.2 we have

$$\|u_n - u_n(\Delta_n)\|_{0, I} \leq \frac{C}{n}$$

and it can be shown (see Theorem 9.3) that $u_n$ converges in $L_2$ to the exact solution of
\[-\frac{4}{3} w'' = 1\]
\[w(0) = w(1) = 0.\]

This shows that the \(L_2\) approximation, \(u_{\Delta_n}(L_2)\), is very accurate while the standard finite element approximation, \(u_{\Delta_n}(L_3)\), fails to "converge", i.e., \(u_n - u_{\Delta_n}(L_2) \not\to 0\).

Remarks.

1. We see that the standard method is very nonrobust. It does not converge for rough coefficients at all, and gives very poor results when \(a\) changes significantly between the node points. In contrast the \(L_2\) method performs well whether the coefficients are smooth or rough. Because the implementation of the \(L_2\) involves the same amount of work as does the standard method, the \(L_2\)-method should be preferred in all cases.

2. We have analyzed only linear boundary value problems. Many of the ideas introduced here are valid for nonlinear problems also. For strongly nonlinear problems the \(L_2\) method is very promising.
8. The Relation Between Generalized Finite Element Methods and Mixed Methods

In this section we discuss the relation between Generalized Finite Element Methods and mixed methods. Mixed methods for the approximate solution of (2.1) can be derived from the displacement formulation (2.1) by introducing an auxiliary variable, writing the second order scalar equation as a first order system, casting the systems into variational form, and then discretizing the resulting variational equations. This can be done in various ways. We consider two mixed methods for (2.1).

Letting \( s = pu' \) we write (2.1) as a first order system in two ways, namely as

\[
\begin{align*}
au' - s &= 0, \quad 0 < x < 1 \\
-s' + bu &= f, \quad 0 < x < 1 \\
u(0) &= u(1) = 0
\end{align*}
\]

and

\[
\begin{align*}
u' - \frac{s}{a} &= 0, \quad 0 < x < 1 \\
-s' + bu &= f, \quad 0 < x < 1 \\
u(0) &= u(1) = 0,
\end{align*}
\]

and then consider the associated variational formulations
The mixed methods we consider are now obtained by discretizing (8.1) and (8.2):

\( u \in H^1(I), \sigma \in H^0(I) \)

\[
\begin{align*}
\int_0^1 au' \sigma dx - \int_0^1 s \sigma dx &= 0, \quad \text{for all } \sigma \in H^0(I) \\
\int_0^1 s v' dx + \int_0^1 bu \sigma dx &= \int_0^1 f v dx, \quad \text{for all } v \in H^1(I)
\end{align*}
\]

and

\( u \in H^1(I), \sigma \in H^0(I) \)

\[
\begin{align*}
\int_0^1 u' \sigma dx - \int_0^1 s \sigma \frac{dx}{a} &= 0, \quad \text{for all } \sigma \in H^0(I) \\
\int_0^1 s v' dx + \int_0^1 bu \sigma dx &= \int_0^1 f v dx, \quad \text{for all } v \in H^1(I)
\end{align*}
\]

The mixed methods we consider are now obtained by discretizing (8.1) and (8.2):

\( u_\Delta \in S^r_{\Delta}, 0, s_\Delta \in \hat{S}_{\Delta}^{r-1} \)

\[
\begin{align*}
\int_0^1 u_\Delta' s_\Delta dx - \int_0^1 s_\Delta \sigma_\Delta dx &= 0, \quad \text{for all } \sigma_\Delta \in \hat{S}_{\Delta}^{r-1} \\
\int_0^1 s_\Delta v_\Delta' dx + \int_0^1 b u_\Delta \sigma_\Delta dx &= \int_0^1 f v dx, \quad \text{for all } v_\Delta \in S^r_{\Delta, 0'}
\end{align*}
\]

\( u_\Delta \in S^r_{\Delta}, 0, s_\Delta \in \hat{S}_{\Delta}^{r-1} \)

\[
\begin{align*}
\int_0^1 u_\Delta' s_\Delta dx - \int_0^1 s_\Delta \sigma_\Delta dx &= 0, \quad \text{for all } \sigma_\Delta \in \hat{S}_{\Delta}^{r-1} \\
\int_0^1 s_\Delta v_\Delta' dx + \int_0^1 b u_\Delta \sigma_\Delta dx &= \int_0^1 f v dx, \quad \text{for all } v_\Delta \in S^r_{\Delta, 0'}
\end{align*}
\]
where \( \mathcal{S}^{r-1}_\Delta = \{ \psi \in H^0(I): \psi /_{I_j} = p^{r-1}(I_j), j = 1, \ldots, n \}\). 

As indicated above, the mixed formulations (8.1) and (8.2) are obtained from the displacement formulation (2.1) via the introduction of an auxiliary variable. Clearly this process can be reversed, i.e., (2.1) can be obtained from (8.1) or (8.2) by eliminating the variable \( s \). It is also possible to eliminate this variable at the discrete level, i.e., to eliminate \( s_\Delta \) from (8.3) or (8.4), obtaining a Generalized Finite Element Method. This is made precise in the next two theorems.

Theorem 8.1. The elimination of \( s_\Delta \) from (8.3) leads to the \( L_3 \) finite element method for \( u_\Delta \), i.e., \( u_\Delta \) is the standard finite element approximation to \( u \).

Proof. Suppose \( u_\Delta, s_\Delta \) satisfies (8.3). Letting \( \sigma = v' \) in the first equation in (8.3) we find \( \int_0^1 au'_\Delta v' dx = \int_0^1 s_\Delta v' dx \). Using this in the second equation we see that

\[
\begin{align*}
\left\{ \begin{array}{l}
u_\Delta \in S^{r}_\Delta, 0 \\
\int_0^1 au'_\Delta v' dx + \int_0^1 bu'_\Delta v dx = \int_0^1 f v dx, \quad \text{for all } v \in S^{r}_\Delta, 0 ,
\end{array} \right.
\end{align*}
\]

i.e., \( u_\Delta \) is the \( L_3 \) finite element approximation to \( u \). 

Theorem 8.2. The elimination of \( s_\Delta \) from (8.4) leads to the \( L_2 \) finite element method for \( u_\Delta \).

Proof. Suppose \( u_\Delta, s_\Delta \) satisfies (8.4). From the first equation in (8.4) we see that
where $P$ is the $L_2$-projection onto $p^{r-1}(I_j)$. The mapping

$$s_{\Delta}|I_j \rightarrow R_j(s_{\Delta}|I_j) = P\left(\frac{s_{\Delta}}{a}|I_j\right)$$

from $p^{r-1}(I_j)$ to $p^r(I_j)$ is one-to-one; let $Q_j = R_j^{-1}$. Then

$$s_{\Delta}|I_j = Q_j u_{\Delta}|I_j.$$

Using this in the second equation in (8.4) we see that $u_{\Delta}$ satisfies

$$\begin{cases}
u_{\Delta} \in S_{\Delta,r},0 \\
\sum_{j=1}^{n} \int_{I_j} Q_j u_{\Delta}' v' dx + \int_{0}^{1} b u_{\Delta} v dx = \int_{0}^{1} f v dx, \text{ for all } v \in S_{\Delta,r,0}.
\end{cases}$$

It remains to show that $Q_j u_{\Delta}'|I_j = a(A_0 u_{\Delta})'|I_j$. From (4.2) we see that $P(A_0 \phi)'|I_j = \phi'|I_j$ for $\phi \in S_{\Delta,r,0}$ and from the definition of $S_{\Delta,r}$ we have $(A_0 u)'|I_j \in p^{r-1}(I_j)$. Thus

$$R_j[a(A_0 u_{\Delta})'|I_j] = P(A_0 u_{\Delta})'|I_j = u_{\Delta}'|I_j.$$

This completes the proof.
Remarks.

1. If \( r = 1 \) both the \( L_2 \) and \( L_3 \) methods can be viewed as arising from the application of the standard finite element method to a problem with appropriately perturbed coefficients. Consider the problem.

\[
\begin{cases}
-(a_* u')' + bu = f, \quad 0 \in I_f \\
u(0) = u(1) = 0
\end{cases}
\]

where \( a_{\Delta} \) is constant on each \( I_j \), and consider its approximation by the standard finite element method. If \( a_{\Delta} = \bar{a}_{\Delta} \), where

\[
\bar{a}_{\Delta}|_{I_j} = \frac{\int_{I_j} a dx}{h_j}, \quad \text{i.e., if } a_{\Delta} \text{ is the piecewise average of } a,
\]

we obtain the standard finite element method for the solution of (2.1). Also, it is clear (when \( r = 1 \)) that

\[
Q_j u_{\Delta}'|_{I_j} = \frac{u_{\Delta}'|_{I_j}}{\frac{\int_{I_j} a}{h_j}}
\]

where \( Q_j \) is the operator introduced in the proof of Theorem 8.2.

Hence if \( a_{\Delta} = \bar{a}_{\Delta} \), where \( \bar{a}_{\Delta}|_{I_j} = \left( \frac{\int_{I_j} a}{h_j} \right)^{-1} \), i.e., if \( a_{\Delta} \) is the piecewise harmonic average of \( a \), we get the \( L_2 \) method. It is obvious that \( \bar{a}_{\Delta} \) and \( \bar{a}_{\Delta} \) can differ significantly if \( a \) changes significantly on the subintervals \( I_j \), while for smooth \( a \), \( \bar{a}_{\Delta} \) and \( \bar{a}_{\Delta} \) differ by \( O(h^2) \).

The observation that the \( L_2 \) method is the same as the
standard method applied to the problem with $a$ replaced by $\overline{a}_\Delta$, where $\overline{a}_\Delta$ is the piecewise harmonic average of $a$, shows that the $L_2$ method can be easily implemented, its implementation being of the same difficulty as for the standard method.

2) Using the operator $R_j$ introduced in the proof of Theorem 8.2 we can prove the existence and uniqueness of $u_\Delta(L_2)$ for all $h$. See Remark 1 following Theorem 6.1. $R_j$ is positive definite on $p^{r-1}(I_j)$ with respect to the $L_2$-inner product and its eigenvalues are bounded away from $\infty$ and 0 uniformly in $j$. Thus

$$\int_{I_j} (Q_j z) z \, dx \geq \lambda \int_{I_j} z^2 \, dx, \text{ for } z \in p^{r-1}(I_j)$$

with $\lambda > 0$ independent of $j$. Now suppose

$$\int_0^1 a [A_0 u_\Delta(L_2)]' v' + \int b u_\Delta(L_2) v \, dx = 0, \text{ for all } v \in S^r_{\Delta,0}.$$

Then

$$0 = \sum_{j} \int_{I_j} [Q_j u_\Delta(L_2)] u_\Delta(L_2) \, dx + \int_0^1 b[u_\Delta(L_2)]^2 \geq \lambda \sum_{j} \int_{I_j} [u_\Delta(L_2)]^2 \, dx$$

which implies $u_\Delta(L_2) = 0$.

3) Nemat-Nasser, in [8] and a subsequent series of papers, suggested the use of the variational principle (8.2) in conjunction with trigonometric polynomial approximating functions for the approximate calculation of eigenvalues of problems with
rough coefficients. The authors derived error estimates for this method and corresponding finite element methods (cf. (8.4)) in [9].
9. **Additional Properties of the \( L_2 \)-method**

So far in this paper we have assumed the coefficients \( a(x) \) and \( b(x) \) are in \( L_\infty(\bar{I}) \). In this section we derive additional properties of the \( L_2 \)-method in the case in which \( a(x) \) has bounded variation and \( r = 1 \). We begin by proving a perturbation of coefficient result.

Let \( u_a \) denote the solution of (2.1), i.e., let \( u_a \) be the solution of

\[
\begin{cases}
-(u_a')' + bu_a = f, x \in \bar{I} \\
u_a(0) = u_a(1) = 0
\end{cases}
\]

(9.1)

and let \( u_{a_\Delta} \) be the solution of the corresponding problem with \( a \) replaced by \( a_{\Delta} \), where \( a_{\Delta} \) is the piecewise harmonic average of \( a \) subordinate to the mesh \( \Delta = \{0 = x_1 < x_2 < ... < x_n = 1\} \), i.e., the step function defined by

\[
a_{\Delta}|_{I_j} = \left( \int_{I_j} \frac{dx}{a} \right)^{-1}.
\]

We now present an estimate for \( u_a - u_{a_{\Delta}} \) under the hypothesis that \( a(x) \) has bounded variation.

For a function \( c(x) \) with bounded variations denote by \( c_{\Delta} \) the piecewise average of \( c \). We will assume functions with bounded variation to be right continuous at each \( x < 1 \) and left continuous at \( 1 \). It is easily seen that \( V(c_{\Delta}) \leq V(c) \), where \( V = V_{\bar{I}} \) denotes the variation on \( \bar{I} \).

**Lemma 9.1.** There is a constant \( C \) such that
\[ (9.2) \left| \int_0^{x_j} (c - c^\Delta) \phi \, dx \right| \leq C V^\prime(c) \| \phi \|_{1,p,\bar{I}} h^{2-\frac{1}{p}} \]

for \( \phi \in W_p^1(\bar{I}), \ 1 \leq p \leq \infty, \ j = 1, \ldots, n. \)

**Proof.** Let \( \phi \in W_p^1(\bar{I}), \) let \( \phi^\Delta \) be the piecewise average of \( \phi, \) and set \( \phi(x) = \int_0^x (\phi - \phi^\Delta) \, dt. \) Then

\[ (9.3) \left| \int_0^{x_j} (c - c^\Delta) \phi \, dx \right| = \left| \int_0^{x_j} (c - c^\Delta) (\phi - \phi^\Delta) \, dx \right| \]

\[ = \left| \int_0^{x_j} (c - c^\Delta) \phi' \, dx \right| \]

\[ = \left| \int_0^{x_j} (c - c^\Delta) d \phi \right| \]

\[ = \left| \int_0^{x_j} \phi d(c - c^\Delta) \right| \]

\[ \leq C \| \phi \|_{0, \infty, \bar{I}} V(c - c^\Delta) \]

\[ \leq C \| \phi \|_{0, \infty, \bar{I}} V(c). \]

Now we bound \( \| \phi \|_{0, \infty, \bar{I}}. \) Suppose \( x_{\ell-1} \leq x < x_\ell. \) Then

\[ |\phi(x)| = \left| \int_0^{x_{\ell-1}} (\phi - \phi^\Delta) \, dt + \int_{x_{\ell-1}}^x (\phi - \phi^\Delta) \, dt \right| \]
and thus by the Poincaré inequality we have

\begin{align*}
|\phi(x)| \leq h_x \|\phi'|_{0,p,I_x} h_x \frac{p-1}{p}.
\end{align*}

(9.2) follows from (9.3) and (9.4).

For \( b = 0 \) we obtain two estimates for \( u_a - u_{a\Delta} \). The first is an estimate for \( \|u_a - u_{a\Delta}\|_{0,p,I} \) and the second is an estimate for \( u_a(x_j) - u_{a\Delta}(x_j), \ j = 1, \ldots, n-1. \)

**Theorem 9.2.** Suppose \( b = 0 \). There is a constant \( C(\alpha, \beta) \) depending only on \( \alpha \) and \( \beta \) satisfying

\begin{align*}
\left| \int_I (u_a - u_{a\Delta}) z dx \right| &\leq C(\alpha, \beta) V_I (a) \|z\|_{0,q,I} \|f\|_{0,q,I} h^{1+\frac{1}{p}}.
\end{align*}

for \( z \in L^p(I), \ 1 \leq p < \infty, \) where \( \frac{1}{p} + \frac{1}{q} = 1. \)

**Proof.** The solution \( u_a \) of (9.1) is given by

\begin{align*}
(9.6) \quad u_a(x) = -D_a f(x) + \frac{D_a f(1) E_a(x)}{E_a(1)}
\end{align*}
where

\[ D_{a',f}(x) = \int_0^x f(s) ds \int_0^t a(t) dt \]

and

\[ E(x) = \int_0^x dt \int_0^t a(t) , \]

and the solution \( u_{a_{\Delta}} \) is given by

\[ u_{a_{\Delta}}(x) = -D_{a_{\Delta},f}(x) + \frac{D_{a_{\Delta},f}}{E_{a_{\Delta}}(1)} E_{a_{\Delta}}(x) . \]

We first estimate \( \int_0^1 (D_{a,f} - D_{a_{\Delta},f}) z dx \).

Set \( Q(x) = \int_0^x z(t) dt \). Then

\[ \int_0^1 (D_{a,f} - D_{a_{\Delta},f}) z dx = \int_0^1 \left( \int_0^x \left( \frac{1}{a(t)} - \frac{1}{a_{\Delta}(t)} \right) f(s) ds \right) z(x) dx \]

\[ = \int_0^1 \left( \frac{1}{a(x)} - \frac{1}{a_{\Delta}(x)} \right) f(s) ds Q(x) dx . \]

Noting that \( \frac{1}{a_{\Delta}} = \left( \frac{1}{a} \right)^{1/\Delta} \) we can apply Lemma 9.1 with \( c = \frac{1}{a_{\Delta}} \), \( f(x) = \int_0^x f ds Q(x) \), and \( x_j = 1 \) to get

\[ (9.8) \int_0^1 (D_{a,f} - D_{a_{\Delta},f}) z dx \leq C V(\frac{1}{a}) \| \phi \|_{1,q,\bar{I}} h^{1+\frac{1}{p}} \| z \|_{0,q,\bar{I}} \]

\[ \leq C(a) V(a) \| f \|_{0,q,\bar{I}} \| z \|_{0,q,\bar{I}} h^{1+\frac{1}{p}} . \]
Next we estimate $\int_0^1 (E_{a^1} - E_{a_\Delta}) z dx$. We see that

$$\int_0^1 (E_{a^1} - E_{a_\Delta}) z dx = \int_0^1 \int_0^x \left( \frac{1}{a} - \frac{1}{a_\Delta} \right) dt z(x) dx$$

$$= -\int_0^1 \left( \frac{1}{a(x)} - \frac{1}{a_\Delta(x)} \right) Q(x) dx.$$

Now we apply Lemma 9.1 with $c = \frac{1}{a}$ and $\phi(x) = Q(x)$ and obtain

$$\int_0^1 (E_{a^1} - E_{a_\Delta}) z dx \leq C(\alpha) V_T(a) \|z\|_{0,q,T} h^{1+\frac{1}{p}}.$$

Applying Lemma 9.1 with $c = \frac{1}{a}$ and $\phi(x) = \int_0^x f(s) ds$ we see that

$$\int_0^1 (E_{a^1} - E_{a_\Delta}) z dx \leq C(\alpha) V_T(a) \|f\|_{0,q,T} h^{1+\frac{1}{p}}.$$

From (9.6) and (9.7) and the fact that $E_{a^1} (1) = E_{a_\Delta} (1)$ we see that

$$u_a(x) - u_{a_\Delta}(x)$$

$$= D_{a^1, f} (x) - D_{a_\Delta, f} (x) + E_{a^1} (1)^{-1} [D_{a^1, f} (1) E_a (x) - D_{a_\Delta, f} (1) E_{a_\Delta} (x)]$$

$$= [D_{a_\Delta, f} (x) - D_{a^1, f} (x)] + E_{a^1} (1)^{-1} [D_{a_\Delta, f} (1) - D_{a_\Delta, f} (1)] E_a (x)$$

$$+ D_{a_\Delta, f} (1) [E_a (x) - E_{a_\Delta} (x)].$$
(9.5) follows immediately from (9.11) and (9.8)-(9.10).

**Theorem 9.2.** Suppose $q > 0$. Then there is a constant $C(a)$ such that

$$\|u_a(x) - u_a(\Delta x)\| \leq C(a) \|f\|_{0, q, I} h^{1+\frac{1}{p}}.$$

**Proof.** From (9.11) we see that

$$u_a(x) - u_a(\Delta x) = D_{a, f}(x) - D_{a, f}(\Delta x) + E_a(1)^{-1}[D_{a, f}(1) - D_{a, f}(\Delta x)]E_a(x).$$

Applying Lemma 9.1 with $c = \frac{1}{a}$ and $\gamma(x) = f(s)ds$ we obtain (9.12).

We now consider the general case in which $b \neq 0$.

**Theorem 9.3.** There is a constant $C(a, \beta)$ such that

$$\|u_a - u_a(\Delta)\|_{0, p, I} \leq C(a, \beta) \|f\|_{0, q, I} h^{1+\frac{1}{p}}.$$

for $1 \leq p \leq \infty$.

**Proof.** If $b = 0$ we can apply (9.5) to get

$$\|u_a - u_a(\Delta)\|_{0, p, I} = \sup_{z \in L^p(\bar{I})} \frac{\|f\|_{0, q, I} h^{1+\frac{1}{p}}}{\|z\|_{0, p-1, \bar{I}}^{p-1}}.$$

and

$$\leq C(a) \|f\|_{0, p-1, I}^{1+\frac{1}{p}}.$$
If we let
\[ L_0 u = -(au')', \]
\[ L_{\Delta, 0} u = -(a_{\Delta} u')', \]
and
\[ Bu = b(x) u \]
this result can be written as

\[ 1 + 1 \]
(9.14) \[ \| L_0^{-1} - L_{\Delta, 0}^{-1} \|_{L_q(\Omega), L_p(\Phi)} \leq C(a) v(a) h^{\frac{1+1}{P}}, \]

where \( \frac{1}{p} + \frac{1}{q} = 1 \), and the desired result amounts to proving

\[ \| (L_0^+B)^{-1} - (L_{\Delta}^+B)^{-1} \|_{L_q(\Omega), L_p(\Phi)} \leq C(a) v(a) h^{\frac{1+1}{P}}. \]

We observe that

(9.15) \[ (L_{\Delta}^+B)^{-1} - (L^+B)^{-1} \]
\[ = (L_{\Delta}^+B)^{-1} (L^+B)(L^+B)^{-1} - (L^+B)^{-1} \]
\[ = (L_{\Delta}^+B)^{-1} L_{\Delta} L_{\Delta}^{-1} [I-B(L^+B)^{-1}] - [-(L_{\Delta}^+B)^{-1}B + I] L_{\Delta} L_{\Delta}^{-1} L(L^+B)^{-1} \]
\[ = I-(L_{\Delta}^+B)^{-1}B \] \[ L_{\Delta} L_{\Delta}^{-1} [I-B(L^+B)^{-1}] - [-(L_{\Delta}^+B)^{-1}B + I] L_{\Delta} L_{\Delta}^{-1} [I-B(L^+B)^{-1}] \]
\[ = I-(L_{\Delta}^+B)^{-1}B \] \[ (L_{\Delta}^+L_{\Delta}^{-1} - I) [I-B(L^+B)^{-1}] \].
It is easily seen that
\[(9.16) \quad \|I - (L_\Delta + B)^{-1}B\|_{L^p(\bar{I}), L^p(\bar{I})} \leq C(\alpha, \beta)\]
and
\[(9.17) \quad \|I - B(L + B)^{-1}\|_{L^q(\bar{I}), L^q(\bar{I})} \leq C(\alpha, \beta).\]

It now follows immediately from (9.14)-(9.17) that
\[
\|u_a - u_{\Delta}\|_{0,p, \bar{I}} = \| (L_\Delta + B)^{-1}f - (L + B)^{-1}f\|_{0,p, \bar{I}} \\
\leq \|I - (L_\Delta + B)^{-1}B\|_{L^p, L^p} \cdot \|L_\Delta^{-1} - L^{-1}\|_{L^q(\bar{I}), L^q(\bar{I})} \cdot \|I - B(L + B)^{-1}\|_{L^q, L^q} \\
\cdot \|f\|_{0,q, \bar{I}}^{1+\frac{1}{p}} \leq C(\alpha, \beta) \mathcal{V}_{\bar{I}}(a) \|f\|_{0,q, \bar{I}}^{1+\frac{1}{p}} h^{1/\alpha}.\]

This completes the proof.

We now return to a consideration of the $L_2$-method under the assumption $r = 1$.

**Theorem 9.4.** There is a constant $C(\alpha, \beta)$ such that

\[(9.18) \quad \|u - u_\Delta\|_{0,p, \bar{I}} \leq C(\alpha, \beta) \mathcal{V}_{\bar{I}}(p) \|f\|_{0,q, \bar{I}}^{1+\frac{1}{p}} h^{1/\alpha}.\]

**Proof.** Using Theorem 9.3 we have
We next observe that \( u_\Delta \) can be viewed as the standard finite element approximation to \( u \) (cf. Remark 1 following Theorem 8.2). If \( b = 0 \), \( u_\Delta \) is the piecewise linear interpolant of \( u_a \) and by standard approximation results we have

\[
\| u - u_\Delta \|_{0,p,\bar{T}} \leq \| u_a - u_\Delta \|_{0,p,\bar{T}} + \| u_a - u_\|_{0,p,\bar{T}}
\]

\[
\leq C(\alpha, \beta) V(\alpha) h^{1+\frac{1}{p}} \| f \|_{0,q,\bar{T}} + \| u_a - u_\|_{0,p,\bar{T}}.
\]

If \( b \neq 0 \), (9.20) can be proved by a slight modification of the usual duality argument. (9.18) follows directly from (9.19) and (9.20).

Remark. The estimate given in (9.18) is optimal.

Theorem 9.5. Suppose \( b = 0 \). Then there is a constant \( C \) such that

\[
\| u_a - u_\Delta \|_{0,p,\bar{T}} \leq C(\alpha, \beta) V(\alpha) h^{1+\frac{1}{p}} \| f \|_{0,q,\bar{T}}.
\]

for \( 1 \leq p \leq \infty \).

Proof. This result follows immediately from Theorem 9.2 and the fact that \( u_\Delta(x_j) = u_a(x_j) \).
Remarks.

1) Theorem 9.4 gives the rate of convergence of the \( l_2 \)-method without post processing. It is possible to prove that the same result holds for the \( l_1 \)-method.

2) One can prove that under the hypotheses of Theorem 9.4 we have the rate of convergence \( h^{1/p} \) in the norm \( \| \cdot \|_{1,p,\overline{r}} \).
10. Some Illustrious Computations

In this section we illustrate the improvement offered by the $L_2$-method over the $L_3$-method (the standard finite element method) by considering two examples.

Example 1. Consider problem (2.1) with

$$a(x) = \begin{cases} a_\ell, & 0 < x < 1/2 \\ a_r, & 1/2 < x < 1 \end{cases}$$

and

$$b(x) = 0$$

where $a_\ell$ and $a_r$ are positive constants and consider the approximation of the solution $u$ by the $L_2$-approximation $u^\Delta_n(L_2)$ and the $L_3$-approximation $u^\Delta_n(L_3)$ corresponding to the uniform mesh $\Delta_n$ with an odd number of subintervals $(x_j = jh, j = 0,1,...,n, h = n^{-1}, n \text{ odd})$. One can obtain exact expressions for the errors at the nodes. For the node just to the left of $\frac{1}{2}(x(n-1)/2)$ we find

$$e^\Delta_n(L_3)(\frac{1}{2} - \frac{h}{2}) = u(\frac{1}{2} - \frac{h}{2}) - u^\Delta_n(L_3)(\frac{1}{2} - \frac{h}{2})$$

$$= \frac{h(a_r-a_\ell)^3}{8a_\ell(a_\ell+a_r)^3} + \frac{h^2(a_\ell-a_r)}{8a_\ell(a_\ell+a_r)} \left\{ 8a_\ell a_r (a_\ell^2+a_r^2) + (a_\ell^2-a_r^2) \right\}$$

and

$$e^\Delta_n(L_2)(\frac{1}{2} - \frac{h}{2}) = u(\frac{1}{2} - \frac{h}{2}) - u^\Delta_n(L_2)(\frac{1}{2} - \frac{h}{2})$$

$$= \frac{h^2(a_\ell-a_r)}{8a_\ell(a_\ell+a_r)} + \frac{h^3(a_r-a_\ell)}{8a_\ell(a_\ell+a_r)}.$$
From these expressions we see that if \( a_r - a_l \) is large relative to \( h \), then \( e_\Delta(L_2) \ll e(L_3) \), while if \( a_r - a_l \) is approximately equal to \( h \), then \( e_\Delta(L_2) \approx e(L_3) \approx \frac{-h}{16a_r^2} \). Tables 1 and 2 give numerical values of the errors at the nodal points for the case \( a_l = 1, \ a_r = 100 \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( e_{\Delta \frac{n}{2}}(L_3) )</th>
<th>( e_{\Delta \frac{n}{2}}(L_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.2</td>
<td>9.23-3</td>
<td>-1.96-3</td>
</tr>
<tr>
<td>.4</td>
<td>1.85-2</td>
<td>-3.92-3</td>
</tr>
<tr>
<td>.6</td>
<td>-1.85-4</td>
<td>3.92-5</td>
</tr>
<tr>
<td>.8</td>
<td>-9.23-5</td>
<td>1.96-5</td>
</tr>
</tbody>
</table>

Table 1. \( e_{\Delta \frac{n}{2}}(L_3) \) and \( e_{\Delta \frac{n}{2}}(L_2) \) for \( a_l = 1, \ a_r = 100, \ n = 5 \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( e_{\Delta \frac{n}{2}}(L_3) )</th>
<th>( e_{\Delta \frac{n}{2}}(L_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/21</td>
<td>5.32-4</td>
<td>-2.65-5</td>
</tr>
<tr>
<td>2/21</td>
<td>1.06-3</td>
<td>-5.29-5</td>
</tr>
<tr>
<td>3/21</td>
<td>1.60-3</td>
<td>-7.94-5</td>
</tr>
<tr>
<td>4/21</td>
<td>2.13-3</td>
<td>-1.06-4</td>
</tr>
<tr>
<td>5/21</td>
<td>2.66-3</td>
<td>-1.32-4</td>
</tr>
<tr>
<td>6/21</td>
<td>3.19-3</td>
<td>-1.59-4</td>
</tr>
<tr>
<td>7/21</td>
<td>3.72-3</td>
<td>-1.85-4</td>
</tr>
<tr>
<td>8/21</td>
<td>4.25-3</td>
<td>-2.12-4</td>
</tr>
<tr>
<td>9/21</td>
<td>4.79-3</td>
<td>-2.38-4</td>
</tr>
<tr>
<td>10/21</td>
<td>5.32-3</td>
<td>-2.65-4</td>
</tr>
<tr>
<td>11/21</td>
<td>-5.31-5</td>
<td>2.71-6</td>
</tr>
<tr>
<td>12/21</td>
<td>-4.78-5</td>
<td>2.44-6</td>
</tr>
<tr>
<td>13/21</td>
<td>-4.25-5</td>
<td>2.18-6</td>
</tr>
<tr>
<td>14/21</td>
<td>-3.71-5</td>
<td>1.92-6</td>
</tr>
<tr>
<td>15/21</td>
<td>-3.18-5</td>
<td>1.65-6</td>
</tr>
<tr>
<td>16/21</td>
<td>-2.65-5</td>
<td>1.38-6</td>
</tr>
<tr>
<td>17/21</td>
<td>-2.12-5</td>
<td>1.11-6</td>
</tr>
<tr>
<td>18/21</td>
<td>-1.59-5</td>
<td>8.35-7</td>
</tr>
<tr>
<td>19/21</td>
<td>-1.06-5</td>
<td>5.58-7</td>
</tr>
<tr>
<td>20/21</td>
<td>-5.30-6</td>
<td>2.84-7</td>
</tr>
</tbody>
</table>

Table 2. \( e_{\Delta \frac{n}{2}}(L_3) \) and \( e_{\Delta \frac{n}{2}}(L_2) \) for \( a_l = 1, \ a_r = 100, \ n = 21 \).
Example 2. Here we consider an example with a smooth but rapidly varying coefficient. Let

\[ a(x) = 6 + \frac{500(x - \frac{1}{2})}{1 + 100|\frac{x - \frac{1}{2}|^3 | b(x) = 0, \]

and consider the same mesh as in Example 1. To give some idea of the variation of \( a(x) \) we present a table of its values (Table 3).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( a(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.10</td>
</tr>
<tr>
<td>0.1</td>
<td>1.12</td>
</tr>
<tr>
<td>0.2</td>
<td>1.16</td>
</tr>
<tr>
<td>0.3</td>
<td>1.24</td>
</tr>
<tr>
<td>0.4</td>
<td>1.45</td>
</tr>
<tr>
<td>0.5</td>
<td>6.00</td>
</tr>
<tr>
<td>0.6</td>
<td>10.55</td>
</tr>
<tr>
<td>0.7</td>
<td>10.76</td>
</tr>
<tr>
<td>0.8</td>
<td>10.84</td>
</tr>
<tr>
<td>0.9</td>
<td>10.88</td>
</tr>
<tr>
<td>1.0</td>
<td>10.90</td>
</tr>
</tbody>
</table>

Table 3. Values of \( a(x) \).

Table 4 gives the errors at the node just to the left of \( 1/2 \) for the standard method \((L_3)\) and the \( L_2 \)-method for this example.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( e_{\Delta n} (L_3) )</th>
<th>( e_{\Delta n} (L_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>1.48-3</td>
<td>-4.31-4</td>
</tr>
<tr>
<td>15</td>
<td>6.31-4</td>
<td>-1.15-4</td>
</tr>
<tr>
<td>21</td>
<td>3.34-4</td>
<td>-4.60-5</td>
</tr>
<tr>
<td>27</td>
<td>2.00-4</td>
<td>-2.28-5</td>
</tr>
<tr>
<td>33</td>
<td>1.30-4</td>
<td>-1.28-5</td>
</tr>
<tr>
<td>39</td>
<td>9.03-5</td>
<td>-7.75-6</td>
</tr>
<tr>
<td>45</td>
<td>6.53-5</td>
<td>-5.12-6</td>
</tr>
</tbody>
</table>

Table 4. \( e_{\Delta n} (L_3) \) and \( e_{\Delta n} (L_2) \) at the node just to the left of \( 1/2 \).
11. Conclusions

In this section we summarize in tabular form some of the results we have obtained on the convergence rates for the various methods and then make several remarks on conclusions that can be drawn. The convergence rates in the table are for smooth $f$.

<table>
<thead>
<tr>
<th></th>
<th>$l_3$-method</th>
<th>$l_1$-method</th>
<th>$l_2$-method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(standard FE method)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$|e|_H^0$</td>
<td>$h^{r+1}$</td>
<td>$h^r$</td>
<td>$h^{r+1}$</td>
</tr>
<tr>
<td>$|e|_H^1$</td>
<td>$h^r$</td>
<td>$h^{r+1}$</td>
<td>$h^r$</td>
</tr>
<tr>
<td>$|e|_H^0$</td>
<td>$h^r$</td>
<td>$h^{r+1}$</td>
<td>$h^r$</td>
</tr>
</tbody>
</table>

Remarks.
1) The standard FEM is very nonrobust.

2) The rates for the $l_1$-method show that by investing a considerably larger effort in the construction of the micro-stiffness matrices, one can significantly increase the accuracy— as compared with the standard method. This suggests that the goal of minimizing the entire computational effort with respect to desired accuracy could well be served by increasing the percentage of total effort that is spent at the micro level. This
could be especially important in convention with adaptive procedures.

3) The computational effort involved in implementing the \( L_2 \)-method is exactly the same as with the standard method. Thus the \( L_2 \)-method should clearly be preferred over the standard method in all cases.

4) The Generalized Finite Element Method offers a much larger freedom in the choice of computational procedures than does the standard finite element method, and as a consequence offers the possibility of significant improvement in accuracy, especially when used in conjunction with adaptive procedures.
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