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NUMERICAL SIMULATIONS OF MAGNETO-HYDRODYNAMIC CHEMICALLY
REACTIVE FLOWS IN THREE-DIMENSIONS ON A VECTOR COMPUTER

I. Introduction

Large numerical simulations of three dimensional flows have been

performed at the Naval Research Laboratory. The limitations of the present

day computers with a word storage of about 106 words and a speed of about 10
7

operations/sec impose severe restrictions on the kind of problems one can do

in a reasonable time on a computer.

The storage restriction can be somewhat alleviated by using discs as an

intermediate storage. But still relative coarse resolution of 15-30

meshpoints per dimension is a serious drawback. It can be partially overcome

by using an appropriate coordinate system and a closely connected difference

scheme.

The requirements on a good numerical scheme in multidimension can be

stated as follows:

1) at least second order in space and preferably also in time

2) as non- diffusive as possible

3) the convection terms have to be monotonic. This implies the use of a

(nonlinear) hybridization with a first order scheme

4) adjusted coordinate system, stretched mesh

5) all points should be closely connected. This excludes in 3-T) the use

of a leapfrog scheme.

6) the scheme should be non-time split

7) the scheme should be conservative to the extent possible.

Many problems require a transport of many chemical species which react

chemically with each other at one meshpoint. The resulting ordinary

differential equations are generally stiff. The scheme used here is a second

order predictor, corrector method.

Manuseript submitted February 8, 1982.
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In chapter II the hydrodynamic scheme will be briefly explained with a I-

D example. Chapter III shows the implementation of the scheme in a 3-D

code. Specially the problem of keeping the magnetic fields divergence free

and the problem of high characteristic speeds are discussed. Chapter IV

presents the numerical scheme for the ordinary differential equations and

shows the data flow. Chapter V gives an overall flowchart for a multifluid

code and for interweaving computations, writing and reading discs. Chapter VI

shows the results of 3-D computations for the plasma flow around the earth.

The example demonstrates clearly that even with a coarse resolution it is

possible to get detailed results.
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II. One dimensional example

The numerical scheme (PHOENIX) presented here is the simplest possible

second order scheme. The hydrodynamic variables, density and pressure are

defined at meshpoints and time t, the velocities as defined at midpoints and

time t - 2- , the magnetic fields are given at the same points in space as

the velocities, but at time t. PHOENIX is an explicit code, therefore the

time step limitation is given by the Courant condition.

The scheme will be explained on the one dimensional continuity equation for

the number density in cartesian coordinates

" a (nv)

,et us define the following operators

m + (f ( + -
+2

%7 (f-f -f

V (f) = fj - fj - I

pdm-(v, f) - (m -in sign (v) V-)f

ai nd
+

where n is the diffusion coefficient. Tne numerical scheme for solving the

continuity equation can be written as

n = n --dt V+ (v pdm-(v,n))

where "^" denotes the value at t + dt.

The Pt operator, the so called partial donor cell operator, will now be

ixplatned. The diffusion coefficient n has to be chosen such that n remains

monotonic. This means that the convected nj has to be bounded by n.1+l, and

n _ One can easily see that n - 0 gives no diffusion and n - 1/2 the donor

cell method. The partial donor cell method [1] determines n nonlinearly. One

should remark here that this method gives no clipping for v - 0 , in contrasts

to flux corrected transport 12,31 FCT. The method can be easily used to

hybridize higher order schemes (41. In the PROENIX scheme the formula

for n Vf is

3
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Vf '. sign (Vf) max [0,tvfl

- RA/4(sign (Vf+)+ sign (Vf))(l + sign(v)) [Vf+

-0/4 (sign (Vf-) + sign (Vf) (I - sign (v)) 17f-i]

where S .9 is usually used to maintain a small amount of diffusions.

(P = o the donor cell). One may also note that an extremum, the maximum

diffusion, is taken in order to avoid overshoots.

*POFNTX uses velocities and pressure as variables. The momentum and energy

equation are solved in the same fashion as explained above. It is easy to

conserve total mass numerically. All other physical quantities like

momentum or total energy are conserved to the order of the scheme. Energy

* conservation is used as a check. Theoretically the nonconservation is small,

hut not necessarily in practice because of the occurrence of discontinuities.

In general, it is not advisable to conserve total energy

numerically because the error in computing the pressure (temperature) can

become very large. The temperature is a critical variable for reactions and

radiation and has to be as accurate as possible. A scheme which does not

conserve total energy numerically has to loose energy in order to be stable.

In order to show that the code works properly in one dimension, the numerical

solution of a diaphram problem as posed by Sod 151 has been used as a test.

The parameters are as follows

P i
2 = .1

p1 = 1. p2 - .125

Y, 1.4 Y2 1.4

The resulting machnumber is 1.62. Figures 1,2,3 show the densities, presures

and velocities after the shock traveled a quarter of the mesh (t=.147 sec).

One solid line gives the analytic solution of the Riemann problem, the other

solid line shows the results of a high resolution calculation with 180 meshpoints,

the dashed the results for 25 meshpoints. One can see that the results for the

high resolution case are quite good. For the low resolution case the main

features are still represented. This is the kind of resolution one will find

in a typical 3-D calculation.

4
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Ill. Extension to two and three dimensions

The PHOENIX scheme can be easily extended to t~vo and three dimensions,

but several points should be made.

Shockwidths should be constant in the number of points over which the

shockfront is computed. The shock should not be more than 4 meshpoints

wide. In general the meshspacing is not the same for different directions,

therefore, it follows that, the artificial shock pressure used in the code is

not Isotropic in physical space. PHOENIX gives a shockwidth of 2-3

meshspacing. In a magnetohydrodynamic flow the magnetic field has to remain

numerically divergence free. This can be achieved in two ways, either one

computes the vector potential or one uses the curl of the electric fields to

advance B. In many 2-D problems the first approach is useful because there is

only one component of the vector potential. In 3-T) the latter approach is

more suitable. The PHOENIX scheme computes the electric fields in the

4 : magnetic field calculation. This approach avoids the taking of second

derivatives which may introduce numerical noise. In the compuation of the

electric field the PDM operator is used. It results in a resisitivity which

causes B to be monotonic (compare [21).

In most real MHD problems there exists regions where the Alfven speed
2

ca = B /4rp is high, therefore requiring very small timesteps. The time tep

can be increased in two ways, either by using an implicit scheme for computing

B or by limiting the characteristic velocity to a velocity cAim The first

approach is feasible in 2-D. It involves solving implicity a diffusion2

equation with an diffusion coefficient c dt . The second approach consists
a 2

of increasing the density perpendicular to B by a factor 1 + ca/c

thus decreasing the accelerations perpendicular to the magnetic field. The

limiting velocity ci should he larger than any physical velocity involved.

8



TV. Chemical reactions

The ordinary differential equations resulting from chemical reactions at

each meshpoint can be written as

dy -ay + b
dt

where y represents the species array. The coefficient a and b depends also on

time via species concentrations. Assuming a, b to be constant during a

timestep t, the exact solution is

Y a (eat e -at

The numerical approximation to this exact solution was chosen such that it

will give the correct asymptotic solution

.1 a
y =- for at>> 1

In order to acchieve this eat is approximated by

at 1 2 2
e =I +at +-a t

(Some integration schemes use

at 1 1
e a (1 + - at)/(I -vat)

which will lead to ocillations for at >> 1)

As a, b are time dependent one has to use a predictor and corrector

step.

Predictor step

e h o ( o o 2Y = (y + b (1+1 a + a t + a t)

0 0 2j at 0 20

Corrector step

i11
y (yo + - (bo + (1 + ae M 1 + (a 0 + ae(l + aet))t)

. 2 0 e e2 0 e e

°. • -



The difference betwen Ye and yi determines the time step.

The setting up of the differential equations and the coding for the

numerical integration is achieved by an laterpretive program ARIS [6j. The

input to this program are the chemical reactions and reaction energies. The

resulting FORTRAN code is completely vectorized. necisions are made by the

use of sign functions rather than IF statements. This permits great

improvements in speed as the sign tunction statements are vectorized.

The chemical reactions have to be solved at every meshpoint for a certain

time interval tchem. As the species concentrations and temperature are

different at every meshpoint the number of timesteps needed for a given error

varies from point to point. As the computations are fairly complicated, the

number of auxiliary arrays is large, therefore the sirmltaneous solutions are

set up for an array of length m < n where n is the number of meshpoints.

Usually m = 200. The data flow is shown in the following flowchart

10
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Sta rt

Advance chemistry one

timestep with~ individual timesteps dtt

no 1~ve any points reached dtchm

yes

Store finished points

back into mesh

yes Are there meshpoints left? no

no --- <chem array emptV"N

yes

end



In this way the chem array is always filled until the last point is

completed. This optimization achieves an efficiency of about 75% of the

maximum speed (about 3.107 op/sec at the ASC of Texas Instruments).

V. Flow charts and data flow

The following flowchart gives the general computational scheme for

solving the magnetohydronamic equations for one timestep. As the PROFNIX

scheme is explicit, the timestep has to be determined by the Courant

condition. Furthermore, the stability conditions require that first all P

p, B computed, afterwards the velocities are updated. In addition, a

limiting velocity c is used here

12



dt 4 A adn (dxI(c + V

C - OyP/o for neutral

2 
2

* / + sin + c 2 
mi ) for plasma

- p- dtV(pv)

p -P- dt (Vpv)+(y 1)Pv

Pla no

yes

9 - 3+ dt Vx (8 x

v = + t R X S z L

4w (o + A I(4wc )

v v - dt((vv)v + VP)

Plasma? no

yes

• Vlm V!+ V1 zV "I

I + 3 f(4.wpc )

Shock

- dt Vq
vv

P - P - dt(y - I)qVv

out j

In a multifluid code each of the fluids can have their own timestep. They

interact with each other through collision terms. The chemistry is called

independently.

Some of our large simulations require a data base which exceeds the available

core storage of about 106 words. This requires the use of disks as an

intermediate storage. The computation is done for one plane in the third

dimension at one time.

PDH (or FCT) requires the code to keep at least 5 planes in core.

PROgNIX, because of the definition of v3 at midpoints, needs one more plane.

13
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The reading and writing has to be done simultaneously with the computations.

This adds two more planes. Therefore R planes have to he in core. The

restriction on the number of points n1 x n2 is therefore given by

t x I. x nix n2 < core - auxilary variablesva r

where Lvar is the total number of variables used.

PTlM (or FCT) require the computation of higher order differences. For

the third direction these computations have to be repeated. This increases

the number of computations by about 0%.

'here are about 150 operations per point and variable. The time per
-8

operation on the ASC of Texas Instruments is about 3 x 10 sec,-6

therefore the computing time per point and variable is - 5 10 sec. Assume

n, x n2 - 650, and the number of variables to be 30, such that
2 '4

Svarx nj x n2 - 2 x 10 . This gives = .1 sec per plane. For 50 planes this

will give 5 sec per timestep.

The I/0 operations are done in one 1/0 instruction without using

additional buffer storage. The correctness of the data transfer is checked

after completion.

The core storage is used in a revolving fashion. If L is the index to

reference a 7-7) plane, then the 2-d planes of all variables for -I- are stored

as one sequential block. The start index for such a block is given by

Lf(L) - xvarx nix n 2 x mod(L + 7,S) + 1

he address of one special variable n, is then given by

L varn(L) - Lf(L) + (n - I ) x nj x n 2

To be able to write a comprehensible program the names of physical

variables are set with equivalences.

In order to save I / 0 operations, the hydrodynamic calculation can run

forward or backward in the third dimension. These are always the first or

last three planes in core. The following flow chart will show the data flow

14
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VI. 3-n example

As an illustration of the capabilities of the 3-D HID code, the

interaction of the solarwind with the earth dipole field has been computed. [1.
181 The earth dipole field is formed by placing a current loop In one of the

cells. A solar wind is then introduced at the left x boundary. It has a
3

velocity of 400 km/sec and carries a density of 5 particles/cm3. In the

example shown it carries also a southward field of -2y . The length unit is

one earthradius. The computation shown required about half an hour of

computing time and simulated two hours in real time (about 2000 time steps).

The mesh is 29 x 21 x 21 - 13000 points. Several difficulties arose during

the runs. The main one involved the internal boundary at the earth. This

problem produced large currents due to the sharp field curvature and low

resolution. This was solved by massloading the cells around the earth, and not

allowing the mass to move.

One other interesting phenomena occurred. The plasma sheet behind the

earth contains opposite fields. The configuration is physically unstable to

resistive instabilities, resulting In reconnectton of field lines. Although

the code is nearly diffusion free, this occurred during test runs showing up

as reconnections of the magnetic field lines, a result that is thought to

cause magnetic substorms when physically initiated. [8]

The Figs. 4 and 5 show density and pressure in the noon-midnight meridional

plane. The tines display the actual grid used. One can see the density

increase at the bowshock by abut a factor of 3. The machnumber is about 3.

Also one can see a slight increase in density in the plasma sheet which is

about about one cell wide. The pressure graph shows the structure a bit

clearer. It also shows the side lobes of higher pressure.

These results show clearly that one can keep detailed structures even

with a relative coarse resolution. They also demonstrate the almost complete

lack of diffusion.

1
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VII. Conclusion

It is possible to perform realistic 3-D simulations with present day

computers.

The use of an adjusted coordinate system in combination with a numerical

scheme which closely connects neighboring points can give detailed structures

even with a relative coarse resolution. The non diffusivity will keep those

structures during a calculation. The use of virtual disc storage can al least

partially overcome the limitations of the core storage. The optimization

achieved by the vectorization of the chemical reactions makes it possible to

do realistic 3-D flow problems which involve many species and their

interactions.
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03CY ATTN CODE 532 W. MOLER OICY ATTN CODE 402
OICY ATTN CODE 0230 C. BAGGETT OCY ATTN CODE 420
OICY ATTN CODE 81 R. EASTMAN 0ICY kTTN CODE 421

DIRECTOR COMMANDER
NAVAL RESEARCH LABORATORY AEROSPACE DEFENSE COtMAND/DC
WASHINGTON, D.C. 20375 DEPARTMENT OF THE AIR FORCE

OICY ATTN CODE 4700 S. L. OSSAKOW ENT AFB, CO 80912
26 CYS IF UNCLASS. I CY IF CLASS) OICY ATTN DC MR. LONG

OICY ATTN CODE 4701 JACK D. BROWN
OICY ATTN CODE 4780 BRANCH HEAD (150 CO>LMANDER

CYS IF UNCLASS, I CY IF CLASS) AEROSPACE DEI'ESE COMMAND/XPD
OICY ATTN CODE 7500 DEPARTMENT OF THE AIR FORCE

OICY ATTN CODE 7550 ENT AFB, CO 80912
OICY ATTN CODE 7580 OICY ATTN XPDQQ
OICY ATTN CODE 7551 OiCY ArTN XP
OICY ATTN CODE 7555
OICY ATTN CODE 4730 E. MCLEAN AIR FORCE GEOPHYSICS LABORATORY

O1CY ATTN CODE 4187 HANSCOM AFB, hA 01731
20CY ATTN CODE 2628 0ICY ATTN OPR HAROLD GARDNER

0ICY ATTN LKB KENNETH S.W. CHAMPIOS

COMNONDER OCY ATTN OPR ALVA T. STAIR
NAVAL SEA SYSTEMS CO LMAND JICY ATTN PHP JULES AARONS
WASHINGTON, D.C. 20362 OICY ATTN PHD JURGEN BUCHAU

OICY ATTN CAPT R. PITKIN OICY ATTN PHD JOHN P. MULLEN

COKMANDER AF WEAPONS LABORATORY
NAVAL SPACE SURVEILLANCE SYSTEM KIRTLAND AFT, NM 87117
DAHLGREN, VA 22448 OICY ATTN SUL

OCY ATTN CAPT J.H. BURTON OICY ATTN CA ARTHUR H. GUEt'THER
OLCY ATTN NTYCr' ILT. G. KRAJEI

OFFICER-IN-CHARGE
NAVAL SURFACE WEAPONS CENTKR AFTAC
WHITE OAK, SILVER SPRING, MD 20910 PATRICK AFB, FL 32925

OICY ATTN CODE F31 OICY ATTN TF/MAJ WILEY
oiCY AFTN TN

DIRECTO-1

STRATEGIC SYSTEMS PROJECT CFFICE AIR FORCE AVIONICS LABORATORY
DEPARTMENT OF THE NAVY WRIGHT-PATTERSON AFB, Ol 45433
WASHIVGTON, D.C. 20376 OICY ATTN AAD WADE HUNT

OCY ATTN NSP-2141 OICY ATTN AAD ALLEN JOHNSON
OCY ATTN NSSP-2722 FRED WIMBERLY
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DEPUTY CHIEF OF C TAFF S /10/MN
RESEARCH, DEVELOPMENT, & ACQ NORTON AFB, CA 92409

DEPARTMENT OF THE AIR FORCE (MINUTEMAN)
WASHINGTON, D.C. 20330 OICY ATTN 11NNL LTC KENNEDY

01CY ATTN AFRDQ COMMANDER

HEADQUATERS ROE AIR DEVELOPMENT CENTER, AFSC

ELECTRONIC SYSTEMS DIVISION/XR HANSCOM AFB, MA 01731

DEPARTMENT OF THE AIR FORCE 01CY ATTN EEP A. LORENTZEN

HANSCOM AFB, MA 01731
OCY ATTN XR J. DEAS DEPARTHENT OF ENERGY

LIBRARY ROOM G-042

HEADQUATERS WASHINGTON, D.C. 20545

ELECTRONIC SYSTEMS DIVISION/YSEA OCY ATTN DOC CON FOR A. LABOWITZ

DEPARTMENT OF THE AIR FORCE
HANSCOM AFB, MA 01732 DEPARTMENT OF ENERGY

01CY ATTN YSEA ALBUQUERQUE OPERATIONS OFFICE
P.O. BOX 5400

HEADQUATE S ALBUQUERQUE, NM 87115

ELECTRONIC SYSTEMS DIVISION/DC OICY ATTN DOC CON FOR D. SHERWOOD

DEPARTMENT OF THE AIR FORCE
HANSCOll AFB, MA 01731 EG&G, INC.

* OICY ATTN DCCX MAJ J.C. CLARK LOS ALANOS DIVISION
P.O. BOX 809

COtCLANDER LOS ALAMOS, N11 85544

FOREIGN TECHNOLOGY DIVISION, AFSC OCY ATTN DOC CON FOR J. BREEDLOVE

WRIGHT-PATTEKSON AFB, OH 45433
01CY ATTN NICD LIBRARY UNIVE1SITY OF CALIFORNIA

OICY ATTN ETDP B. BALLARD LAWRENCE LIVERMORE LABORATORY
P.O. BOX 808

COIILANDER LIVERMORE, CA 94550

RO1IE AIR DEVELOPMENT CENTER, AFSC OCY ATTN DOC CON FOR TECH INFO DEPT

GRIFFISS AFB, NY 13441 01CY ATTN DOC CON FOR L-389 R. OTT

OICY ATTN DOC LIBRARY/TSLD 01CY ATTN DOC CON FOR L-31 R. HAGER

OICY ATTN OCSE V. COYNE OICY ATTN DOC CON FOR L-46 F. SEWARD

S A lO/SZ LOS ALAMOS NATIONAL LABORATORY

POST OFFICE BOX 92960 P.O. BOX 1663

WORLDWAY POSTAL CF TER LOS ALAIMOS, NH 87545

LOS ANGELES, CA 90009 OICY ATTN DOC CON FOR J. WOLCOTT

(SPACE DEFENSE SYSTEMS) 01CY ATTN DOC CON FOR R.F. TASCHEK

0ICY ATTN SZJ 0ICY ATTN DOC CON FOR E. JONES
QICY ATTN DOC CON FOR J. MALIK

STRATEGIC AIR COMltAND/XPFS OICY ATTN DOC CON FOR R. JEFFRIES

OFFUTT AFB, NB 68113 OICY ATTN DOC CON FOR J. ZINN

OICY ATTN XPFS MAJ B. STEPHAN 01CY ATTN DOC CON FOR P. KEATON

OICY ATTN ADWATE MAJ BRUCE BAUER OICY ATTN DOC CON FOR D. WESTERVELT

OICY ATTN NRT
OICY ATTN DOK CHIEF SCIENTIST SANDIA LABORATORIES

SAIISO/SK P.O. BOX 5800
P.O. BOX 92960 ALBUQUERQUE, N1 87115
PO. BO TAL 929R OCY ATTN DOC CON FOR W. BROWN
WORLDWAY POSTAL CENTER OICY ATTN DOC CON FOR A. THORNBROUGH
LOS ANGELES, CA 90009 OICY ATTN DOC CON FOR T. WRIGHT

O MCY ATTN SKA (SPACE COVIN SYSTES) OICY ATTN DOC CON FOR D. DAHLGREN
M. CLAVIN OICY ATTN DOC CON FOR 3141
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SANDIA LABORATORIES BERKELEY RESEARCH ASSOCIATeS, INC.
LIVERMORE LABORATOkY P.01 BOX 9RI

P.O. BOX 969 BERKELEY, CA 94701
LIVERMORE, CA 94550 OICY ATTN J. WORKMAN
OICY ATTN DOC CON FOR B. MURPHEY OICY ATTN C. PRETTIF
OICY ATTN DOC CON FOR T, COOK

BOEING COMPANY, THF
OFFICE OF MILITARY AP!'LICATION P.O. BOX 3707
DEPARTMENT OF ENERGY SEATTLE, WA 98124
WASHINGTON, D.C. 20545 OICY ATTN G. KEISTER

OICY ATTN DOC CON DR. YO SONG OlCY ATTN D. MURRAY
OlCY ATTN G. HALL

OTHER GOVERNMENT OICY ATTN J. KENNEY

CENTRAL INTELLIGENCE AGENCY BROWN ENGINEERING COMPANY, INC.
ATTN RD/SI, RM 5G4R, HO BLDG CUMMINGS RESEARCH PARK
WASHINGTON, D.C. 20505 HUNTSVILLE, AL 35807

OICY ATTN OSI/PSID RM 5F 19 OiCY ATTN ROMEO A. DELIRERIS

nEPARTMFNT OF COMMERCE CALIFORNIA AT SAN DIEGO, UNIV OF

NATIONAL B17REAU OF STANDARDS P.O. BOY 6049
WASHINGTON, rn.C. 20234 SAN DIEGO, CA 92106

(ALL CORRES: ATTN SEC OFFICER FOR)

OlCY ATTN R. MOORE CHARLES STARK DRAPER LABORATORY, INC.
555 TECHNOLOGY SOUARE

INSTITIITE FOR TELECOM SCIENCES CAMBRIDGE, MA 0213Q
NATIONAL TELECOMMUNICATIONS & INFO ADMIN O1CY ATTN D.B. COX
BOrLDFR, CO 80303 OlCY ATTN J.P. GILMORE
OICY ATTN A. JEAN (UNCLASS ONLY)

OICY ATTN W. UTLAUT COMSAT LABORATORIES
OlCY ATTN D. CROMBIE LINTHICUM ROAD
OICY ATTN L. BERRY CLARKSBURG, MD 20734

OICY ATTN G. HYDE
NATIONAL OCEANIC & ATMOSPRERIC ADMIN
ENVIRONMENTAL RESEARCH LABORATORIES CORNELL UNIVERSITY
DEPARTMENT OF COMMERCE DEPARTMENT OF ELECTRICAL ENCINEERING
BOULDER, CO P0302 ITHACA, NY 14R50
0ICY ATTN R. GRUBR 01CY ATTN D.T. PARLEY, JR.
OICY ATTN AERONOMY LAB G. REID

ELECTROSPACE SYSTEMS, INC.

DEPARTMENT OF DEFENSE CONTRACTORS BOX 1359
RICHARDSON, TX 750R0

A"ROSPACE CORPORATION MICY ATTN R. LOGSTON
P.O. BOX 92957 OICY ATTN SECURITY (PAUL PHILLIPS)

LOS ANGELES, CA QO00q
nICY ATTN I. GARFTIML ESL, INC.

nICY ATTN T. SALMI 495 JAVA DRIVE
(ICY ATTN V. JOSEPHSON SUNNYVALE, CA 940R6

nICY ATTN S. BOWER nICY ATTN J. ROBERTS
OICY ATTN N, STOCKWELL (ICY ATTN JAW4S MARSHALL

OICY ATTN D. OLSEN

ANALYTICAL SYSTEMS ENGINEERING CORP
5 nLD CONCORD ROAD
FURLINGTON, MA 01R03

(iCY ATTN RADIO SCIENCES
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GENERAL ELECTRIC COMPANY INSTITUTE FOR DEFENSE ANALYSES
SPACP DIVISION 400 ARMY-NAVY DRIVE
VALLEY FORCE SPACE CENTER ARLINGTON, VA 22202
CODDARD BLVD KING OF PRUSSIA nlCY ATTN J.M. AEIN
P.O. BOX 8555 OICY ATTN ERNEST BAUER
PHILADELPHIA, PA 19101 OICY ATTN PANS WOLFARD
OICY ATTN M.H. BORTNER SPACE SCI LAB OICY ATTN JOEL BENGSTON

GENERAL ELECTRIC COMPANY INTL TEL & TELEGRAPH CORPORATION
P.O. BOX 1122 500 WASHINGTON AVENUE
SYRACUSE, NY 13201 NUTLEY, NJ 07110
OICY ATTN F. REIBERT 01CY ATTN TECHNICAL LIBRARY

GENERAL ELECTRIC TECH SERVICES CO., INC. JAYCOR
RMES 11011 TORREYANA ROAD
COURT STREET P.O. BOX 8515,4
SYRACITSF, NY 13201 SAN DIEGO, CA 92138
OICY ATTN G. MILLMAN OICY ATTN J.L. SPERLING

GFNERAL RFSEARCH CORPORATION JOHNS HOPKINS UNIVERSITY
SANTA BARBARA DIVISION APPLIED PRYSICS LABORATORY
P.O. BOY 6770 JOHNS HOPKINS ROAD
SANTA BARBARA, CA 93111 LAITRAL, MD 20810

OICY ATTN JOHN ISE, JR. OICY ATTN DOCUMENT LIBRARIAN
OICY ATTN JOEL CARBARINO OICY ATTN THOMAS POTEMRA

a01CY ATTN JOHN DASSOLILAS
CEOPHYSICAL INSTITUTE
UNIVERSITY OF ALASKA KAMAN SCIENCES CORP
FAIRBANYS, AK 9g701 P.O. BOX 7463

(ALL CLASS ATTN: SECURITY OFFICER) COLORADO SPRINGS, CO 80933
OICY ATTN T.N. DAVIS (UNCLASS ONLY) OICY ATTN T. MEAGHER
OICY ATTN TECHNICAL LIBRARY
OICY ATTN NEAL BROWN (UNCLASS ONLY) KAMAN TEMPO-CENTER FOR ADVANCED STUDIES

816 STATE STREET (P.O DRAWER 00)
GTE SYLVANIA, INC. SANTA BARBARA, CA 93102
FLECTRONICS SYSTEMS GRP-EASTERN DIV OICY ATTN DASIAC
77 A STREET OICY ATTN TIM STEPHANS
NEEDHAM, MA 02104 OLCY ATTN WARREN S. KNAPP
O1CY ATTN MARSHALL CROSS OICY ATTN WILLIAM ?lCNAMARA

OlCY ATTN B. GAMBILL
TSS, INC.
2 ALFRED CIRCLE LINKABIT CORP
REDFORD, MA 01730 10453 ROSELLE
O1CY ATTN DONALD HANSEN SAN DIEGO, CA q2121

OICY ATTN IRWIN JACOBS
ILLINOIS, UNIVERSITY OF
107 CABLE HALL LOCVHEED MISSILES & SPACE CO., INC
150 DAV NPORT HOUSE P.O. BOX 504
CAMPAIGN, TL 6IR20 SUNNYVALE, CA 94088

(ALL CORRPE ATTN DAN MCCLELLA0D) O1CY ATTN DEPT 60-12
O1CY ATTN I. YER OICY ATTN D.R. CHURCHILL
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LOCKHEED MISSILES & SPACE CO., INC. MITRE CORPORATION, THE
3251 HANOVER STREET P.O. BOX 208
PALO ALTO, CA 94304 BEDFORD, MA 01730
OICY ATTN MARTIN WALT DEPT 52-12 OICY ATTN JOHN MORGANSTERN
OICY ATTN W.L. IMHOF DEPT 52-12 OICY ATTN G. HARDING
OICY ATTN RICHArD C. JOHNSON DEPT 52-12 OICY ATTN C.E, CALLAHAN
OICY ATTN J.B. CLADIS DEPT 52-12

MITRE CORP
LOCt'HEED MISSILE & SPACE CO., INC. WESTGATE RESEARCH PARK
HIUNTSVILLE RESEARCH & ENGR. CTR. 1820 DOLLY MADISON BLVD
4800 BRADFORD DRIVE MCLEAN, VA 22101
HUNTSVILLE, AL 35807 0ICY ATTN W. HALL

ATTN DALE ". DIVIS OiCY ATTN W. FOSTER

MARTIN MARIETTA CORP PACIFIC-SIERRA RESEARCH CORP
ORLANDO DIVISION 1456 CLOVERFIELD BLVD.
P.O. ROX 5837 SANTA MONICA, CA 90404
ORLANDO, FL 32805 OICY ATTN E.C. FIELD, JR.

OICY ATTN R. HEFFNER

PENNSYLVANIA STATE UNIVERSITY
.I.T. LINCOLN LAkBORATORY IONOSPHERE RESEARCH LAB

P.O. BOX 73 31R ELECTRICAL ENGINEERINr EAST
LEXINCTON, MA 02173 UNIVERSITY PARK, PA 16802
n1CY ATTN DAVID M. TOWLE (NO CLASS TO THIS ADDRESS)
OICY ATTN P. WALDRON OICY ATTN IONOSPHERIC RESEARCH LAB

nICY ATTN L. LOUGHLIN
OICY ATTN ). CLARK PHOTOMETRICS, INC.

442 MARRETT ROAD
RCDONNEL OOUGLAS CORPORATION LEXINGTON, MA 02173

5301 ROLSA AVENUE OICY ATTN IRVING L. KOFSKY
HUNTINGTON BEACH, CA 92647
OICY ATTN N. HARRIS PHYSICAL DYNAMICS, INC.
0ICY ATTN J. MOULE P.O. BOX 3027
01CY ATTN GEORGE MROZ BELLEVUE, WA q8009
OICY ATTN W. OLSON OCY ATTN E.J. FREMOUW
OICY ATTN R.W. HALPRIN
(ICY ATTN TECHNICAL LIBRARY SERVICES PHYSICAL DYNAMICS, INC.

P.O. BOX 10367
MISSION RESEARCH CORPORATION OAKLAND, CA 94610
735 STATE STREET ATTN A. THOMSON
SANTA BARBARA, CA 93101

OICY ATTN P. FISCHER R & D ASSOCIATES
nICY ATTN W.F. CREVIER P.O. BOX 9695
OlCY ATTWN STEVEN L. GUTSCHE MARINA DEL REY, CA 90291
nICY ATTM n. SAPPFNFIELD OICY ATTN FORREST GILMORE
OICY ATTN R. BOGUSCR OCY ATTN BRYAN GABBARD
OICY ATTN R. HENDRICK OICY ATTN WILLIAM R. WRIGHT, JR.
OICY ATTN RALPH KILB OCY ATTN ROBERT F. LELEVIER
OiCY ATTY DAVE SOWLE OICY ATTN WILLIAM 3, KARZAS
OICY ATTN F. FAJEN OCY ATTN H. ORY
OlCY ATTN 4. SCHEIBE OlCY ATTN C. MACDONALD
OICY ATTN CONRAD L. LONGMIRE OICY ATTN R. TURCO
MlCY ATTN WARR.N A. SCRLITETER
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RANT) CORPORATION, THE TECHNOLOGY INTERNATIONAL CORP
1700 MAIN STREET 75 WIGGINS AVEN11E
SANTA MONICA, CA 90406 BEDFORD, MA 01730
OICY ATTN CULLEN CRAIN OICY ATTN W.P. 9OQUIST
OCY ATTN ED BEDROZIAN

TRW DEFENSE & SPACP SYS GROUpRAITNEON4 Co. ONE SPACE PARK
528 BOSTON POST ROAD 

RDONDO BEAC, CA Q0278

SUDRtY, MA 01776 OCY ATTC R. . PLEBUC

OICY ATTN BARBARA ADAMS OICY ATTN S. ALT HULER
(OjCY ATTN S- DEE

RVFRSIDE RRSEARC" 
INSTITUA'f

An WEST FND AVENUE VISIDY".
NF, Y0RF, NY 10023 SOUTH BEDFORD STREET
VICY ATTN VINCE TRAPANI BURLIN(TON, MASS 01803

(IICY ATTN W. REIDY

SCIENCE APPLICATIONS, INC. 
OICY ATTN W. CARPET R

P.O. ROY 2351 OICY ATTN C. HMPREY

LA JOLLA, CA 
Q203R

OlCY ATTN LEWI.q M. LINSON
01CY ATTN DANIE. A. HAMLIN
OICY ATTN E. FRIEMAN
OLCY ATTN P.A. STRAKER
( OICY ATTN CURTIS A. SMITH
OlCY ATTN JACK mCDOiGALL

SCIENCE APPLICATIONS, INC
1710 COODRIDGF DR.
MCLEAN, VA 22102

ATTY: J. COCKAYN?

SRI INTERNATIONAL
333 RAVENSWOOD AVENjE
MENLO PARK, CA 94025

OICY ATTN DONALD NEILSON
OICY ATTN ALAN BURNS
O1CY ATTN C. SMITH
OICY ATTN L.L. COBB
AICY ATTN DAVID A. JOHNSON
O ICY ATTN WALTER G. CNESN11T
nICY ATTV CHARLES L. RINO
OICY ATTN WALTVR JAYE
nICY ATTN M. BARON
OICY ATTN RAY L. LEADARRA"
nICY ATTN r. CARPENTER
OICY ATTN G. PRICE
OILCY ATTN J. PETERSON
OICY ATTN R. RAKE, JR.
OICY ATTN V. C-ON7ALES
OICY ATTR D. MCDANIEL

STEWART RAITANCr LABORATORY
UTAH STATE UNIVERSITY
I DR ANGELO DRIVE
BEDFORD, MA 01730

lUCY ATTN J. ITLWICK
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