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FOREWORD

S. de los Santos
Chairman
Nawvy Aeroballistics Committee

It is a great pleasure and privilege for me, on behalf of the Navy Aeroballistics Committee to
welcome you to the 12th U.S. Navy Symposium on Aeroballistics.

This Symposium is being held for the purpose of presenting the results of recent work associated
with aeroballistics. As indicated in the program included in your registration package, the balance of
our Symposium will consist of 45 papers presented in 5 technical sessions. A banquet, preceded by
cocktails will be held this evening at the Kenwood Club, and for those who are interested, there will be a
Center Facility tour on Thursday afternoon. The first four sessions of the Symposium are unclassified.
For security reasons, all classified papers will be presented in the fifth session on Thursday. The Pro-
ceedings will include the unclassified papers in Volumes I and Il and the classified papers in Volume III.

The papers accepted for presentation come from the NAC Activity Members, Air Force, NASA, The
Universities, and Industry. To round out the program, we have invited several prominent speakers to
share with us their knowledge and experience that would be of interest in aeroballistics. These speakers
include Jack Nielsen of Nielsen Engineering & Research, Inc. who will review missile aerodynamics; Art
Maddox of NWC, now visiting Professor at the Naval Academy, who will review store separation; G.C.
Paynter of Boeing Military who will give us the current status of inlet flow prediction methods; J.W.
Stultz of McDonnell Douglas who will speak on heating methods used to determine structural
temperatures; and W. Ballhaus of NASA Ames who will talk on the numerical aerodynamic simulator.
Our after dinner speaker will be Col. John Boyd (USAF, retired) who will talk on energy
maneuverability.

This is the second time around for DTNSRDC to host a Navy Aeroballistic Symposium, and,
perhaps, it would be appropriate here to share with you some observations. The first Center hosting
(Sixth Symposium) was held at Fort McNair in 1963 for lack of an auditorium facility at the Center. It is
recalled that 28 40-minute papers were presented by the participants (Navy, Air Force, Army, NASA,
Universities, and Industry). Since then, the committee decided to limit the presentation time without
limiting the length of the written manuscripts. It comes as no surprise then that for the same duration,
more papers could be presented without loss of essential detail. Accordingly, the last 5 symposia have
averaged 45 papers.
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' Although the number of papers has remained the same, the contributions of various activities have
changed considerably. Since 1975, for instance, there has been a 50-percent reduction in Navy con-
tributions; this has been offset by a several-fold increase from the universities. The decline in Navy par-

' ticipation is not surprising. It is the result of DOD’s policy (promulgated in 1975) of seeking constant
growth in its program to strengthen and revitalize its research base and ties with the external research

. community — a policy that resulted in increasing external research funding while maintaining reduced

l levels of research at the inhouse laboratories! Data indicate that the services, particularly the Air Force,
took a beating (70-percent decline in inhouse research funds).

Laboratory heads and other knowledgeable individuals have expressed concern for this state of af-
fairs. Allowing the laboratories to remain at the current level of research performance could, if it hasn’t
already, erode their long-term ability to perform those functions which are basic to supporting their
. missions.

- -

’ A recent General Accounting Office (GAO) study recognized the predicament of the laboratories
and has requested DOD to give the same careful consideration to the research base represented by the
inhouse laboratories as has been given the needs of the external research community. How DOD will
respond to this GAO recommendation is not yet known, but the feeling is that it would be better to ac-
complish the true increase in inhouse research by an overall increase in research funding rather than
through a corresponding reduction of the planned growth in extramural research.

Already we seem pressed for time. The scheduling shown in the program was based on the cafeteria
renovation being completed in April and having lunch on station. Unfortunately, the scheduled comple-
tion date has slipped, and now we'll have to go off station for lunch — some think this to be a tlessing in
disguise. 1 have accordingly requested each speaker to streamline their presentation or take no more
time than has been allotted them.

Again, welcome and 1 hope you have a very profitable and enjoyable Symposium.

i
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WELCOME TO THE DAVID TAYLOR NAVAL SHIP R&D CENTER

B.F. TIBBITTS

" Captain, USN

# Commander

>\ David Taylor Naval Ship R&D Center

DR. ALAN POWELL
Technical Director
David Taylor Naval Ship R&D Center

On behalf of the David Taylor Naval Ship R&D Center, we are pleased to welcome you to the
Twelfth U.S. Navy Symposium on Aeroballistics.

The Navy Aeroballistics Committee, established jointly by the Naval Air Systems Command and
the Naval Sea Systems Command, has prepared an excellent program covering diverse technical
disciplines. It should be noted that the NAC Symposium brings together speakers and guests with
special competence in these technical disciplines from the Navy, Air Force, Army, and other govern-
ment agencies, universities and from industry. It is our objective to provide the proper atmosphere for
you to assure a productive and pleasant Symposium.

FRECEDING PAGE BLANK-NOT F1L)GD

:
é

P P o e w e aw N B B OR B O B G o me e




g
\“iﬂuh‘a PPy

] 12th Navy Symposium on Aeroballistics
Vol. |

GREETINGS AND REMARKS TO SYMPOSIUM ATTENDEES

[ P T WS

R.J. MILLER

Captain, USN

Assistant Commander for
Research and Technology
Naval Air Systems Command

Good morning ladies and gentlemen. 1 wish to welcome you on behalf of the Commander of the
Naval Air Systems Command, Vice Admiral E.R. Seymour. I understand that you as a group par-
ticipating in this Twelfth Navy Symposium on Aeroballistics constitute a broad representation from the
aerospace industry, government laboratories, and academia. It is very gratifying to see such open
cooperation for exchange of ideas within this community.

It is well to note that such cooperation was high in the minds of those people who were responsible
y for organizing what is today known as the Navy Aeroballistics Committee, the group responsible for this
meeting. As some of you know, this committee has been in continuous operation since its first meeting
was held on 1 February 1949. Even in our bureaucratic society you must admit this is a long time for any
committee to remain in existence. The earliest record we have that such an organization was considered
is in the form of a letter from the Office of the Chief of Ordnance, War Department, to the Secretary of
War dated 15 July 1940. The subject of this letter was “Appointments as Members of Ordnance Ballistic
Advisory Committee.” It is worth reading this short letter to you to show, at least by the caliber of the
people being considered, the importance of the subject of ballistics.
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Ground, Maryland:
. Dr. H.L. Dryden,
i
Dr. A'W. Hull,
1
- Prof. 1.1. Rabi,

Prof. Harold Clayton Urey,
Prof. J. von Neuman,

Dr. Bernard Lewis,

Prof. Henry N. Russell,

Prof. T. von Karman,

- the next three days rewarding. Thank You.

H

Vol. |

It is requested that authority be granted . . . for the appointment of the
following members of the Ordnance Ballistics Advisory Committee, at the
rate of $10.00 per diem when employed, for a period not to exceed thirty
(30) days each fiscal year, in each case for duty at Aberdeen Proving

Chief Mech. & Sound Division
National Bureau of Standards,
Washington, D.C.

Research Laboratory
General Electric Company,
Schenectady, New York

Columbia University
New York

Columbia University,
New York

Institute for Advanced Study,
Princeton, New Jersey

Bureau of Mines
Washington, D.C.

Princeton University,
Princeton, New Jersey

California Institute of Technology,
Pasadena, California

While this letter was endorsed by order of the Secretary of War on July 23, 1940, there is no further
mention of such a committee until 1945. The letter does indicate by the caliber of the people considered
the importance attached to ballistics. Planning which was begun in 1945 led to the first meeting of the
Bureau of Ordnance Committee on Aerodynamics (BCA) on 1 February 1949. Under various name
changes this committee has functioned continuously and is now the Navy Aeroballistics Committee.

A review of the program for this meeting shows a very diverse program, and I am sure you will find
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DR. JULES BELLASCHI
Deputy Director for

Surface Warfare Systems Group
Naval Sea Systems Command

e S

The following describes the content of the opening remarks made by Dr. J.J. Bellaschi at the 12th
Navy Symposium on Aeroballistics.

Dr. Bellaschi opened his remarks with a welcome on behalf of the Naval Sea Systems Command
and voiced his appreciation to all the attendees of the symposium.

A reorganization within the Naval Sea Systems Command, which occurred since the 11th Naw
Symposium on Aeroballistics placed the management of Research and Exploratory Development
Technology pertaining to weapons that fly through the air (missiles, rockets, and projectiles) in the
Research and Technology Office (NAVSEA-62R) of the Surface Warfare Systems Directorate
(NAVSEA-62) within the Combat Systems Directorate (NAVSEA-06).

The functional responsibilities of the Surface Warfare Systems Group are to:

¢ Provide life cycle engineering/management of surface warfare systems including ammunition,
gun and missile systems, surveillance radar, and small arms.

¢ Develop command policies and procedures for weapon packaging and handling systems.
® Manage research and technology programs related to surface warfare systems.

¢ Provide surface warfare systems design and integration support to combat system managers and
ship design managers.

® Provide single point managers for assigned field activities.
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The programs in Advanced and Engineering Development that SEA-62 is responsible for are
SEAFIRE, Guided Projectile, Vertical Launcher, Rolling Airframe Missile, Penguin Evaluation,
manufacturing technology, new 5-inch projectile, TERRIER and TARTAR improvements, Close-In
Weapon System, STANDARD MISSILE improvements, radar improvements, and NATO
SEASPARROW. The programs in production are the MK 75/76-mm gun, MK 45/5-inch gun, MK-13
and 26 missile launchers, SPS-67, 49 and 52C Radar, Integrated Automatic Detection and Tracking,
SPA-25 and 26 radars, MK-86 and 92 fire control, HARPOON surface ship system, and the Hifrag
projectile.

The Exploratory Development Program for surface-launched weapons and the planning process
used to derive that program were described. The “Surface-Launched Weaponry Task Area Objectives”
(TAO) document was referenced. The TAO is a document that begins with Navy missions, derives
weapon system design concepts needed to carry out the missions and the technology needs required to
develop the design concepts. The technology program is derived from the technology needs. The
technology needs identified in the TAO document which relate to aeroballistics include optimum air-
frame (weight, cost, drag, maneuverability), maneuver mode (bank-to-turn versus skid-to-turn),
radome damage, aerodynamic heating, structural design, radome/body joint, inlet/body design,
aerodynamic data base, low time constant (quick response), fast actuator, high-angle-of-attack
aerodynamics, roll/yaw coupling, non-linear coupled aerodynamics, maneuverability at high altitudes,
projectile obturator band design, low-drag projectiles, submunition dispersion, improved gun accuracy,
aerodynamic prediction methodology, and guidance sensor-window technology.

Dr. Bellaschi also described how aeroballistics technology is an important contribution to weapon
speed, maneuverability, response and control, intercept performance, and effectiveness against low
radar cross-section targets.

Dr. Bellaschi was pleased to see that the aeroballistics technical community from government, in-
dustry and universities was so well represented at this symposium. He ended with the following quote
from Theodore Roosevelt:

“The credit belongs to the man who is actually in the arena, whose face is
marred by dust and sweat and blood, who strives valiantly, who errs and
comes short again and again, who knows the great enthusiasms, the
great devotion, and spends himself in a worthy cause, and if he fails, at
least fails while daring greatly, so that he’ll never be with those cold and
timid souls who know neither victory nor defeat.”
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MISSILE AERODYNAMICS - DIM PAST

AND INDEFINITE FUTURE

Jack N. Nielsen
Nielsen Engineering & Research, Inc., Mountain View, California

ABSTRACT

The present paper covers two distinctly different subjects.
The first subject is the efforts of the U.S. Navy and the U.S.
Army to develop aerial torpedos during World War I. The Navy
team had such prominent engineers as Elmer and Lawrence Sperry
and Glenn Curtis. The Army team included Charles F. Kettering
and Orville Wright. Despite these eminent personalities, a
successful aerial torpedo was not developed for use in World
War I.

The second subject area covered in the paper is suggestions
for future work in missile aerodynamics. High angle of attack
aerodynamics, engine-airframe integration and autopilot-airframe
integration are covered. In addition the future of asymmetric
vortices, external stores, and computational fluid dynamics are
discussed.

INTRODUCTION

It is a privilege to be an invited speaker tuv the Twelfth U.S. Navy
Aeroballistics Symposium. I was pleased when my old friend, Dr. de los
Santos, called me and invited me to the Symposium. 1 was, of course,
delighted particularly since this presented an opportunity to choose my
material at will. The title of the talk '"Missile Aerodynamics - Dim Past
and Indefinite Future" is accurate. I chose not to repeat the Wright
Brothers Lecture. kather I am taking this opportunity to divest myself of
a number of preprints of the lecture. Anyone who would like a copy should
help himself.

The first matter I should like to cover is the efforts of the Navy to
develop a flying torpedo during World War I. It is an interesting history.
In my Wright Brothers Lecture, I said a number of things about the efforts of
the U.S. Army to develop an aerial torpedo in World War I, but gave only
brief mention to the U.S. Navy. I now have the opportunity to remedy that
shortcoming. At the same time I will expand on the efforts of the U.S. Army.
You may want to take sides on the question, '"Who invented the first successful
guided missile in the United States?" So much for the dim past.

The other general area I would like to address is the never-never land of
the indefinite future. I will discuss and make suggestions for future research
in a number of areas of missile aerodynamics.

POTCUET I



2. U.S. NAVY MISSILE DEVELOPMENT IN THE WORLD WAR I PERIOD
2.1 INTRODUCTORY REMARKS

The history of the development of the aerial torpedo by the U.S. Navy
during World War I is of interest involving, as it did, such engineers as
Elmer and Lawrence Sperry, Glen Curtiss, and Carl Norden. The interest of
the U.S. Navy followed naturally from the successful automatically controlled
underwater torpedo to the aerial torpedo, or flying bomb, as it was variously
called. The basic requirement it was envisioned to fulfill was to increase
the range of artillery. The history of the development of pilotless aircraft
and guided missiles to about 1948 has been summarized by RADM. D. S. Fahrney,
USN (ret.) in reference 2.1, and much of the material contained herein has
been obtained from this source. I am indebted to Dr. William J. Armstrong,
Historian of NAVAIR, for a copy of this document. Its interest, in my view,
is such that it should be published as a book. Additional material has been
taken from references 2.2 to 2.6.

2.2 BEGINNING OF AERIAL TORPEDO PROJECT

On October 7, 1915 the U.S. Navy set up the Naval Consulting Board to
advise the Secretary and Navy Department on matters of scientific and technical
natures. A committee of the board w-: formed on "Aeronautics, including Aero
Motors." Among the seven members of the committee were Elmer Sperry and Peter
Cooper Hewitt., Hewitt was interested in a flying bomb prior to the creation
of the Board and approached Sperry concerning such a device. Sperry had
designed successful gyro systems for the automatic control of torpedos over
a number of years. Sperry agreed to carry out some experiments if Hewitt
supplied the necessary funds, estimated to be about $3,000. These funds went
fast and Sperry supplied much more of his own money. To obtain more backing
they decided to put on a demonstration for the U.S. Navy.

On September 12, 1916 Lawrence Sperry, son of Elmer Sperry, demonstrated
no-pilot automatic control of a hydroplane to Lt. Wilkinson. The pilot took
the hydroplane off the water and turned it over to automatic control. The
plane thereupon climbed to a predetermined altitude and flew at this altitude
a predetermined distance maintaining a given heading the whole time. Lt.
Wilkinson recommended that the U.S. Army develop the flying bomb since they
were useful for deployment against large targets on land rather than ships
on water because of their perceived inaccuracy. However, on April 14, 1917
the Naval Consulting Board recommended to the Secretary of the Navy that
$50,000 be made available "to carry on experimental work on the subject aerial
torpedos in the nature of automatically controlled airplanes or aerial machines
carrying high explosives capable of being initially directed and thereafter
automatically managed."” Strictly speaking, they were talking about pilotless
aircraft.

The next action was for the Secretary of the Navy to set up another
committee to make a recommendation on the recommendation. The review committee
reported favorably and on May 22, 1917 the Sperry project was approved. The
Sperry company received a contract for 6 sets of automatic control gear for
aerial bombs at $3,900 apiece. The plan was to install these in N-9 type
seaplanes and conduct flight tests,
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2.3 FLIGHT TESTS WITH N-9 SEAPLANES

Amityville, Long Island was selected as the site for flight testing the
N-9 seaplanes with Sperry automatic controls. In this operation the pilot
always takes the plane off before turning the plane over to autcmatic control.
A period of ground testing preceded the flight testing which started in
September 1917. Successful flight was made on September 5, 1917, one plane
made a run on a target eight miles away with little error in course but 12%-
percent error in range. During these tests significant gyro drifts were
noted. Elmer Sperry tried to convince the U.S. Navy of the importance of
radio control for correcting errors in targeting, but he never succeeded
during the entire project, thus delaying the first application of command-
updated inertial guidance.

It is of interest that the Chief Signal Officer of the Army witnessed a
successful test on November 21, 1917. Later the Y.S. Army developed its own
aerial torpedo with Charles F. Kettering and Orville Wright on the team.

2.4 PROCUREMENT OF PILOTLESS ALRCRAFT

In the opinion of Elmer Sperry, the top speed of the N-9 was too low, and
a special design was needed for the aerial torpedo. By increasing top speed,
errors due to gyro drift could be reduced. It was necessary to be able to
launch the bird withou'. a pilot, and this specialized problem needed to be
worked out.

Sperry had for years worked with the Glenn H. Curtis Company on aeroplane
stabilization. He contacted Glenn Curtis concerning the design and manufacture
of a pilotless aircraft to act as a flying bomb. A specification was written
for such an aircraft by Glenn Curtis as follows:

Payload: 1000 1b of explosive

Empty weight: 500 lbs

Take off: catapult launch

Top speed: 90 mph

Range: 50 miles

Provide for special control equipment

Engine: Should be as light as possible compatible with its duties

The Curtis cost estimate for producing these flying bombs with engines was a
minimum of $6,000 apiece and a maximum of $10,000 apiece. A best effort to
achieve delivery in 30 days was promised. A contract was signed and the
delivery was made within 30 days. A sketch of the Curtis flying bomb is
shown in Figure 2.1.

2.5 LAUNCHING OF THE CURTIS FLYING BOMB

The first launching device tried was a downward sloping wire, with tip
wires to hold the wings level. Tests of this device were unsuccessful. Next
it was decided to try a launching device which might work aboard ship. Such
a device might consist of a launching car on tracks, and a device to give an
initial impulse to the car. The device was built but the first tests in
December 1917 and January 1918 were unsuccessful. The flying bomb was observed
to be tail heavy. It was realized that the flying bomb must first be a
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Figure 2.1 - Curtis Flying Bomb.
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practical flying machine before it could be demonstrated with automatic
control.

In an attempt to correct the stability and control of the flying bomb,
a seat to accommodate a pilot was put into the explosive bay. Ski runners
were put on the plane and take-offs and landing were practiced by Lawrence
Sperry on a bay of ice. He cracked up the plane several times and luckily
escaped serious injury.

On March 6, 1918 a successful launch of the flying bomb was made from
the track which satisfied all the test objectives. The machine launched
successfully, and flew in a straight line climbing steadily. The distance
gear cut the throttle at the prescribed distance, 1,000 yards, and the machine
spiraled into the water. This flight is said by Admiral Fahrney (ref. 2.1) to
be the "first successful flight of an automatic missile in the U.S. and
possibly the world.”

Another flying bomb on April 7, 1918 was launched successfully but
crashed after takeoff. Hereafter the Navy decided to do further work to
improve the aerodynamics of the flying bomb as well as its launching.

2.6 SUBSEQUENT HISTORY OF CURTIS FLYING BOMB

Lawrence Sperry entered the Navy Reserve on active duty on January 1,
1918 but became ill and entered the Naval Hospital on March 19, 1918. He was
found physically unfit for flying and discharged from active duty subsequently.
He formed the Lawrence Sperry Aircraft Co. and started vigorously to solve the
flight characteristics of the bomb under avtomatic control. A special Marmon
automobile was used to mount the flying bomb for high-speed ground testing,
thus predating sled testing at NWC and Holloman Air Force Base. After some
useful experimentation with the flying bomb attached to the automobile, it
was decided to put the automobile on railrcad tracks and try launching in
this mode. The tests were unsuccessful,

At this time the Navy decided to retain Carl L. Norden to design a fly-
wheel type of catapult which he successfully accomplished. Tested on a flying
bomb, the launching was successful but the flight of the bird thereafter was
erratic. The test of another flying bomb was also successful in launch but
not in flight.

At this point the Navy decided to launch N-9 seaplanes with the Norden
catapult to further test the Sperry control system. At least one successful
test was made. It became apparent that if the N-9 had been used on the flying
bomb, the project would have reached a successful stage of development much
earlier. Elmer Sperry concluded "I feel that we have gone a long way towards
completing the development of an extremely significant engine of war, it being
nothing short of the coming gun..."

By this time (September 1918) Cdr. McCormick, in charge of the flying
bomb development, concluded that future work should be directed to improve-
ments of the automatic pilot and a new design of the flying bomb airplane.




2.7 POST WAR EPILOGUE

The Navy asked Norden to review the design of the Sperry automatic pilot
and make recommendations for further work. Specifications for a new flying
bomb plane were approved by the Navy and a contract for five planes awarded to
the Witteman-Lewis Company. Norden got the contract for design and fabrication
of the automatic control gear for the Witteman-Lewis machine. Both Sperry and
Curtis were now out of the picture. At the same time plans were made for the
Navy to direct the project at the Naval Proving Ground, Dahlgren, Virginia.

The flight tests of the Witteman-Lewis machine in the summer of 1919 by
Navy pilots revealed the machine to be too tail heavy with insufficient
aileron. The design of the airframe was changed, and flight testing was
resumed in the spring of 1920. On August 18, 1920 with the pilotless version,
the plane released from the catapult went smoothly, but stalled 150 yards out.
Norden stated "No plane has ever been flown under automatic control successfully
without previous adjustment after trial flights by a competent pilot,” (Refer-
ence 2.1). The Navy accepted this and the "pilotless" aircraft were flown by
pilots and tuned prior to pilotless launch from the catapult. On October 25,
1920 the next launching was "perfect." The airplane flew in circles all over
the sky before it ran out of gas, spun, and crashed. On April 25, 1921 the
next launching was also perfect. However, the plane climbed a short distance,
but settled into the water and upset due to the fixed landing gear.

The Bureau was losing interest fast.

"The Bureau is not impressed with the practicability of this aerial
torpedo (F.B.) for use against vessels, even when they are in Fleet formation,
because of the difficulty of controlling the height within sufficient limits
to permit a torpedo to be flown at low altitudes, such as would be required
for use against a vessel. It is believed they may, however, be of use as
aerial targets by installing controls in condemned planes ~ the question of
radio control has been under consideration and is believed to be feasible.

The original intention for use of the 'F.B.' was for the distant bombardment
from sea of large areas, such as naval stations, fleet anchorages, and
fortified towns. It is still believed that this use can be realized with fair
success. The tactical value of such a use is, however, believed to be doubtful.
Its greatest value for us is probably for use in control of surveyed planes
used as targets. In designing the Bureau Controls, allowance was made for
possible future fitting of a radio control, which is considered to be quite
feasible." This essentially ended the flying torpedo, but the ideas of radio
control of airplanes lived on.

3. U.S. ARMY MISSILE DEVELOPMENT IN WORLD WAR I
3.1 THE ARMY GETS UNDERWAY

It is of interest to review the efforts of the U.S. Army to develop an
aerial torpedo during World War I. Major General O. Squier had witnessed a
flight test of the U.S. Navy's aerial torpedo in Amityville on November 21,
1917. He was so impressed that he got the U.S. Army to start its own project.
The principal idea was to get innovative weapons to take to the war in Europe
since "wars are won largely by new instrumentalities.'" Mr. Charles F. Kettering
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became Director of the Army's Flying Bomb Project. Mr. Kettering, who with
others, had acquired the Dayton Wright Co., enlisted Orville Wright as his
aerodynamic consultant. A pair of consultants and manufacturers were obtained
for power plants and controls. The Army's aerial torpedo was variously known
as an automatic flying machine, automatic carrier, Bug, and Flying Bomb.

3.2 SPECIFICATIONS
Mr. Kettering laid down a number of points for the Army's aerial torpedo:

(1) Simplicity

(2) Easiness of manufacture

(3) Easily assembled in the field
(4) Economy of shipping space

(5) Ease of launching

(6) Reliability

(7) Load carrying aspects

(8) Accuracy

As a result of these points certain specifications were developed:

Total weight: 520 lbs
Biplane wings:

span: 15 ft

chord: 30 ins

dihedral: 10°

Take-off speed: 55 mph
Engine: 4 cylinder, V90°, 2 cycle, 37 HP at 2150 RPM
Altitude control: aneroid barometer
Direction control: Air valve sensing apparatus on gyroscope
Distance control: Air log (propeller revolution count)

Material:
Fuselage: Plywood, paste board
Wings: Muslin, brown paper, dope

Tail surfaces: Paste board

Every effort was made to use materials not needed by the aircraft industry.
It was estimated that the total cost including explosive came to about $1.00
per pound.

In contrast to the Navy design, the automatic controls were in the design
stage whereas the Navy designs were completed and had been tested in N-9 air-
planes.

A sketch of the Kettering "Bug" is shown in Figure 3.1.
3.3 FLIGHT TESTING

The flight tests were started in September 1918. However, numerous
changes in design and much testing preceded the flight tests. It should be
pointed out that no piloted versions of the flying torpedo were used to test
or adjust the automatic controls prior to flight testing. Launch was from a
rail-mounted cart powered by the aerial torpedo.
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The first flight test put the flying torpedo through a hair-raising series
of aerobatics before crashing at the end of an Immelman turn. In the second
flight a different series of aerobatics occurred, but the ship corrected itself
and flew away. A tendency of the planes to fly in a wide circle as a result of
propeller torque was noted.

The status of the flight tests was such that on October 5, 1918, General
Squier in a memorandum to the Chief of Staff wrote '"The Chief Signal Officer
believes that the development of this new weapon, which has now demonstrated
its practicability, marks an epoch in the evolution of artillery for war
purposes of the first magnitude, and comparable, for instance, with the inven-
tion of gunpowder in the fourteenth century. The development is not known to
our overseas Forces, nor to the Forces of our allies. It comes as a distinct
product of American genius, as applied to our present methods of warfare."

This optimism was on firmer ground when on October 22, 1918 the first
perfect test of the aerial torpedo occurred. The altitude was set at 200 feet
and the range for 500 yards. The impact was almost exactly on target.

3.4 ©POST-WAR DEVELOPMENTS

The Army had a number of aerial torpedos made and was preparing to transfer
flight operations to the former Navy site at Amityville, Long Island when World
War 1 cgme to an end. At this point 25 aerial torpedos plus parts were put
into storage at McCook Field.

A series of flight tests under Army cognizance of 14 aerial torpedos at
Carlstrom Field, Florida were generally unsatisfactory. All the know-how
obtained at Dayton was not transferred to the Army test units. As a result
of these tests recommendations were made to (1) develop means for launching
regardless of wind direction, (2) develop self-propelled launching cars on a
catapult, and (3) make improvements in controls, gyroscopes, and engines.

On December 30, 1919 the Adjutant General directed the Air Service to
continue the development of the automatic carriers.

In March 1920, plans were laid down for the development of the flying
torpedo. They covered three aspects:

(a) Perfection of the automatic controls
(b) Specification of control means
(¢) Testing of controls in a piloted aircraft

The firm of Lawrence Sperry Aircraft was given contracts in the first few
months of 1920 to construct automatic controls and six "Messenger" airplanes,
and to carry out tests under full automatic control. The first flight tests
with a standard L-1 airplane with pilot in September 1920 to April 1921 proved
out launching and distance control, but the gyroscopes gave problems due to
precision, poor bearings, and installation difficulties. Further flight tests
with a new gyro were made, but the problems of maintaining a predetermined
course was still unsolved because of wind changes and gyro difficulties. At
this point the contractor requested permission to use radio control to correct
deviations from a predetermined course. Tests were made using radio control
up into 1926, initiating more or less successful application of command updated
inertial guidance. However, the hand writing was on the wall.
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On June 7, 1926 the Chief of the Engineering Division, Major John F. Curry,
wrote to the Chief of Air Service expressing the views of his Division "that no
torpedo development can be successful if it depends on a system of stabilization
alone, but that, in addition, radio control is absolutely necessary. The
gyroscopically controlled aerial torpedo, equipped with radio, is necessarily
very expensive. A project has been initiated to cover the study of the aerial

torpedo as an automatically stable airplane equipped with radio control. ~-- Due
to the shortage of experimental funds, the aerial torpedo development has had to
give way to other and more necessary developments. --- Due to other more urgent

projects, the allotment of personnel and money is not sufficient to complete the
aerial torpedo projects during the coming fiscal year."

This wrote "finis" to the aerial torpedo development until World War II
urged the reopening of the development. Little was accomplished before all
development was greatly curtailed in the lean years following the stock market
crash in 1929.

I am indebted to Mr. Carl Tusch of the AFSC Liaison Offices at Ames
Research Center and the Air Force Museum for supplying historical material on
the Army aerial torpedo project. Also I wish to thank the Albert F. Simpson
Historical Prsearch Center of Maxwell AFB who provided additional material.

At this point I would like%\ skip over sixty or more years from the dim
past to the indefinite future an® make some prognostications concerning the
future of missile aerodynamics.

4. HIGH ANGLE OF ATTACK AERODYNAMICS
4.1 AREAS OF IMPORTANCE

High angle of attack aerodynamics has been an area of interest among
missile aerodynamists for a number of years. The subject embraces a number of
areas, some of which are discussed in the following sections. Here we will
only treat the subject broadly since specific aspects of the subject will be
subsequently discussed. For purposes of discussion let us consider high
angles of attack to be those over about 20 degrees.

The general interest in high angle of attack aerodynamics stems from the
fact that missiles use higher and higher angles of attack in the search for
increased maneuverability. Some particular applications of past and present
interest include the bomber defense missile (SRBDM), short-range air-to-air
(Agile and ILAAT), and AAW missiles which must turn over quickly from vertical
launch. Another application is the high altitude missile which may be unpowered
at extreme range and yet be required to have a maneuver capability of two- or
three-fold over an evasive target. Also a tumbling missile or missile fragment
is another particular application.

4.2 SPECTAL PROBLEMS OF IMPORTANCE
A few special problem areas in high angle of attack aerodynamics are now

discussed. First there is the question of air inlets at high angles of attack.
It is hard to design an efficient air inlet for a large angle of attack range
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(and appears feasible only for bank-to-turn missiles.) Another problem is that
aerodynamic controls suffer severe losses of effectiveness at high combined
angles of pitch and deflection (Reference 4.1). These losses make it difficult
to trim the airframe at high angle of attack thus limiting maneuverability.

There is a severe loss of favorable wing-body interference at high angles
of attack and Mach numbers as shown in Figure 4.1. The factor Ky is the ratio :
of the normal force on the fins mounted on the body to that of the wing alone ;
at the same angle of attack. In this figure a value of Ky greater than unity
indicates favorable interference whereas a number less than unity indicates
unfavorable interference. The unfavorable effects can be very large at high
angles of attack and Mach numbers.

Another problem about which very little is known is nonlinear afterbody
effects at high angles of attack. The body section between the missile nose
or canards and its empennage can shed vortices at high angles of attack which
cause large nonlinearities and greatly reduce tail effectiveness in stabilized
missiles.

The above problems represent areas in which additional research is needed.
4.3 PREDICTION METHODS FOR HIGH INCIDENCE

The term "prediction methods" is meant to cover both computational fluid
mechanics and engineering prediction methods. The discussion is confined to
methods for predicting static forces and moments. The former will be treated
in a subsequent section, and the latter will now be discussed with regards to
the transonic, supersonic, and hypersonic speed regimes.

Engineering prediction methods for the high angle of attack transonic 1
regime are almost entirely data-base methods (Reference 4.2}, which permit
little extrapolation out of the test range. This subject is worthy of
attention for both transonic and subsonic speeds.

At supersonic speeds there are several methods such as References 4.3 to
5.5. These methods use data bases sometimes combined with rational modeling.
In this approach a skeletal but systematic data base is obtained covering a
range of the parameters of interest such as angle of attack, roll angle, Mach
number, fin aspect ratio, etc. A theoretical model of the flow over the
missile is made, and rational mathematical techniques are used to interpolate
and extrapolate from the data base. While several high incidence supersonic
engineering design methods exist, they cover different configuration spaces
with some overlap. The effects of roll angle are generally not included. The
effects of aerodynamic controls is an area needing much attention. Force and
moment prediction methods for missiles with noncircular bodies and with inlets ﬂ
also need more attention in view of the current interest in bank-to-turn
missiles.

For high supersonic and hypersonic speeds the principal methods are based
on Newtonian theory, shock-expansion theory, or derivatives of these approaches
While for certain simple configurations these methods give good results, no
suitable general method exists which applies to more complicated configurations
and at the same time handles vortex effects. A need for such a method exists.
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4.4 HIGH ANGLE OF ATTACK WIND-TUNNEL TESTING

The need for high a data is not only to obtain design data for particular
missiles but it also includes the requirements for high quality data for test-
ing aerodynamic theories and systematic data for rational modeling methods.

In the area of data for checking theory there is a requirement for coordinated
flow-field measurements, pressure distribution data, and flow visualization.

One of the primary difficulties that makes high angle of attack testing
difficult at all speeds is the need to design model supports which will stand
the high loads involved and at the same time will minimize the effect of
support interference on the quantities being measured. There is much room for
ingenuity in the design of such support systemns.

A particula: speed range of difficulty for high o testing is the transonic
range not only because of the well-known wall interference but also because of
support interference. The simple case of a body of revolution shows quite
different characteristics at high a depending on whether it is supported by a
strut or by a sting. An example of this effect is shown in Figure 4.2 as taken
from Reference 4.6. It appears that the strut interferes with asymmetric
vortex formation. Further experiments are required to develop high o« inter-
ference-free support systems at transonic speeds.

5. INTEGRATION OF ENGINES AND AIRFRAMES
5.1 Preliminary Observations

The problems of engine-airframe integratcion are most important for air-
breathing missiles, and these comments apply to such missiles. Included in
this area are the effect of the airframe oun the airflow into the inlet, and the
interference of the inlet on the external airflow about the missile. Both
effects are important. Generally missiles utilizing air-breathing engines will
not be allowed to roll continuouslv because of the difficulty ox maintaining
efficient inlet operation under these conditions. Exceptions probably exist.
We will address the question of the state of the art concerning CFD methods
for inlet design, data available for design methods, and engineering design
methods. Suggestions for future work in these areas are also considered.

5.2 COMPUTATIONAL FLUID DYNAMICS (CFD) METHODS

The principal CFD methods available for studying airframe/inlet interference
are based on the Navier-Stokes equations, the Euler equations, or on paneling
procedures. With regard to Navier-Stokes methods no complete solutions seem to
have been carried out for the three-dimensional case. For the subcritical case
not even a two-dimensional calculation is available for realistic geometries.

The difficulties lie in the lack of powerful enough computing machines and in
turbulence modeling, especially in association with boundary-layer shock-wave
interaction. Those difficulties will eventually be overcome. Until then other
methods must be used in design.

Euler codes have been applied to supercritical inlets with some degree of

success. Their applications to subcritical inlet problems are not yet fully
demonstrated. The basic problems with the Euler equations for internal flows
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is that boundary-layer, shock-wave interaction causes the internal waves to be
in different positions from those predicted for an inviscid fluid as given by
the Euler equations. The possibility of using an Euler code together with an
embedded boundary-layer analysis appears to be a practical approach which
should be attempted to provide a basis tor design tools. It is possible to
account for body vortices and fin vorticity with Euler codes so that the
effect of these quantities on the quality of the flow entering the inlet can
be predicted. Also the effect of the inlet on the external flow should be
amenable to treatment by Euler codes.

It is possible to treat the effects of variable inlet mass flow with
panel methods as has been demonstrated by Dillenius (Reference 8.7). However,
a careful comparison between experiment and theory for such an approach has
not been made. One would expect to be able to calculate the effect of the
inlet on the external aerodynamics by such an approach. It seems worthwhile
to determine the accuracy and limitations of panel methods in this connection
because of their potential economy.

5.3 STATUS OF THE DATA BASE

Much data exist on engine-airframe integration as a result of testing
many specific designs. However, the data are generally not systematic nor
consistent with respect to definitions of quantities or terminology. The data
on the effects of the inlet system on the external aerodynamics of air-breath-
ing missiles are being assembled into a data handbook. Dr. 0. J. McMillan
will cover this subject in the last paper of this Symposium.

5.4 ENGINEERING PREDICTION METHODS

The state of the art with regards to engineering prediction methods
leaves a great deal to be desired. Existing methods which fulfill the require-
ment of being cheap suffer from lack of accuracy. In fact, a general method of
good accuracy does not exist.

A simple approach to remedying the present unsatisfactory state of the
art probably does not exist. It will probably involve a thorough evaluation
of the accuracy of present methods to determine their inadequacies, the
definition of problem areas where deficiencies exist, and overcoming the
deficiencies by systematic experimental tests and the use of rational modeling
and computational fluid dynamics.

6. AUTOPILOT-AIRFRAME INTEGRATION
6.1 BACKGROUND

The principal limitations to maneuverability of missiles which are aero-
dynamically controlled are due to the autopilot. These limitations are often
associated with the inability of the autopilot to cope with the cross-coupling
of the aerodynamic control functions, largely between yaw and roll. Often the
limitations are associated with the variation in the magnitude of the direct
control derivatives with angle of attack and roll angle.
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6.2 PROBLEMS IN CURRENT PRACTICE

There are a number of factors in current practice which are not conducive
to proper autopilot-airframe integration. Frequently the autopilot designer
sees the aerodynamics as given or measured, and complicates the autopilot
design in an effort to control a missile in the presence of severe aerodynamic
nonlinearity. In many companies the aerodynamic and system control groups are
separate, and the engineering manager does not exercise the necessary direction
to see that cross fertilization occurs. In order to do this, he must have a
good knowledge of each discipline. Part of the problem is that undergraduate
schools stress linear control theory, leaving nonlinear control theory as an
elective course. Yet, as von Kidrman said, "It is a nonlinear world in which
we live."

Another part of the problem is due to the fact that good engineering
methods for predicting control cross-coupling derivatives are lacking. If
the aerodynamicist and autopilot designers work together, it seems that better
missile maneuverability can be achieved at lower cost; also, the success of
efforts to adjust autopilot gains based upon state estimation is enhanced by
close coordination. What then can be done to improve the present practice?

6.3 RECOMMENDATIONS

The first step in the process should be to make sure that the aero-
dynamicist and autopilot designers work together before the airframe design
is frozen so that some control can still be exercised over its nonlinearities.
Perhaps jointly they could establish specifications for the airframe, allowing
for nonlinearities (many of the known classes of airframe nonlinearities are
described in Reference 6.1). To accomplish this step will require better
aerodynamic methods in some cases for predicting control cross-coupling among
other nonlinearities. In many cases the airframe aerodynamics will still
need to be determined experimentally, but the test model should be a better
approximation to the final design by applying missile aerodynamic prediction
methods first. It seems quite feasible that the integrated problem of air-
frame-autopilot design will become a subject of fundamental research and
development to see how a coordinated design effort can synergistically enhance
the final product.

7. ASYMMETRIC VORTEX PROBLEMS
7.1 BACKGROUND

Asymmetric vortices are known to form on the leeward side of a body of
revolution if the angle of attack is increased beyond a certain limiting value
that depends on a number of parameters, the most important of which is probably
body fineness ratio. The unexpected phenomenon, first reported by Cooper et al.
(Reference 7.1) in 1952 has been termed "phantom yaw." The onset of vortex
asymmetry is usually accompanied by large side forces and yawing moments which
are undesirable from the standpoints of both stability and control. The precise
cause of vortex asymmetry is not clear, but it appears to be associated with a
neutrally stable condition of a symmetrical vortex pair depending on its
strength and geometric configuration. Then a disturbance can cause it to take
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one or another of several asymmetric positions. Slight body geometric
asymmetries or wind-tunnel flow disturbances can trigger it one way or the
other.

An oversimplified, but useful, diagram which shows the general occurrence
of asymmetric vortices is shown in Figure 7.1. Here the a-M_, diagram is
divided into three regions by the line a=25° and M. =M cosa = 0.5. A typical
angle of attack for the onset of asymmetric vortices for a body of moderate
fineness ratio is 25°. 1t is also known that if the crossflow Mach number,
M., is greater than about 0.5 to 0.6 (Reference 7.2) that the leeward flow
changes character. The relatively concentrated vortex pair is now replaced
by two large symmetrical elliptical regions of rotational flow, and an
asymmetric vortex pair does not occur. It is thus seen that asymmetric
vortices are of no significance above the transonic speed range for moderate
fineness ratios.

7.2 PARAMETERS AFFECTING PHANTOM YAW

A number of parameters are known to influence phantom yaw. A good survey
is contained in Reference 7.3. Increases in body fineness ratio cause the
onset of vortex asymmetry at lower angles of attack. Rolling the missile can
cause changes in side forces and yawing moments of different magnitudes and
sign in a repeatable manner depending on body roughness (departures from
circularity). Nose bluntness seems to inhibit asymmetric vortices.

7.3 CONTROLLING OR HARNESSING PHANTOM YAW

While changes in basic geometry to reduce phantom yaw effects are of
interest, it is of even greater interest to control or harness phantom yaw by
the use of novel ideas. One idea in this category is a rotating nose.
Rotating the nose causes an asymmetric vortex pattern to switch as shown in
Figure 7.2 taken from Reference 7.2. Increasing the rate of spin may reduce
the amplitude of the side force which is oscillatory, not random. I am
indebted to Dr. Gary Chapman of NASA/Ames Research Center for these data.
Further data are contained in Reference 7.3. If the nose spin rate is above
the bandwidth of the autopilot, then the effect of phantom yaw is eliminated.

Another novel idea for harnessing phantom yaw is due to Mr. T. Canning
(Reference 7.4) from work performed under an AFATL sponsored experimental study
of support interference on the loads on bodies of revolution at transonic speed
and high angles of attack. The next two figures (Figures 7.3 and 7.4) show
plots of Cycosa versus Cy for an ogive-cylinder at different roll angles of the
body. The body had a small piece of tape on the nose at a fixed azimuthal
angle. The variations of Cy and Cy with roll angle were irregular but repeat-
able. However, paired values of Cy and Cy formed smooth curves as shown. Note
that vortex asymmetry increases both normal force and side force.

Now the maximum resultant force }n a plane normal to the free-stream
direction is given by (C% + C§ cosza)f. The radius vector from the origin
(Figures 7.3 and 7.4) is the value of the maximum force coefficient and its
direction is about 30° from the leeward meridian. The nose strip is generally
between the leeward meridian and the direction of the maximum resultant force.
The data show that resultant forces as much as 35 percent greater than for
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Figure 7.2 - Effect of Spin Rate on Side Forces of
10° Half Angle Cone.
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Figure 7.3 - Total Force Available for Maneuvering at Various
Roll Positions of a Fineness Ratio 7.5 Ogive-Cylinder;
Effect of Mach Number.
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symmetrical vortices can be obtained by harnessing phantom yaw. The gain
decreases as the Mach number and angle of attack increase.

For a missile that must pull high accelerations in a transonic turn, it
is possible to control phantom vaw by use of roll control and a nose strip
and at the same time get greater maneuverability. The design of an actual
system to achieve this is an interesting problem.

8. EXTERNAL STORES - LAUNCH DYNAMICS
8.1 BACKGROUND

In recent years the addition to certain aircraft of many missiles
externally mounted on racks and pylons has resulted in large drag penalties
to aircraft optimized for minimum drag without external stores. In fact,
missile installations have turned otherwise supersonic aircraft into subsonic
ones so that the next generation of combat aircraft were designed with this
danger in mind. Up to now the clean separation of external stores from air-
craft and the performance penalties due to hanging external stores on aircraft
have been investigated principally in expensive wind tunnel and flight tests.
The large number of combinations and permutations of aircraft and stores
requires extensive testing. For a number of years the power of large-scale
computers has been brought to bear on these problems. It is probable that
computer analysis of these problems can profitably be greatly expanded.

I am looking forward to what Professor Maddox has to say on the subject
in his invited lecture, as well as the other speakers in the external store
session. I would now like to make a few remarks about store separation at
subsonic, transonic, and supersonic speeds and suggest problems of interest
in each speed range.

8.2 SUBSONIC SPEEDS

Much analytical work has been done to develop codes for predicting store
separation from fighter-bomber aircraft at subsonic speeds. A particular code
developed by Fred Goodwin (Reference 8.1) under Air Force Flight Dynamics
Laboratory sponsorship is well known. One of the comparatively recent develop-
ments has been the discovery that store loads for an attached store versus one
just off the rack can differ markedly. This fact has emerged in wind-tunnel
tests by Dix (Reference 8.2) and flight tests at Patuxent River by Maddox
(Reference 8.3). These tests stimulated careful wind-tunnel tests (Reference
8.4) to investigate the causes of this phenomenon for stores mounted on a TER
rack. Figure 8.1 shows the finned stores tested on the TER rack under a model
of the F-4 airplane. Figure 8.2 shows the normal force on the lower finned
store of the TER rack in the attached position and for positions beneath the
rack. What is of interest is the rapid change in normal-force coefficient
for a store displacement of less than a tenth of its diameter. The significance
of the results are that special methods are required to predict attached loads.
The methods which are adequate for predicting loads for store separation
purposes may not be adequate for attached loads. More work is needed in
this area.
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8.2 TRANSONIC SPEEDS

I would like to make a few general remarks about store separation at
transonic speeds. A transonic method has been developed for determining flow
fields at store locations (Reference 8.5). This method builds on the subsonic
method mentioned in the previous section. Figure 8.3 shows a wing-body-pylon
combination under which flow angles were measured in the 4~Foot Transonic
Tunnel at Tullahoma. Figure 8.4 shows a comparison between theory and data
for the flow angles just below the rack mounted under the wing for o = 5°
and M = 0.95. What is remarkable is that the linear theory, shown by the
dashed line, fits the data so well at this condition. The effect of compres-
sibility on the downwash angle is small as shown, but the effect on sidewash
is larger than measured. At higher angles of attack, transonic effects may
be more significant.

— s ou m

Figure 8.5 shows a pressure distribution store which was used to determine
normal-force axial loading distributions. Loadings for this store directly
below the pylon (Z/D = 2) are shown in Figure 8.6 taken from Reference 8.6
for « = 0 and a = 5°. The ability of the linear theory to predict the flow
field is better than for calculating loads. Better ways of calculating loads
on stores embedded in transonic flow fields are needed.

8.4 SUPERSONIC CASES

The delivery of missiles at supersonic speeds has received some attention,
and a computer program to compute supersonic store trajectories (Reference 8.7)
has been written. Supersonic store separation done with linear methods is not
adequate for obtaining store forces and moments during separation. One reason
is that the positions of shock waves differs from those for Mach waves as used
in linear theory. The difference in position for a wave intersecting a store
can introduce significant error with the linear theory calculations of forces
and moment. Nonlinear corrections to linear theory are now used in Reference
8.7. Further work in the area of supersonic store separation is needed to
understand all the problems involved.

One supersonic problem of particular importance is that of the excessive
drag of stores externally mounted on racks. Novel ideas like conformal
carriage promise greatly to reduce supersonic store drag. Further progress
in this general area is needed with the general theme of designing the stores
and airframes as an integral unit.

8.5 CONCLUDING REMARKS

With regards to fruitful areas for further analytical studies and computer
programs; we can broadly conclude that attached loads need further attention
for all speeds. Higher angles of attack need attention for both subsonic and
transonic speeds in accordance with current air combat tactics. For subsonic
speeds nonlinear wing characteristics must be accounted for, and for transonic
speeds the usual transonic nonlinearities must be taken into account. Super-
sonic store separation involves nonlinearities also despite the fact super-
sonic linear theory is well established.
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One recommendation I have made for a number of years and I would like
to repeat it. Since large numbers of aircraft and stores are used in dif-
ferent combinations, it would be useful to compile a data bank of aerodynamic
models of those components to use with the subsonic store trajectory program.
Such a data bank would eliminate duplication and make it possible to run
trajectories with much less effort since the principal effort is usually
devoted to modeling airplanes and stores.

9. EXPLOITATION OF LARGE-SCALE COMPUTERS
9.1 INTRODUCTORY REMARKS

The application of large-scale computers to missiles has lagged its
application to airplanes for reasons which are not clear to me but which may
have to do with aerodynamic efficiency. However, there is increasing emphasis
in this area for missiles, an emphasis which will probably increase with the
growing interest in airbreathing propulsion. While large-scale computers are
not likely to be the principal tool of preliminary design for some time, they
provide several important services at the present time. They provide bench-
mark cases for evaluating the accuracy of more approximate methods. They can
also be used to develop data bases for use in approximate methods. They are
also useful in verifying final designs. With further improvements in computer
capability and reduction in cost, their application will greatly increase.

9.2 LEVELS OF SOPHISTICATION IN COMPUTER PROGRAMS

At least four levels of sophistication can be differentiated in computer
programs of interest in missile aerodynamics.

(a) Engineering prediction codes

(b) Potential flow codes, linear and ncnlinear
(c) Euler codes

(d) Navier-Stokes codes

After some preliminary remarks about the first two methods, we consider the
last two in greater detail.

Engineering prediction methods as referred to here are approximated
methods which are based on engineering assumptions and/or data bases. These
programs generally do not need large-scale computers, althcugh extensive data
bases can be put into core if they are available.

Potential flow codes of the linear type are typified by panel programs
for complete configurations (such as Reference 9.1) and for nonlinear potential
flow by the Bailey-Ballhaus program, Reference 9.2. For nonlinear programs the
present computer capability is taxed for complete configurations and, bigger
machines will probably be needed for multi-finned missiles. Their limitations
to low angles of attack can be partially overcome by incorporating vortex
models into them as in DEMON2 (Reference 9.3). Potential methods break down
when strong shock waves are present. Although research is underway to
partially alleviate this problem, Euler and Navier-Stokes codes are really
required.
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9.3 NAVIER-STOKES CODES

It is generally acknowledged that present computer capacity is too
limited to solve the flow about complex three-dimensional configurations with
Navier-Stokes codes. In the particular cases where a calculation has been
made for a body, the computer costs have been prohibitive for preliminary
design use. However, if progress in computer development in the future keeps
pace with that of the past, it is only a matter of time before the problems
of computer capacity and cost will be overcome. I presume the invited
lecture of Dr. Ballhaus on the future plans of Ames Research Center, NASA,
will contain some interesting material on this subject.

Another limitation in the use of Navier-Stokes codes at the present time
is the lack of understanding of turbulence modeling. It turns out that many
problems in missile aerodynamics are dependent only on turbulent convection,
not turbulent diffusion, so that there is some relief from this limitation.
However, when larger machines are available it will be possible to create
turbulent models of the required accuracy through an approach called large-
scale eddy simulation (Reference 9.4). In large-scale eddy simulation, the
unsteady Navier-Stokes equations (filtered) are solved to follow the motion
of the eddies down to the smallest scale that can be handled within the
capacity of the machine. Smaller eddies are modeled by some universal law.
The hope is that large eddies, whose statistics depend on the geometry in
question, can all be treated within the capacity of the computer, and the
effects of small eddies which follow universal laws can be modeled. For low
Reynolds numbers and periodic boundary conditions, predictions by this tech-
nique have shown good agreement with experiment. The use of larger computers
will permit solutions for higher Reynolds number.

For use with the time-averaged Navier-Stokes equations, eddy viscosity
models are usually used. It turns out that there are many classes of flow
with different eddy viscosity models. In my Wright Brothers paper 1 have
suggested that NASA create a national data bank of eddy viscosity models.

9.4 EULER CODES

The Euler equations can be used where vorticity convection is important
but vorticity diffusion is not. Many missile aerodynamic problems fall within
this realm. 1In these cases the Euler equations will require less computer time
than the Navier-Stokes solutions, not only because the viscous terms are not
present, but because a fine mesh to resolve the boundary layer is not required.

The problems of the appropriate boundary conditions to use with the Euler
equations is still very much an open question. It is through the boundary
conditions that the vorticity is shed from the solid boundaries into the flow
field. By using a Kutta condition at a subsonic edge it has been possible
(Reference 9.5) to discharge vorticity into the flow. Figure 9.1 illustrates
the calculated flow field. Also by inputting a separation line location and
appropriate boundary condition, it has been possible to calculate flows with
primary vortex separation on a body of revolution (Reference 9.6). Figure 9.2
compares vortex strengths calculated by this method with the data of Oberkampf.
Much of missile aerodynamics can be predicted with a supersonic marching code
for which the calculation times are matters of minutes. However, if the
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Figure 9.1 ~ Projection of Streamlines on Crossflow Plane as
Determined from Euler Code with Kutta Condition at
Leading Edge of Delta Wing.
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axial Mach number is subsonic, existing methods of solving Euler equations take
much time. Mathematical techniques for overcoming this problem are of consid-
erable interest.

Existing application of Euler equations to missile aerodynamics include
bodies alone (Reference 9.6), wings alone (Reference 9.5), and wing-body
combinations (References 9.5 and 9.7). In addition, the Euler equations
have been applied to missile inlets (Reference 9.8).

1 cannot conclude a discussion of large-scale computers without addressing
the question of the future role of the wind tunnel versus the computer. Much
controversy has surrounded the subject since the thought-provoking paper of
Chapman, Mark, and Pirtle (Reference 9.9). In their paper they state: 'When
a sufficiently advanced computer becomes available, we believe it will dis-
place the wind tunnel as the principal facility for providing aerodynamic flow
simulation." There is no doubt in my mind that many measurements now made in
the wind tunnel can be calculated just as well on large computers, and that
more of the conventional wind-tunnel problems will be tractable on computers
in the future. The rate at which this will happen can be argued. However,
the above quote does not imply that the wind tunnel will be superseded by the
computer. Indeed, it can be argued that the requirements for wind tunnels
will be increased. The wind tunnel can reproduce fluid mechanical phenomena
for which the physics is not understood and hence which cannot be put into
a computer. -Also wind tunnels and computers can be used to verify the results
of one another. Wind tunnels and computers can reinforce each other in other
synergistic ways in such applications as "smart" wind tunnels and conditional
sampling. The requirements for both will thus continue and, in my view, will
increase.
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TO MACH NUMBER 8 AND ANGLE-OF-ATTACK OF 180° (U)

' AERODYNAMICS OF TACTICAL WEAPONS

- L. Devan
L. A. Mason
F. G. Moore

N Naval Surface Weapons Center, Dahlgren, Virginia

ABSTRACT

The NSWC Aeroprediction Code has been extensively applied to
the prediction of static and dynamic aerodynamics of missile con-
figurations. Major extensions have recently been made to the code
to extend its capability to 0 <M ., < 8 and 0° < a < 180° and also
to improve the transonic inviscid body alone static aerodynamic
predictions and the dynamic derivative predictions for all Mach
numbers. The theoretical basis for the code extensions are out-
lined and previous methods are briefly reviewed. The code is
evaluated through comparisons of computational examples with
experiment for body alone, body-tail and body-tail-canard con-
figurations. The speed and accuracy of the code are ideal for use
in preliminary design. Examples of design applications to specific
tactical weapon configurations are presented.

INTRODUCTION

A continuous need exists for estimating the aerodynamic characteristics
of a wide variety of tactical missile and projectile configurations, especially
| in the preliminary or conceptual design phase. To meet this need, the Navy
: (in cooperation with the Army) undertook the development of a rapid, inexpen-
; sive, easy to use Aerodynamic Prediction Code in 1971. The code was developed
! so as to handle fairly general wing-body~tail configurations and hence have
direct application to a high percentage of tactical weapon designs. Preliminary
versions of the code were published in 1972, 1975, and 1977. The changing
mission requirements for both current and future weapons has dictated, however,
the need to revise and extend the capabilities of the 1977 version of the
Aeroprediction Code, which was limited to M_ < 3.0 and small angles-of-attack
(2 < 15°), to higher Mach numbers and angles—of-attack.

The objective of the current effort, which is nearing completion, is to
extend the 1977 version of the Aeroprediction Code to M_ =8 and a = 180°.
In addition, modification of some of the existing methods due to advances in
the state-of-the-art and computer program optimization is desirable.
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The general approach of the code development has been to combine existing
and n.wly developed computational methods into a single computer program. The
basic method is that of component superposition where the budy-alone, lifting-
surface-alone and interference contributions are added to obtain total
configuration aerodynamics. The code development has occurred in four increments.
The first three of these increments were previously reported, and led to the
development of a code capable of determining the aerodynamic coefficients
for axisymmetric, non air-breathing configurations with up to two sets of
lifting surfaces for low angles-of-attack and Mach numbers to 3.0, The results of
the fourth increment, required to meet the stated objective, is the subject
of this paper. Program plans for this effort and some early results were
presented at the 1lth Naval Symposium on Ballistics. The theorigs used,
outlined briefly here, are discussed in more detail elsewhere.™’ The
resulting code has computational times, required for the estimate of static
and dynamic aerodynamic coefficients for a body-tail-canard configuration for
one freestream condition, that are in CPU seconds on a CDC 6700 computer as
opposed to minutes or hours often required for more detailed physical and
numerical models. The accuracy obtained, however, is compatible with that
required for preliminary or intermediate design estimates.

Numerous computations for a variety of configurations have been attempted
on the Extended Aeroprediction Code and the results compared with available
data. Representative comparisons with experiment used in evaluating the code
and sample applications illustrating the use of the code to achieve improved
performance will be discussed in a later section.

CONFIGURATIONAL GEOMETRY AND FREESTREAM CONDITIONS

The most complex configuration considered is illustrated in Figure 1.
The body may be pointed, spherically blunted or truncated. The remainder
of the body may consist of one or two piecewise continuous nose sections, a
constant crossection afterbody, and a boattail or flare. The wing or
canard fins have a trapezoidal planform with a biconvex or modified double-
wedge crossection and sharp o. spherically blunted leadingand trailing edges.
Tip edges are assumed parallel to the freestream at zero angle-of-attack.
Fin crossections are piecewise similar with span. No camber, twist, dihedral,
or airfoil distortion 1is considered. Lifting surface sets are planar or
cruciform. Horizontal,all-movable control deflections in the plus position
are considered. Canard/wing and tail fin sets are aligned.

For various Mach number and angle-of-attack regions there are geometric
restrictions. These will be elaborated upon in later sections.

Freestream condition description consists of Mach number, Reynolds
number per foot per Mach number, and angle-of-attack. Roll orientation is
considered at higher angles-of-attack only. Inlet and exhaust plume effects
are not considered.

SUMMARY OF ANALYSIS METHODS

The analysis methods will be discussed in general terms. For more detailed l
theoretical discussions and derivations of the individual methods, the reader is

referred to reports currently published as well as those in publication (References
2-7, 9).
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BODY-ALONE STATIC METHODS

The body-alone low angle-of-attack static prediction methodsz-S are
summarized in Figure 2. The transonic nose pressure drag and body inviscid
normal force methods were modified under contract to NEAR, Inc., with addition-
al modifications accomplished in-house. The second-order shock-expansion
extension work was accomplished under contract by Professor F. DeJarnette of
North Carolina State University.

The transonic/subsonic nose wave drag prediction assumes that the nose,
boattail, and base are aerodynamically isolated. This assumes the exis-
tance of a minimum length afterbody. The nose shape is assumed to be a
spherically blunted tangent ogive or a spherically blunted cone. To obtain
results for a more general nose shape, linear interpolations between the
tangent ogive and the cone pressure drag predictions are made using the
initial body slope at the sphere-nose junction and the nose-afterbody slope.
Thus, for a zero shoulder slope, the tangent ogive value is computed and for
equal values of initial and final slope values, the cone value is computed.

The tangent ogive pressure drag prediction is based upon interpclation in

a table of values of Mach number, M_ ; nose length Ly; and nose spherical
radius, Ry. Ranges of values are .8 < M < 1.2, .75 < Ly < 5.0 calibers,

and 0. < Ry < .5 calibers. The majority of the pressure drag data was genera-
ted by solving the Euler equations by an unsteady implicit time asymptotic
method. A portion of the data was generated by solution of the full potential
equation by the method of South and Jameson. Below M_ = .8 the pressure drag
is decayed quadratically to zero at M_ = .5. The cone pressure drag is
obtained from a blend of integrated pressure data and Taylor-Maccoll solutions.
The pressure drag is obtained as an interpolation in a table of values of M ]
| versus cone angle, § (bluntness is neglected). Ranges of values are .5 <

e

M < 1.2, 0 <8 < 20°. Belew M= .5 an asymptotic value is assumed. The
boattail wave drag is tased upon small disturbance solutions assuming a long
afterbody for 1.05 < L Below M = 1.05 the boattail drag is decayed

linearly to zero at M _ = .95.

% The transoric/subsonic normal force prediction is for 0 < M_<1.2. The

: new transonic normal force prediction is based on a combination interpolation

and least squares curve fit in Mach number and geometric parameters. The nose

is a blunted tangent ogive. Other body parameters are afterbody length, boat-

tail angle, and boattail length. Parameter limits are 0 < Ry < .5 calibers,

- 1.5 < < 5.0 calibers, 0 < Ly (afterbody length) < S.Ocaligers, 0 < Ly

. (boattail length)< 2.0 calibers, and 0 < 6g < 10° for the conical boattail

| angle. Values of Cyy and Cy, (about the nose) are obtained by solving the
Euler equations at 1° by an unsteady implicit time asymptotic method at M =
.75, .90, .95 and 1.2. Currently prediction values at M= .6 are given by
the earlier model and at M_ = 1.2 by a low supersonic Mach number potential
model. Interpolation provides a solution for .6 < M°° < 1.2. Below M = ,6,
the earlier model was used. Currently the new algorithm is an input choice
to the program since neither method 1s particularly satisfactory over the full
range of conditions.

The small disturbance potential solutions for the low supersonic range are
applicable from 1.2 < M_ < M 3 M, a program input, is chosen between 2 and 3.5
depending on nose shape “and whet%er or not lifting surfaces are also present.
A high supersonic prediction method is used for M _>M The method used is a
modified version of the second-order shock-expansion method which predicts
- inviscid static coefficients with good accuracy for bodies with short after~
bodies and a flare. The wave drag predicted is adequate for nose-afterbody
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configurations but is poorer for bodies with a boattail. The normal force
prediction is fair for nose-afterbody configurations, and again 1is poorer

for bodies with negative slopes. The pitching moment prediction in general
is poorer not only for the higher Mach numbers but is a weakness of all of the
methods available over the entire Mach number range.

LIFTING SURFACE AND INTERFERENCE STATIC METHODS

Lifting surface and interference methods are summarized in Figure 3. The
high supersonic methods were developed by Professor F. DeJarnette.

Above M_ = M_, a shock-expansion strip estimate is used. First the angle
between the local surface normal and the free stream velocity is found. A
local oblique shock value is used for compression angles and a local Prandtl-
Meyer value is used for expansion angles. The pressure distribution is indepen-
dent of span since similarity of crossection is assumed. For a blunt leading
edge a modified Newtonian distribution is assumed. As Mach number and aspect
ratio increase the wing-alone prediction improves. However, interference
effects are neglected.

The methods used at lower Mach numbers were previously documented.3 For
the symmetric low supersonic drag problem no swept forward trailing edge is
permitted. This is a numerical method restriction rather than a physical
restriction. For the low supersonic 1lift problem no subsonic trailing edge is
allowed. 1In addition, the zone of influence must not include the opposite tip
edge of a two fin planform. For the drag problem, the trailing edge sweep
angle is cut off at 0°. For the lifting problem the Mach number is kept just
above or at the critical Mach number.

METHODS FOR COMPUTING DYNAMIC DERIVATIVES
Methods for computing dynamic derivatives are summarized in Figure 4.

For the fourth increment in the code development process, improvements and
extensions were made in the pitch and roll damping prediction method.

Dr. L. Ericsson of Lockheed Missiles and Space Company, under contract to
NSWC, was responsible for developing a method to improve the prediction of
pitch damping for small angles of attack. In the low supersonic region the
method is restricted by the slender wing-body analysis. It is assumed that the
slender-wing body analysis is usable to M = 2, At this condition the aspect
ratio of the tail is restricted to less than 2.3. The current theory is res-
tricted to body-tail configurations. For the body-alone prediction, when the
IMSC model deviates too greatly from the older, empirical G.E. SPINNER code
prediction, the SPINNER prediction is selected. Currently the use of the LMSC
algorithm is a code input option. For body-canard-tail configurations only
the body-alone prediction is utilized.

For the earlier methods used in the code the same restrictions on Mach
number, which prevent trailing edge subsonic conditions or the opposite side

edge lying in the zone of influence, which were made for the lifting surface-
alone normal force problem, again apply. For the lifting surface-body problem
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the planform considered is that obtained by extending the leading and trailing
edges to the body centerline.

Improvements were also made in the method of computing the transonic
empirical roll and pitch damping for configurations with lifting surfaces. At
high Mach numbers above M_=M,, a strip method, based on the static normal
force strip loading, is used to predict roll and pitch damping for configura-
tions with lifting surfaces. Thus, two methods are available for predicting
pitch damping for the entire Mach number regime.

HIGH ANGLE~OF-ATTACK STATIC AERODYNAMICS

The method used in the code is a direct adaption of the empirical methodo-
logy of Reference 7. Restrictions of this code are:

(1) Mach number: .8 to 3.0.

(2) Angle-of-attack: 0° to 180° for isolated components (plus position) ‘
and 0° to 45° for body-tail combinations and roll angles 0° to 180°,

(3) Tail: Trapezoidal plan form, edge parallel to body centerline

(a) Leading edge sweep angle: 0 to 70 degrees
(b) Taper ratio: O to 1. i
(c) Aspect ratio (two fins): .5 to 2.0.
(d) No control deflection ]

(e) Tail trailing edge: sweep zero and parallel to body base.

(4) Nose length (pointed tangent ogive): 1.5 to 3.5 calibers.

(5) Cylindrical afterbody 6 to 18 calibers long.

(6) Total span to diameter ratio (two fins): 1 to 3 1/3.

Body alone and body-tail normal force and X, are predicted as a function

of Mach number, roll angle, and angle of attack. In addition, the roli moment
is also predicted.

ANALYSIS EVALUATION AND SAMPLE COMPUTATIONS FOR NEW CODE ELEMENTS

This section will present examples illustrating both the strengths and
the weaknesses of the new methods adapted and integrated into the NSWC code.
The reader should remember that all of the new methods met our accuracy
requirements in general over the range of applicability although in some
individual cases shown, the accuracy was poorer,

An tllustration of the capability of the new High Mach number routine is
given in Figures 5-7. Here the body alone static aerodynamic predictions of
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the current routine are compared to integrated pressure data and the small
disturbance potential codesl:8 for a blunted, tangent ogive nose, 6.0

caliber afterbody configuration. Above M_ = 1.5, the comparison of the High
Mach prediction with data is quite good for the forebody drag, C (wave drag
plus friction drag) while the normal force, C o’ and center-of-pressure, Xc .
predictions are shown to degrade somewhat. In general, the predictions impgove
with increasing nose length and Mach number (although this was not shown for
this case due to a lack of data). In Figure 8, comparisons are shown for a NASA
flared body. Small modifications were necessary to the body geometry to make
it compatible with the input requirements of the computer code. As a result,
the agreement in general is only fair except for C, at the higher Mach numbers
where the agreement is good. In general, the C p%ediction will be poorer for
bodies with negative slopes (i.e. boattails). §% is also shown that XC

is rather poorly predicted by all three computational methods. P

In Figures 9 and 10 are shown comparisons of the shock-expansion strip
theory for wings with the low Mach number small disturbance estimates. For
larger aspect ratios and higher Mach numbers (smaller zones of influence) the
comparison is improved. No interference is considered for Moo > M . However,
the C, prediction is generally on the high side which partially compensates
for tggs omission In these examples A, is the leading edge sweep, A 1is the
aspect ratio and A is the taper ratio. The wing crossection is that of a -
symmetric diamond.¥

Figures 11 and 12 illustrate applications of the code to body-~canard-~tail
and body-wing configurations. Data for the TMX-1751 configuration include the
contributions of body strakes (not shown in the sketch). These strakes were
not included in the model,due to limits on the number of lifting surfaces and
the small aspect ratio,which partially accounts for the C a and XC differences.
The comparison is good for the TMX-187 configuration with the f1a¥Bd afterbody.

Figures 13-16 illustrate the capabilities of the adapted Martin High angle-
of-attack empirical algorithm. The slope and magnitude of the C_ predictions
compare quite well, However, the X and C, predictions are of §he right order
of magnitude only, except at fairlycgigh angles-of-attack where the predictions
improve markedly for the lower Mach numbers.

As previously indicated, the modified LMSC dynamic derivatives model
occasionally experiences a total breakaway from the data for body alone con-~
figurations. This problem is illustrated in Figure 17 for the Army-Navy Spinner
configuration. As a result, the current combined code compares the LMSC model
predictions with the G.E. SPINNER code prediction. If the deviation is large,
as in this case, the SPINNER prediction is selected. In Figure 18, the relative
capabilities of the older pitch damping prediction method, the LMSC model and
the strip theory are shown for the Basic Finner configuration. The strip
theory is seen to be quite adequate at the higher Mach numbers for predicting
both the pitch damping and the roll damping coefficient, C2 (see Figure 19).
The overall agreement of the new method for all Mach number® is considered to
be good.

The relative improvement in the transonic predictions is illustrated in
Figures 20-23. 1In Figure 20, the computed transonic nose wave drag for the
M-117 Bomb is compared with data. For this case, the NEAR algorithm is shown
to improve the estimate somewhat. The experimental pressure data, however, was
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somewhat sparse for an accurate numerical integration. The improvement is
much more obvious in Figure 21 which shows a comparison of the NEAR algorithm
prediction and older theory with data for blunted tangent ogive-cylinders
with 6.0 caliber afterbodies. However, there is no apparent improvement in
the prediction for C, and X _ in the transonic flow regime as shown in
Figures 22 and 23. N%ither §Bthod seems to be particularly outstanding. (A
more thorough evaluation is present in Reference 5.)

SPECIAL CODE FEATURES

The Aeroprediction Code which applies the methodology previously indicated
in Figures 2-4 and the High Angle-of-Attack algorithm, has been updated to
include the new methodology presented. (Details of the earlier version of the
code are available in Reference 9). In addition to the new computational
methods, other elements of the code have been corrected and improved. For
example, the data input and output have been extensively changed to simplify
and clarify those aspects of the program and to optimize the code for the user.
For example, the wing or tail input data consists of the minimum required for
the computations and yet allows considerable detail to be given. The body-
along geometry is described by the number of points on the body surface for
each piecewise continuous segment, a single logic variable, and body surface
coordinates. The description is basically independent of Mach number with
only minor exceptions. The program has been segmented in order to minimize
the storage required for loading. Currently, the code requires 160K octal
central memory or less. For more universal use, all FORTRAN statements will
be standard ANSI format or machine independent. For missile design, the output
has been expanded to include the pitching moment coefficient components about
the given moment center and the normal force/pitching moment dependencies on
angle-of-attack and control deflections. Thus, for the entire configuration,
the normal force coefficient for a given Mach number can be described as

C.=a (CNa + C

N a a) + CN Gt + C §

N c
Gt 6c

Na

where § and §_ are the canard and tail control deflections, respectively, and
C aa 1sthe bo&y viscous crossflow term. The expression is similar for the
moment coefficient. Utilizing these outputs one can obtain the hinge moments
and other coefficients needed for a linear aerodynamic performance analysis

of a missile configuration.

APPLICATIONS TO DESIGN

The Aerodynamic Prediction Code has been extensively applied to the design
of both conventional and unconventional tactical weapons. To conserve space,
only a few specific examples are shown here which hopefully will provide some
indication of the code's flexibility. Many more examples will be given in the
design manual to be published later this year (Reference 6).
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PROJECTILE PERFORMANCE OPTIMIZATION

The objective of this study was to optimize the performance of a full-
bore, axisymmetric projectile to obtain the minimum time-of-flight and highest
terminal velocity at a given range with no degradation in accuracy. This was
to be accomplished by optimizing the shape to minimize the total drag, through
determination of the best weight to obtain the optimum ballistic coefficient
and by judicious selection of the center-of-gravity location. An optimization
scheme developed by Hagar, et al.l0 (which has since been upgraded by Mogall)
indicated that for a five caliber body, the minimum drag profile would be simi-
lar to that shown in the top corner of Figure 24. Methods to quickly predict
the aerodynamics of this profile are more limited than one might at first
suppose, particularly with respect to the two-third power law nose contour and
the 1.8 caliber boattail. For instance, the range of applicability of the
DATCOM is for boattail lengths greater than 2.0 calibers and tangent or conical
nose shapes. The G.E. SPINNER code includes data for some secant ogive nose
shapes which can closely approximate the two-third power law nose but is limited
to boattail lengths of less than 1.0 calibers. The small afterbody length
(approximateliy .05 calibers) also restricted the use of additional methods and
data. The Aeroprediction Code was utilized to obtain the static aerodynamic
coefficients for this configuration so initial estimates of its stability
could be made. Using these initial estimates, the design was fabricated and
successfully flown in the 30 MM caliber size. Comparisons of the theory with
the ballistic range data later obtained for the design are given in Figure 24.
Good agreement was obtained in each case. As a result, the predicted values
could then be used to conduct a stability analysis throughout the trajectory
with greater confidence. Use of the Aeroprediction Code therefore allowed
the designer to eliminate expensive wind tunnel tests and the bulk of ballistic
range tests, even though extensive changes in the design were made, and demon-
strate the benefits of the proposed design. The improvements in this case
were substantial as shown in Table I below.

fable 1. Benefits of the 30 MM Optimal Projectile*

30 MM 30 MM
Standard Optimal Improvement
Range (KM) 3.0 3.0 -—
Average CD .36 .22 39%
Time-of-Flight (sec) 5.70 3.86 32%
Terminal Velocity (FPS) 967 1559 61%
Accuracy (rad. std. dev., mts) .6 .65 -

* Computer generated trajectory based on experimental drag data.

STRUCTURAL ANALYSIS

An example of application toward structural design was presented at the
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l11th Navy Symposium on aeroballist:lcs.1 As indicated in the previous paper, the

Aeroprediction Code was modified to compute the total sectional normal force

coefficients along the body as a function of Mach number and angle-of-attack. i
The results were then used in the structural analysis. The results of the i
analysis, repeated here in Figure 25, indicate that structural failure of the

two configurations examined could occur during maneuvering flight due to the

large aerodynamic bending moment. Flight tests confirmed the prediction and

the design was successfully modified.

MISSILE CONTROL DESIGN

The use of the code in preliminary missile design was recently illustrated i
for the Advance Point Defense System (APODS) missile concept. The guided APODS
missile is currently an 18.0 caliber design with a 2.0 caliber Van KArmin ogive
radome, a 16.0 caliber afterbody and four cruciform tail fins for control (see
Figure 26). 1In order to obtain an estimate of its performance capabilities and
determine the o timum control gains, the Aeroprediction Code was utilized to
provide the static aerodynamics at angle-of-attack and the moment contributions ]
relative to the center-of-gravity. The estimated static and dynamic aerodynamic
coefficients for the APODS missile are given in Figure 27. These results were
fed into the computer guidance model. A sample trajectory and the tail control 4

: autopilot response are shown in Figures 28 and 29, respectively. Results such as
i these can then guide the design in modifying the configuration or the control L
10 gains to maximize performance.

SUMMARY

An Extended Aerodynamic Prediction Code for rapid, approximate estimates
] of the static and dynamic coefficients for guided and unguided tactical weapons
4 has been developed. The range of applicability of the code 1s 0 < M_ < 6.0
(up to M_ = 8.0 for certain body alone cases) and 0° < a < 45° (up to o ~ 180°
for computing the drag on certain body alone configurations). A large number
of configurations can be accurately modeled on the program. Final verification
of the predictions is nearing completion. The code, accompanied by a Design
Manual and a User's Guide, is scheduled for release in the fourth quarter of
FY81.
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Figure 2. New Methods for Computing Body-Alone Aerodynamics
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Figure 3. New Methods for Computing Wing~Alone
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Figure 4. New Methods for Computing Dynamic Derivatives
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AN INVISCID CuiPUTATIONAL METHOD FOR TACTICAL t
MISSILE CONFIGURATIONS

A. B. Wardlaw, Jr., J. M. Solomon, F. P. Baltakis and L. B. Hackerman
Naval Surface Weapons Center, Silver Spring, Maryland 20910

Abstract

A finite difference method suitable for design calculations of finned
bodies is described. Efficient numerical calculations are achieved using a l
thin fin approximation which neglects fin thickness but retains a correct
description of the fin surface slope. The resulting algorithm is suitable for
treating relatively thin, straight fins with sharp edges. Methods for treating
the fin leading and trailing edges are described which are dependent on the
Mach number of the flow normal to the edge. The computed surface pressures are
compared to experimental measurements taken on cruciform configurations with
supersonic leading and trailing edges and to a swept wing body with detached
leading edge shocks. Calculated forces and moments on body-wing-tail configuration
with subsonic leading edges are compared to experiment also. Body alone
configurations are studied using a Kutta condition to generate a lee-side vortex.

1. Introduction

A practicable means of predicting the nonlinear, inviscid, supersonic
shock layer on missile configurations is to numerically solve the steady, three-
dimensional inviscid equations using an efficient finite difference method.
Several computer programs are currently available for this purpose, e.g. Refs.
1-7. Although these supersonic flow field codes can be applied to relatively
arbitrary body shapes, their application to practical wing-body-tail
configurations presents some serious computational problems. Existing codes
treat the complete fin-body cross section as a single entity. Thus when

cylindrical coordinates, as shown in Fig. 1, are used a large number of ¢ mesh

S ey

73 PRECEDING PucE BLANK-NOT FILNGD




-k

planes are needed to adequately resolve the fin. When several fins are ]

present at the same axial station, the number of grid points needed becomes

prohibitively large for practical design calculations. The number of grid
points can be substantially reduced by mapping the fin body cross-section into
a more "rounded” figure. The existing methods utilizing this approach are
based on conformal mapping techniques developed by Moretti2»8 (see Refs. 3,6). j
The mappings however are complicated even for the case of a single smooth fin
or wing and often tend to cluster large numbers of mesh points near wing tips.

This reduces the permissible marching step and increases computational time.

The primary focus of the present study is the development of a more efficient
numerical technique for treating finned bodies. To achieve this, the approach
used here departs from the basic computational strategy used in Refs. 1-7

when fin surfaces are present. Instead of considering the cross-sectional

body-fin geometry as a single entity, the present approach considers the body
alone (i.e., the body with all fin surfaces removed) and the fin geometry
separately. The computational grid is generated using normalizing transforma-

tions 1,4,5,7

applied to the body alone configuration. The fin surfaces are
allowed to extend into the computational region and can be adequately resolved
within a relatively coarse computational grid. 1In order to treat the complex
flow in the immediate vicinity of fin leading and trailing edges, appropriate
local analyses are built into the program which depend strongly on the local

Mach number of the flow component normal to the edge. These local analyses can

range from locally exact, when the edge is sharp and the normal velocity

component is sufficiently supersonic, to ad hoc or semi-empirical in other

situations.

Within this framework, various approaches for numerically treating general

fin surface shapes are possible. One approach would be to introduce extra
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computational points to represent the fin surfaces which would float within
the basic grid. This would complicate the application of the boundary
conditions on the fin surfaces. Another approach, would be to subdivide the
flow domain into several sub-regions each containing the flow between adjacent

fin surfaces. Relatively simple transformations would be applied separately

— o on SN BB

in each sub-region to map adjacent fin surfaces onto constant computational

coordinate planes.

Relatively coarse meshes could be used in each sub-region and the computations 4
in the various sub-regions could be linked in a manner suggested by Hindmun, et al.?

1 : Both the above mentioned approaches are in principle capable of handling

general fin surface geometries.
1Y
To simplify the development for the present study, the analysis is
restricted to relatively thin fins with sharp edges which lie approximately

along constant ¢ planes (cf., Fig. 1). A thin fin approximation is employed

which neglects the fin thickness but retains the actual fin surface slopes.
For an important class of body-fin configurations, the thin fin approximation
allows the direct use of the basic grid generated for the body alone shape

(see Sec. 2) without the introduction of floating points to describe the fin

surface or additional mappings. To verify the thin fin approximation and the
versatility of the computational method presented here (see Secs. 2 and 3),
comparisons are made of computed and measured surface pressure distributions

for body alone, body-wing and body-wing-tail configurations. A representative

sampling of these is presented in Sec. 4.

2, Notation and Preliminaries

The numerical methods for treating fin body combinations presented here
differ from existing supersonic inviscid flow field codes 1-7 only in the

treatment of fin surfaces. In the present work, the procedures for treating
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fin surfaces, which appear in Sec. 3, will be described and implemented within
the context of the algorithm described in Refs. 7 and 9. " However, this fin
treatment can be adapted in a straightforward manner to other existing
supersonic inviscid flow codes which have the capability of treating internal
shock waves either by "tracking" or 'capturing".

A body oriented cylindrical coordinate system (r,$,z) depicted in Fig. 1
is used in this study. Standard notation will be used; viz., p is the density,
p the pressure, h the enthalpy, a the sound speed, Y the ratio of specific
heats, and 3 the velocity vector with components (u,v,w) as indicated in Fig. 1.
It is assumed that for z > zp, w > a everywhere. For computational purposes,
attention is restricted to the region z > z, between the body alone, expressed
by r=b(¢$,z) and the bow shock wave, expressed by r=c(¢,z). This region is mapped
into the computational region Z > z5, 0 < X <1, 0 <Y <1 by the standard
normalizing transformations 1,4,3,7

Z=1z, X=(r-b)/(s~b), Y = ¢/¢, (N

where ¢, is the ¢ value of a symmetry plane if one exists and 27 otherwise.
Every computational plane Z = constant is covered by a grid with uniform
AX and AY. As will be described in Sec. 3, the fin cross-section is represented
by the thin fin approximation as double valued grid points lying along portions
of certain Y = constant grid lines; cf., Fig. 2.

The algorithm for advancing the unknown flow field quantities from Z = zk
to the next axial station Z = zX4Az depends on the location of the individual

mesh points in the shock layer. These are divided into the following four types:

-

interior, body surface, shock, and fin surface point. The numerical procedures
used to treat the first three types of points are essentially the same as those
given in Refs. 7 and 9. The only difference is that the inviscid, weak

conservation equations have been recast to simplify the source term. For
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interior points the MacCormack predictor-corrector scheme is applied directly

The points on the body and bow shock surfaces are treated using predictor-

corrector methods applied to certain characteristic compatibility relations
for each surface along with the appropriate flow boundary conditions. See
Refs, 7, 10 and 11 for complete details.

3. Computational Procedure for Fia Surfaces

The Thin Fin Approximation

. to the associated conservation form of these equations in the X, Y, Z space.

The thin fin approximation is applicable to fins with surfaces that lie
close to a constant ¢ plane, say ¢ = ¢, which is defined as the fin plane. ;
The fin geometry is assumed to be represented by two surfaces, the upper and
lower surfaces, each described independently by relations of the form
¢ = ¢¢ + o (r,2). 2)
In the cross-section Z = const., the actual fin surfaces will lie within the
computational mesh as shown in Fig. 2. The thin fin approximation assumes that

|o| is small and thus places the fin surfaces along the fin plane corresponding

to Y = Y¢ in each Z = constant plane. Although the fin is approximated by a
zero thickness plane lying on ¢ = ¢5, the correct description of the fin
surface slope is retained. Only the fin surface slopes and their r and 2
derivatives are required. The derivatives of o, correct to 0(|0|), are given by
ropr = tan 9, ro, = tan v,
TOpy = sec? 8 By - 0p) - 0p

ro,, = sec? 8v, = op tan2v, ro., = sec26 6, - cz)

ZzZ re

Here 6 and v are the angles between the fin surface tangency plane and the fin

plane in ther and z directions,respectively Within the restriction that |o|

e "sma the thin fin approximation can be applied to arbitrar n
be "small", the thin f proximati b lied bi y fi

geometries including surfaces with discontinuous slopes and fins with "small"




deflections, camber, and variations in dihedral.

The Numerical Procedure For Fin Surfaces

The numerical algorithm for treating fins by the thin fin approximation
requires that the computational mesh be chosen so that each fin plane is
coincident with a computational mesh plane, Y = Y. Two sets of computational
points are carried on the Y = Yf plane to describe the flow properties on the
upper and lower surfaces, (cf., Fig 2). As the calculation is marched down
the length of the body, fin surfaces are encountered on Y = Y¢. Thus a point
at some X may at one axial location be an interior flow field point and in
the next axial step move onto the fin. The interior point is split into two
points corresponding to the upper and lower fin surfaces. The fin points thus

created are referred to as leading edge points. For a fixed X, a pair of

points which are on the fin at one axial step can in the next step move off
the fin and become a single interior flow field point. Such a point will be

referred to as a trailing edge point. The flow variables at leading and

trailing edge points are determined from an appropriate local analysis which
is described in the following subsections. The adjustment for the presence

of a leading or trailing edge is made immediately after the completion of the
step in which the edge is encountered. The values of the flow variables prior
to the adjustment are termed "upstream" while the adjusted values are termed
"downstream".

All points on the fin surfaces not designated leading or trailing edge
points are advanced using certain characteristic compatibility relations and
the tangent flow boundary condition as described in Ref. 1ll1. These relations
are evaluated numerically within the framework of the thin fin approximation
by placing all fin surface flow quantities on the fin plane and making all

evaluations at the fin plane. The juncture of the fin and the body is assumed
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to be a sharp corner where the flow velocity is directed along the corner.

11 are used to advance the

This condition and special characteristic relations
points along the juncture. Discontinuities in the fin surface slope are
explicitly treated using essentially the same techniques as those for treating
discontinuities in the body surface slopes given in Refs. 7 and 10 with
appropriate modifications to account for the form of (2) defining the fin

surface.

Leading Edge Points

The downstream flow properties at leading edge points are determined by
a local analysis based on the computed flow upstream of the edge and the
prescribed local fin geometry. Using this informat;on, the Mach number normal
to the leading edge, Mn, is determined. If Mn > 1 an attached shock or
expansion fan occurs in most cases which permits a local analysis (see,
e. g. Chapter XI, of Ref. 12). The velocity component tangent to the edge,
is unaffected by the edge and all other downstream flow quantities are
determined by turning the normal flow component using either an oblique shock
or a Prandtl-Meyer expansion. A similar procedure for the case of an attached
oblique shock has also been used in Ref. 6. In Ref. 6,
the leading edge shocks are "tracked" downstream of the edge whereas in the
present work these shocks are '"captured" using the conservative and
dissipative properties of the interior point scheme without additional numerical
smoothing.

At leading edges where a compression turn is required, the condition
Mp > 1 does not guarantee the existence of an attached oblique shock. For
sufficiently large turning angle, §, a detached shock wave will be present and
a purely local analysis is, at best, an approximation. However, it has been

possible to formulate empirical rules for determining reasonable leading edge
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conditions. This procedure predicts an effective shock angle which is used

to turn the normal flow component and assigns the streamline direction at the
leading edge. When a detached shock occurs, the upper and lower fin surfaces
are treated independently of one another. If one surface permits either an
attached shock or a Prandtl Meyer expansion this procedure is applied as
described above. Such an approach is suggested by the experimental data of
Ref. 13. When the upstream flow crosses the edge with M, <1, the flow at
the leading edge is free of shock waves. On an expansion surface the flow is
accelerated to sonic velocity and then turned into the plane of the wing
using a Prandtl-Mayer expansion. A compression surface is treated by
isentropically compressing the flow to an empirically determined Mach number
and specifying a streamline direction.

On highly swept wings,which form strong leeside vortices,M, is usually small
(i.e. My < < 1) or negative. On such configuration the streamlines flow
outwards at wing tip,and leading edge pressure and density values are set
equal to those at the adjacent wing point while the resulting velocity vector
is directed along the wing tip.

For the leading edge points at the fin-body juncture a special procedure
is required. The flow in the vicinity of these points features a complicated
shock interaction pattern which probably cannot be resolved within the
relatively coarse mesh used in the present calculations. Accordingly, a simple
heuristic procedure is used to determine the flow variables immediately down-
stream of the leading edge corners. The upstream velocity vector on the body
lies in the body tangency plane which also contains the corner direction. The
flow downstream of the leading edge corner is obtained by rotating the
velocity vector within the body tangency plane and aligning it with the corner

using either the oblique shock or the Prandtl-Meyer turning realtions.
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The technique of applying a local analysis at the leading edge is employed
to improve the quality and robustness of the solution near the leading edge
and thus to enhance the use of coarse grids. At a sufficiently large number
of steps away from the edge, the influence of the conditions employed at a
leading edge will disappear and all treatments result in similar flow fields.
In certain situations it is difficult to determine reasonable leading edge
conditions. Accordingly, the strategy of marching directly across the leading
edge without applying a leading edge adjustment has been used. This approach
works well as long as the pressure rise at the leading edge is restricted to
less than a factor of two.

Trailing Edge Points

At a trailing edge the two points on Y = Y¢,representing the upper and lower
fin surfaces,are coalesced into a single interior flow field point. A local
analysis is used to determine the flow downstream of the edge from the computed
flow on each fin surface upstream of the edge and the given local fin geometry.

One approach, described in Ref. 11, consists of turning the normal flow
component from both surfaces, using an oblique shock and Prandtl-Meyer
expansion, onto a plane containing the trailing edge. The orientation of this
plane is iteratively determined by requiring that pressure on both surfaces
be equal. The conditions on both sides of this plane are then averaged to
produce the conditions at the coalesced interior flow field point. Such a
procedure can be applied only yhere M, is sufficiently large to assure the
existence of the necessary oblique shocks. In practice it has been found that
averaging the upper and lower surface at the trailing edge without using the
iterative process to determine pressure does not change computed results
significantly., This shorter process is currently used whenever the trailing

edge is supersonic. At subsonic trailing edges an averaging process is used
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but the interior flow point on the fin plane and adjacent to trailing edge

point is included in the average.

Special Differencing Procedures

Special treatment is provided for advancing the outermost grid point on

the fin surfaces, at say X = X, , and the adjacent interior flow point, j
Xg41 = Xy + 8X. The MacCormack sclheme for advancing the interior flow point,
Xg41, must be modified since there are two sets of flow values at X
corresponding to the upper and lower fin surfaces. The present procedure is
to advance the flow variables at Xg4) by the basic interior point scheme using ]
the flow values at Xy corresponding to the upper surface and then repeating
the calculation at Xp4) using the lower surface values at Xy. The two values
of the conservation ve«tor, U, are then averaged at the end of the predictor
and corrector step to obtain the final value of U at Xp,;. The outermost
fin points are advanced using the interior flow values at Xg4j.

An alternate strategy is to use one sided differences to advance the

interior point at Xgyi- 1If this option is used the outermost fin point is

also advanced without wing information at Xj,,. Differences in the X direction
which would normally be formed using properties at Xy and Xp4; are set to

zero. This option is used in most cases which use a local analysis at the
leading edge.

Special Y differencing procedures are also applied downstream of leading
edges which feature attached shock waves. It has been found in example
calculation on two dimensional rectangular fins that the standard procedure
for advancing the fin surface points predicts inaccurate surface pressures

immediately downstream of such discontinuities. In this region, the Y

differences used to advance the fin surface flow variables must be taken
across the oblique shock generated by the leading edge and these Y differences

will be unrealistic for a few steps following the formation of a leading edge
I-82

IS —




point. To circumvent this problem, the Y differences used in the fin

surface calculation are multiplied by a factor which is zero at the leading
edge and increases to unity after a few steps. The selection of the number
of steps for which the Y derivatives are damped is based on the values of the
Y derivative at the leading edge and on an estimate of the number of steps
required for the shock to move out to the adjacent row of points.

In a number of the examples to be discussed, calculations will feature
large body or tip vortex. When such cases are run on fine grids it is
necessary to add dissipation to the interior flow, body and wing surfaces.

16

This is accomplished using a Shuman filter with a density switch.

4, Numerical Results

The results computed with the present code are presented in this section

Y

and compared with the experimental data. The investigated cases consist of
body alone, body-wing, body-tail and body-wing-tail configurations. The wing
and tail surfaces have sharp leading and trailing edges which feature normal

velocity components that range from subsonic to supersonic. All computdtions

assume a perfect gas with y = 1.4, The computations are started near the body
vertex using a numerically generated conical flow field (see ref., 11).
Inviscid calculations for the body alone configuration at high incidence
produce a leeside crossflow shock which is not present in the experimental
flow field. A more realistic leeside flow field can be generated by applying

an additional boundary condition, or Kutta condition, near the experimentally

observed separation point. This destroys the crossflow shock and produces a
leeside recirculation region or a vortex which is in agreement with experimental

observations. In the current study the separation point is specified as a

function of distance along the body. The separation location generally falls

between two surface grid points and both of these points are specially treated.
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The basic presumption in specifying properties at these points is that the
velocity at the separation point should be oriented along the separation line
and that pressure and density should vary smoothly across the separation line,
The resulting flow field is illustrated in Fig. 3 and is qualitatively similar
to the results of Oberkampfls, which are also shown. Similar numerical
results have been obtained by Klopfer and Nielsenl® although their method of
specifying the Kutta condition differs from that outlined above.

A comparison of calculated and measured surface pressures is given in Fig. 4
using the experimental data of Perkins and Jorgensen.17 Pressure profiles
have been computed with and without use of the Kutta condition. Clearly,
application of the Kutta condition improves the agreement between calculation
and experiment.

In Ref. 18 a tangent ogive body, equipped with tail fins of several different
planforms, is tested in supersonic flow. Numerical results have been compared
to experimentally measured surface pressures taken at Mach 3.7 for configurations
featuring clipped delta and cranked tail fins. Both types of fins feature
surface slope discontinuities at various locations along the surface. The
freestream Mach number is sufficiently large to allow an attached shock
solution at the fin leading edge in almost all cases. Calculated and measu~ed
surface pressures are compared for the cranked dalta wing in Fig. 5 and are in
reasonable agreement. The scatter in the experimental data is a result of
plotting experimental measurements from several different runs. On fin
surfaces, which feature strong leading edge shocks, the leading edge pressure
is over-predicted at the root and the calculated pressure jumps, occurring
at the various surface discontinuities, also tend to be greater than experimental
values. The thick corner boundary layer and the complex leading edge shock-body

boundary interaction, presumably, have a large influence on the corner and
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account for much of this discrepancy. Another area of disagreement occurs
along the tip. Here predicted and measured pressures are of similar value,
but the experimental pressure profile features a negative slope, while the
numerical pressure distribution is almost constant. Tt is not clear whether
this discrepancy is due to viscous phenomena. On fin surfaces which have a
weak leading edge shock (or expansion) the predicted and measured fin tip
pressure profiles are in good agreement. Also, the leading edge pressure

at the corner is close to the experimental value. Over the entire span,
calculated pressures on the trailing edge panel tend to be less than measured,
probably reflecting the existence of a very thick boundary layer or
separation.

Wind tunnal tests on “he swept wing configurations of Ref 19 (see Fig. 6)
offer an opportunity to compare calculation with experiment for cases where
detached shock waves are predicted to occur. Calculations have been compared
to experiment at the Mach numbers of 2.96, 3.95 and 4.5, and at angles of
attack of 0°, +29, +4° and +6°. (Here positive and negative incidence refers
to the windward and leeward wing surfaces respectively). The body-wing
geometry, and sample results are shown in Fig 647. These indicate that the
current computations accurately reflect changes in Mach number and angle of
attack.

The data of Ref. 19 also include pressure measurements along a pitch
plane body meridian. At positive incidences the instrumented ray is on the
windward side of the body while at negative incidences it is on the lee-side.
These measurements are compared to numerical results at an incidence of
6%, 0° and -6° in Fig. 8 for a Mach number of 2.96. At a= 6° the body
alone data are in good agreement. The influence of the wing on the body

causes an increase in the experimentally measured pressure. This increase is
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correctly reflected by the calculations, but the peak predicted values are
located approximately one caliber downstream of the measured ones. At an
incidence of 0°, the same trend is visible but the lagging appears to be
somewhat less. When the angle of attack is changed to -6°, the presence of
the wing causes a decrease in body pressure. In this case, the body alone
calculation does not agree well with experiment, presumably due to viscous
effects. The body features a decreasing diameter near the base which
undoubtedly results in changes in the effective body shape due to boundary
layer thickening or separation. The calculated flow field features a crossflow
shock near the base which produces an increase in the leeward meridian pressure
profile. The numerical results for the body-wing configuration are much closer
to experiment and feature the correct downward change in the body surface
pressure. The predicted onset of the wing influence on the leeward meridian
body pressure does not appear to lag the experimentally measured one.

On Fig. 9 additional comparisons are shown of computed and measured surface

pressures for a delta planform wing~body configuration for which detached

leading edge shock is predicted. The configuration features a 6-percent

thick, double-wedge wing at Mach 2.86 at an angle of incidence of 8.6°.
20

v Sy

Experimental measurements“” were available along several span-wise locations
and are in agreement with present computations. {

Normal force and moment prediction for an airplane type configuration is

illustrated on Fig. 10. The computations were performed at Mach 2 at angle of
incidence of 10° and are in good agreement with experiment.z1 The influence of :
the tail is also predicted correctly. The wing and tail surfaces of this

configuration were essentially flat and had attached leading and trailing

edge shocks.
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On Fig. 11 computed normal force and center of pressure coefficients are

compared with experiment22 for an ogive~cylinder body with a cruciform type wing

and tail surfaces. Three wing planforms, yielding different leading edge
sweep angles, are included along with delfected and undeflected tail surfaces.
The comparison is made at Mach 2.86 at incidences of 6° and 12°, providing
subsonic leading edge conditions for all three wing planforms.
The computed normal force and center of premure values are in reasonable
agreement with experiment for all three wing planforms. Variation in wing
aspect ratio produces a monotonic change in the computed normal force |

coefficient. This is contrary to experimental results in which the minimum

id i i i BN OB WS

value is yielded by a wing with an intermediate aspect ratio. Presumably ,
- the non-linearity in experimental results is due to the influence of the leeside

vortex which is not modeled with sufficient accuracy in the computations.

The computed crossflow velocities for the wing of the minimum aspect ratio
is qualitatively illustrated on Fig. 12. No experimental data were available

for comparison.

6. Concluding Remarks

A numerical method has been developed which predicts the inviscid supersonic
flow field about finned configurations of engineering interest. The computational
requirements are generally modest. For example, the wing-body and cruciform
body-tail cases, examined in the preceding sections, nominally required 3 and 7
minutes respectlvely of CPU time on a CDC 6500. The present study differs from
previous methods by treating the fin and body geometries separately. At present,
a thin fin approximation is employed which limits the applicability of the
computational procedure to relatively slender fins with sharp leading edges.

The fins must approximately lie along planes which intersect at a line inside

- the missile body. With this formulation it is possible to treat a wide variety
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of configurations of engineering interest which can feature an arbitrary

number of fins and tails containing small deflection, camber or variation

in dihedral. By appropriate modeling at wing tips and at estimated body

separation points, it appears feasible to simulate flow field vortices.
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Figure 1. Cylindrical coordinate system used for inviscid flow
calculation.
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STATUS REPORT ON TRISERVICE DATA BASE EXTENSION
OF PROGRAM MISSILE

Michael J. Hemsch and Jack N. Nielsen
Nielsen Engineering & Research, Inc., Mountain View, California !

ABSTRACT

A status report is given on the development of PROGRAM
MISSILE!sZ, which is a comprehensive aerodynamic prediction code
capable of computing the longitudinal and lateral stability
and control characteristics of cruciform body-tail and canard
(wing)~body~-tail tactical missiles. The methodology used is ]
described and the planned data base extension is outlined. The
rational modeling concepts used to extend the fin-body data
base to general body-tail and canard-body-tail missiles are
presented.

INTRODUCTION

Despite considerable progress in recent years, there still exists a
need for general reliable predictive methods for the forces and moments
acting on missiles for use in design studies over the entire spe~d range from
subsonic to hypersonic flow, particularly for high angles of atta. k. The
approaches to predictive methodology which seem most applicable to this task
include: (1) data base, (2) rational modeling, (3) paneling methods, and
(4) computational fluid dynamics.

There is little question that computational fluid dynamics (CFD), which
involves numerical solutions of the basic flow equations will become more
important in the future. However, there are considerable obstacles to be
overcome before such powerful techniques will be available for design
studies. Computers are not big, fast, or cheap enough and will not be for
many years. Turbulence modeling has not reached the stage where it can be
confidently applied to general flow problems. Hence, although this work will
and should be continued, the designer must cast around for other means to
satisfy his needs.

In the data-base approach to predictive methods development, correla-
tions or other means of rationally assembling experimental data are used to
produce predictive techniques. In these, the ranges of geometry and flow
parameters are systematically investigated in order to give the best possible
foundation for correlation and interpolation work. The data-base approach
has the considerable advantage that all of the flow phenomena affecting
vehicle performance are accounted for, whether or not the details are
specifically recognized on a physical basis. However, the approach is
limited to the geometry and flow ranges of the data. This means that while
interpolation is a fairly certain process, ert nolation is not. Thus, in
order to have wide generality, the data base itself has to be very wide and
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this can involve much testing. For a generalized missile with forward and
aft lifting surfaces, the cost would be prohibitive.

The idea of rational modeling is to conceptualize the primary phenomena
affecting vehicle behavior (vortices, wakes, attached flow) and to stimulate
these with flow models based on classical potential and viscous fluid~dynamic
theory. This approach is less configuration and flow parameter limited than
the data-base approach, and it does permit extrapolation. However, the main
disadvantage is that not all of the flow phenomena affecting vzhicle behavior
may be properly recognized or understood. Hence, the modeling of phenomena
may be imprecise and not even complete. It is only necessary to consider,
for example, a vapor-screeen photograph of the flow around a complex missile
configuration and compare this with the classical fluid-dynamic models
available to recognize the difficulties inherent in rational modeling.

For high angle-of-attack aerodynamics, we suggest that the best approach
to method development is a combination of data base and rational modeling.
In such an approach the rational modeling predictions are modified empiri-
cally or semiempirically by comparing them with and matching them to the
data. This should, given better accounting of the phenomena affecting
vehicle behavior, result in better precision. What is particularly
important is that the applicability of the data base can be extended orders
of magnitude beyond its original configuration space by rational modeling.
Inputs from experimental data ensure that the shortcomings of the
rational models will be supplemented by the systematic experimental data.
Of course, the use of experimental data to modify a predictive technique is
not new. What is new here is the emphasis on the combination of a powerful
systematic data base generated over extensive ranges of geometry and flow
parameters, coupled with the rational modeling. This is the approach which
has been used to produce PROGRAM MISSILE. The following section briefly
describes the combination of data base and rational modeling used in
PROGRAM MISSILE. The concluding section outlines the planned TRISERVICE
effort to extend the available data base.

DESCRIPTION OF THE PRESENT METHOD
GENERAL CONSIDERATIONS

A typical configuration considered is shown in Figure 1 in a flow at an
angle of attack. Also shown is the general vortex flow field produced by
such a configuration. The configuration consists of the following com-
ponents:

1. Forebody section - up to the first set of lifting surfaces,

2. Canard or wing section -~ over the length of the root chord of
the first set of lifting surfaces,

3. Afterbody section - between the first and second set of lifting i
surfaces,
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4. Tail section - behind the root-chord leading edge of the rear set
of lifting surfaces.

Although the method was designed specifically for configurations such
as the one shown in Figure 1, the computational procedures are such that it
will accommodate less geometrically-complex configurations as well, such as
a body~alone or a body-tail design.

Determination of the loads (forces and moments) on the various com-
ponents of a missile at an arbitrary combination of angle of attack, roll
angle, and control surface deflection in a flow field requires accurate
modeling of several aerodynamic effects. These effects include that due to
angle of attack (i.e., potential lift), interference among the various
components, such as panel-panel interference, viscosity, and the loading
induced by the external vortex field. This vorticity originates in the
boundary layer of both the body and the fins. At higher angles of attack
these various effects result in the loads on the missile exhibiting strong
nonlinear behavior. Recent comprehensive reviews of this nonlinear
behavior are given in References 3 and 4.

FOREBODY SECTION

PROGRAM MISSILE is restricted to bodies with circular cross sections.
Furthermore, it is assumed that the flow over the forebody is symmetrical
about the plane formed by the body axis and the wind velocity vector. Thus,
the program is not likely to be accurate for very long forebodies at high
angles of attack in subsonic flow.

The normal force and pitching-moment on the forebody are found using
a slightly modified version of Allen's crossflow theory together with
Jorgensen's compilation of crossflow drag coefficients®. The vorticity
shed by the forebody is modeled by two symmetrical Rankine vortices with
large solid-body cores. The locations and strengths of the vortices at the
leading edge of the first finned section are obtained from a table. The
table is composed of available data for angles of attack less than 20° and
computer generated results using vortex cloud theory6 for angles of attack
greater than 20°. Boundary conditions for the computer program were modified
heuristically to account for the 2ffects of compressibility on the vortex
strengthsl’3

FINNED SECTIGN (CANARD, WING OR TAIL)

Calculation of fin loads by PROGRAM MISSILE for arbitrary roll angles,
fin deflection and vorticity fields depends on five things:

1. a mode® of vorticity field; i.e., the forebody model of the previous
section or the afterbody model of the next section;

2. a method for computing the average angle of attack, (A“eq)vi’
induced on the fins by the vorticity field;

3. a data base for fin-body combinations with no vortices present for
a/sy = 0.5;

4. a wing-alone data base;
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5. an addition theorem to account for the effects of vortices and
alsy # 0.5.

We will restrict the discussion to the computation of fin normal force. The
methods used to compute body force and center of pressure and fin center of
pressure are described in detail in Reference 1 and 7.

Vortex Effects

The vorticity field at each cross section of the finned section is
assumed to be the same as that at the leading edge of the fin root chord
(beginning of the section). Various vapor-screen studies and limited vortex
tracking computations indicate that this is a reasonable assumption for the
distributed vortex field typical of missiles. We plan to check this assump-
tion further using a new Euler code which is capable of representing
distributed vortex fields accurately®9 The average angle of attack induced
on the fins by the computed vorticity field is obtained by reverse flow
theoryl’lq

Data Base

The present PROGRAM MISSILE data base for a fin-body combination with
a/sy = 0.5 was developed from body-tail data obtained by J. E. Fidlerl! and
supplied to us by Dr. Donald Spring of the Army Missile Command. The param-
eters of the data base are given in a later section. Vortex effects were
removed from the data base using the models described above. The method
used in PROGRAM MISSILE to account for vortex effects and a/sp # 0.5
(addition theorem) requires a wing-alone data base. Such a data base which
would be complementary to the Fidler data base was not available. However,
sufficient systematic data were available to guide construction of the
necessary base by interpolation ard extrapolation.

Addition Theorem
The method used in PROGRAM MISSILE to account for vortex effects and

a/sy # 0.5 is based on wing-alone data and the idea of an equivalent angle
of attack. The notion is to determine the coefficient of normal force acting

on the fin in the presence of a body, CNFi(B)’ with a/sy = 0.5 and no vortices

present for the body angle of attack, o., and the fin roll angle, ¢j, of

interest. As shown in Figure 2, this value of éNF-(B) is used to determine an

equivalent wing-alone angle of attack, oag P A cﬁange in the equivalent
angle of attack is computed and added to ag ,p* Then the wing-alone curve is
used to obtain the desired fin normal force coefficient, CNFi(B)'

AFTERBODY SFCTION

The flow over the afterbody section is computed in two different ways
depending upon the version of PROGRAM MISSILE used. In both versions the
trailing vorticity from each fin is assumed to be fully rolled up info one
or two Rankine vortices depending upon the spanwise location of the center of
pressure. In MISSILEl, the afterbody vorticity is modeled as two asymmetric
Rankine vortices whose positions are computed by slender-body tracking. The
positions of the fin vortices and forebody vortices (if present) are computed
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at the same time. The mutual interactions of all of the vortices are
accounted for. The method used to determine the changing strengths of the
afterbody vortices is a heuristic one based on crossflow drag theory and
the vortex impulse theorem’.

In MISSILE2, the afterbody vorticity is modeled by dividing the after-
body into axial segments and allowing each segment to shed a Rankine vortex
on each side of the body. The strengths and positions of the newl!y shed
vortices are determined from the computed pressure and velocity distributions
on the body. This "vortex cloud" method, while requiring greater computing
time, does allow the program to represent the afterbody wake more closely
when asymmetric conditions are present.

PLANNED EXTENSION
PARAMETER RANGE

There are two parts to the planned extension of the PROGRAM MISSILE
data base: (1) the wing-alone and fin-on-body parameter range will be
extended in aspect ratio and Mach number, and (2) a comprehensive data base
will be obtained for fin deflection. The present and planned parameter
range is shown in Figure 3. The wing-alone data base is being obtained under
separate contract.* The angle of attack range for the TRISERVICE tests will
be 0-45° and the fin deflection range will be -40° to +40°. All the fins
will be clipped delta planforms with the taper ratio ranging from 0 to 1.

The fin deflection tests will be confined to the 1 < AR < 4 range.

An important aspect of the tests will be the determination of hinge
moments. To make the data systematic with respect to airfoil section effects
and to make it easier to model the fins, double wedge airfoils with constant
thickness to chord ratio over the planform will be used. The control fins
will have the same thickness to chord ratio of 0.06.

MODEL AND WIND TUNNELS

The model to be used is an advanced remote control rig developed by
NASA/LRC and MICRO CRAFT, Inc. It is capable of remote roll with the sting
held fixed and each of four fins can be deflected independently. Two sets
of fins can be mounted and the deflecting fins can be positioned in three
different locations corresponding to canard, wing or tail control. For the
planned tests, only the tail position will be used to generate the data base.
In addition to the main balance, each fin will have its own three-component
balance.

In order to cover the entire Mach number range, testing will be con-
ducted in the NASA/LRC Unitary Wind Tunnel, section 2, for M, = 2-4.5 and in

*The wing-alone work is being coordinated by the Army Research Office under
direction of Dr. Robert Singleton. Other sponsors are NAVAIR, NASA/Ames
Research Center, NASA/Langley Research Center, and the Army Missile Command.
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The NASA/ARC 6- by 6-Foot Supersonic Wind Tunnel for M, = 0.6-2. Testing
is expected to begin in early September, 1981.

DATA HANDLING

The data base to be obtained will consist of approximately one million
words. This is too large a data base to be stored in core. Hence, we plan
to store the data base on tape together with the source code for PROGRAM
MISSILE. When a new user wishes to use the code, he would obtain a copy of
that tape and store the source code and data base on disk files. When he
wishes to use the code for a particular configuration, a preprocessor would
be used to interpolate in the data base and construct only those tables
needed for the computation. Then the main program would use those tables
to compute the aerodynamic characteristics of that configuration.
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SYMBOLS
a body radius
MR aspect ratio
CN normal-force coefficient for fin i
Fi(B)

éNF-(B) normal-force coefficient for fin i if a/sy = 0.5, no vortices are

1 present and no fins are deflected
CNw normal-force coefficient for wing-alone
M free-stream Mach number
Sm semispan of fin on body
a wing-alone angle of attack
o, included angle of attack, angle between body axis and free-stream

velocity vector

deq equivalent angle of attack
Yeq,p equivalent angle of attack corresponding to CNFi(B)
A“eq increment in equivalent angle of attack
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10.

11.

), . increment in equivalent angle of attack due to presence of
1 vortices

angle of deflection of fin j

bank angle of fin i, measured clockwise from right horizontal
position
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THEORETICAL AND EXPERIMENTAL SUPERSONIC LATERAL-DIRECTIONAL
STABILITY CHARACTERISTICS
Milton Lamb, Wallace C. Sawyer, and James L. Thomas

NASA Langley Research Center, Hampton, Virginia

ABSTRACT

A program has been initiated at NASA Langley Research Center to
assess several methods for estimation of lateral-directional stability.
As a basis for comparison, experimental data are presented for a simple
wing-body vertical tail configuration. The methods for estimating the
characteristics include a second-order shock expansion and pane)
method (MISLIFT), a slender body and “first-order" panel method
(APAS), and a "higher-order" panel method for linearized supersonic
flow (PAN AIR). The results show that PAN AIR provides accurate
estimates of these characteristics at moderate angles of attack for
complete configurations with either single or twin vertical tails.

APAS will provide estimates for complete configurations at zero angle
of attack. However, MISLIFT will only provide estimates for the
simplest body-vertical tail configurations at zero angle of attack.

-ramng

{

INTRODUCTION

Recent developments in analytical methods have resulted in computer codes
for rapid accurate estimates of the aerodynamic characteristics of aircraft
and missile configurations at supersonic speeds. Much attention has been
given to the development and assessment of these methods for predicting the
1ift, drag, and pitching moment of complex configurations. Many of these
methods have the capability of predicting the lateral-directional characteris-
tics of aircraft and missiles, but their utility has not been evaluated by
comparison with experiment.

A program has been initiated at NASA Langley Research Center to provide
experimental data on simple wing-body-vertical tail configurations for the
purpose of assessing lateral-directional stability estimates at supersonic
speeds. This paper will present these data along with an assessment of
several of the existing methods capable of estimating lateral-directional
parameters. The methods include a second-order shock expansion and panel
method!, a slender body and "first order" pane] method?, and a "higher-order"
panel method for linearized supersonic flow’.
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SYMBOL S

The lateral-directional characteristics are referred to the body axis
system. The moment reference center was located at 75.6 percent of the body

; length.
: A maximum cross-sectional area of body
1 C16 effective dihedral parameter (roll stability),(Acl » where
| 3 /8 = 0°,3°
¢ = rolling moment
1 qAd
v Ch directional-stability parameter, (Acn ) where
B ag /g = 0°, 3°°
- ¢ = Yawing moment
i n gAd
i Cy side-force parameter, ( ACy ) , where C, = side force
8 &8 /3 =0°, 3° e
d maximum body diameter
1 body length
M free-stream Mach number
q free-stream dynamic pressure
a angle of attack
8 angle of sideslip

DISCUSSION

The configuration variables are shown in figure 1. The body had a
fineness ratio of 11.67 consisting of a 3.5 caliber tangent ogive nose
followed by a cylindrical section. The wings were 68° swept delta planforms
with sharp leading and trailing edges. Vertical tail planforms are shown for
both the single and twin configurations. The vertical tail series for the
single vertical tail configuration incorporates leading- and trailing-edge
sweep variations as well as taper ratio. The area of these vertical tails is
constant and equal to 18 percent of the wing area. For the twin vertical
configuration, two areas were used; one is identical to the single tail and
the other is one-half that of the single tail. The twin verticals were
investigated at lateral spacings of both 2 and 4 body diameters apart.
Experimental investigations were conducted in the Langley Unitary Plan Hing
Tunnel at Mach numbers from 1.60 to 2.86 for a Reynolds number of 8.2 x 10
per meter. The nominal angle-of-attack range was from -4° to 12°.
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The features of computational methods used to predict the lateral-
directional characteristics are discussed in figure 2. MISLIFT", developed at
NASA Langley Research Center, is a second-order shock expansion and panel
method. The contribution of the body is obtained from a second-order shock
expansion theory, and tge contribution of the vertical is obtained from a sim-
ple panel method. APAS®, developed by Rockwell, is a slender body and first-
order panel method. The body contribution is obtained from a slender body
theory which concentrates the surface effects along the centerline of the
body. The wing and vertical contributions are obtained from a first-order
panel method. Skill is required in modeling the geometry even for the simple
first-order methods. For example, it is important to align the edge of the
wing pagel with the vertical, otherwise erroneous estimates may be obtained.
PAN AIR”, developed by Boeing for NASA Ames Research Center, is a higher-order
panel method for linearized supersonic flow. As indicated in figure 2, the
entire surface of the configuration is represented by panels. Proper use of
PAN AIR requires careful attention to the way in which these panels are
defined, especially in the area where configuration components join, such as
wing-body or body-vertical junctions.

Figures 3 through 5 present comparisons of the experimental and predicted
lateral-directional characteristics at « = 0° for various configurations. The
comparisons shown in figure 3 are for four body-vertical configurations.

The agreement indicates that all three methods are able to predict the roll
stability (CIB) and the side force parameter (CYB) quite well; how-

ever, only MISLIFT and PAN AIR predict the directional stability (C”B)

with any degree of success. In figure 4, comparisons are presented for body-
wing and body-wing-vertical configurations. The code MISLIFT has not been
compared because it can only estimate characteristics for surfaces in their
planform plane. APAS and PAN AIR are capable of predicting the lateral-
directional characteristics of a wing-body-vertical configuration at zero
angle of attack. The agreement ranges from good to excellent for the PAN AIR
code. Figure 5 presents a comparison of the theoretical methods with experi-
ment for twin vertical tail configurations at zero angle of attack. The

PAN AIR code prediction is in better agreement with experiment than the APAS
code, especially for estimation of the directional stability of the configura-
tion with small tails inboard.

Because of the limitations of the methods considered, only PAN AIR will
provide estimates of the lateral-directional stability derivatives at angles
of attack. Figures 6 and 7 present comparisons of the PAN AIR code predic-
tions with experimental lateral-directional characteristics at angles of
attack for Mach numbers 1.60 and 2.86. The agreement for the single and twin
vertical tail configurations shown in figures 6 and 7 is excellent for moder-
ate angles of attack. At higher angles of attack and Mach number, the body
nose slopes violate linear theory assumptiun and the solution is invalid.
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CONCLUDING REMARKS

A program has been initiated at NASA Langley Research Center to assess f
several methods for estimation of lateral-directional stability at supersonic
speeds. The methods for estimating the characteristics include a second-order
shock expansion and panel method (MISLIFT); a slender body and "first-order"
panel method (APAS); and a "higher-order" panel method for linearized super-
sonic flow (PAN AIR). The results lead to the following concluding remarks:

(1) PAN AIR provides accurate predictions at moderate angles of attack
for complete configurations with either single or twin vertical
tails.

{2) APAS will provide fairly accurate predictions at zero angle of
attack for complete configurations with either single or twin
vertical tails.

(3) MISLIFT will only provide estimates for the simplest body-
vertical tail configurations at zero angle of attack.
REFERENCES
1. Jackson, Charlie M. Jr.; and Sawyer, Wallace C.: A Method for Calculating

the Aerodynamic Loading of Wing-Body Combinations at Smail Angles of
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Figure 1. - Configuration variables.

® MISLIFT - A SECOND-ORDER SHOCK EXPANSION
AND PANEL METHOD y

® APAS - A SLENDER BODY AND "FIRST ORDER"
PANEL METHOD

@ PAN AIR- A "HIGHER ORDER'" PANEL METHOD —///
FOR LINEARIZED SUPERSONIC FLOW a

Figure 2. - Computational methods.
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AERODYNAMICS OF A ROLLING AIRFRAME MISSILE*

L. E. Tisserand
The Johns Hopkins University/Applied Physics Laboratory
Laurel, Maryland

ABSTRACT

For guidance-related reasons, there is considerable interest
in rolling missiles having single-plane steering capability. To
aid the aerodynamic design of these airframes, a unique investi-
gation into the aerodynamics of a rolling, steering missile has
been carried out. It represents the first known attempt to
measure in a wind tunnel the aerodynamic forces and moments that
act on a spinning body-canard-tail configuration that exer-
cises canard steering in phase with body roll position.

Measurements were made with the model spinning at steady-
state roll rates ranging from 15 to 40 Hz over an angle-of-
attack range up to about 16°.

This short, exploratory investigation has demonstrated that
a better understanding and a more complete definition of the
aerodynamics of rolling, steering vehicles can be developed by
way of simulative wind-tunnel testing.

INTRODUCTION

In mid-December 1978, wind tunnel tests were conducted using the newly
fabricated model of a Rolling Airframe Missile. The Applied Physics
Laboratory planned1 and conducted the testine for the Navy under APL sub-
contract with the Vought Corporation, High Speed Wind Tunnel. General
Dynamics, Pomona Division, designed and fabricated the test item.22%%*

The purpose of this wind-tunnel investigation was to gain a better
understanding of the configuration's aerodynamic characteristics, under
proper simulative conditions, that would lead to the development of better
predictive capabilities. Prior to this effort, aerodynamic characteristics
used in designing and evaluating rolling, steering missiles have been derived
from wind tunnel data collected on nonspinning models and from the cumulative
experiences gained from analyses of flight test data. Those aerodynamic
descriptions of rolling airframes emphasize their longitudinal stability and
control characteristics but ignore the likelihood of induced side forces and
yawing moments.

*
The work reported in this paper was supported by NAVSEA, PMS-404-50, under
Contract N00017-72-C-4401, Task A3BO
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This exploratory test was limited purposely to 35-hours of test time.
It represents Phase One of a two-phase wind-tunnel investigation into the
aerodynamics of the rolling, steering airframe., The objectives of this short
test were to check out the test item, test procedures and data acquisition,
and to probe the aerodynamics of the configuration under dynamic-flight con-
ditions at a representative transonic and supersonic speed. It was proposed
that, after an evaluation of all aspects of this test, a second tunnel entry
would be made to fully document the aerodynamics of the configuration through-
out its performance envelope, and to conduct configurational breakdown in-~
vestigations appropriate to the identification and sizing of relevant aero-
dynamic causes and effects.

This first phase of the proposed test program was a success. The test
data have been evaluated and the results documented.

SYMBOLS AND NOMENCLATURE

The aerodynamic forces and moments presented herein are referred to an
axes system of rectangular coordinates (x,y,z) that pitches with the missile
but does not roll with the missile, and does not roll to the angular orientation
for the occurrence of peak-steering deflection. The flight-path velocity
vector is denoted by V with projections u, v, w on the x,y,z-axis re-
spectively (v = O for the axes system selected herein). The positive sense
of the velocity components, force and moment coefficients, and steering-
control deflection are shown on the next page. Definitions of symbols are:

A’CY’CN’ orthogonal set of aerodynamic force and moment
coefficients:

47w’ n c, =-F /qS, C, =F /qS8, C, = - F /qS, C, = M /qSd
A x 3% by yq’N 2'3% Yy %
Cm = My/qu, Cn = Mi/qu

d reference length, body diameter (inches)

F ,F ,F projections of the total aerodynamic force (lbs) and

M& y' 2 total aerodynamic moment (in-1bs) onto the non-

x’ 'y’ z rolling x, y, z-axis respectively

i steering deflection amplitude, i > 0 increases a and

i < 0 decreases a [an observer riding in the non-
rolling axes system will see the instantaneous steering
deflection vary as i| cos ¢’ ; an observer riding in the
rolling body-fixed axes system will see the instantaneous
steering deflection vary as i cos @]
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XCP

-

Mach number

moment reference center located seven model diameters
downstream of body nose tip

dynamic pressure (psf)

reference area, body cross-sectional area, nd2/4 (sq. ft)

x:z
-
(@]

a

<
8
%%:

[~]

--------------------

Y’ Fy’CY

z,Fz,-CN

longitudinal center of pressure (used to indicate the
resultant center-of-pressure location for the normal
force coefficient where body station is given in model
diameters measured downstream from nose tip)

total angle of attack (deg) measured between the total
velocity vector (V) and the centerline of the missile
(x-axis): a = arctan (w/u)

when @ = 0, @ is the aerodynamic roll angle (deg) measured
from the angle-of-attack plane (defined by the total
velocity vector and the centerline of the missile) to the
centerline of the reference leeward canard; when @ # 0,

@ is the steering-~control direction defined as the angle
(deg) measured from the angle-of-attack plane to the roll
attitude for the occurrence of peak-steering deflection.

roll rate (Hz); @ > 0 is clockwise spin looking upstream

=
x"'i
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@d/2v spin parameter (radians)

6 differential deflection angles (deg) set on
lifting panels

cw, ccw clockwise, counterclockwise

¢ nonzero value of C, at a = 0°

€ nonzero value of C_ at o = 0°

3 partial differentiation as in OCY/Ba
TEST ITEM

The configuration tested is shown in Figure 1. The model is 42.408
inches long and its outer diameter is 1.925 inches. The nose section con-
sists of a hemispheric nose stepped into a conical-transition section leading
to the cylindrical body. Two hemispherically-tipped antennas are mounted on
the transition section in line with the two fixed, rectangular-planform
canards that are canted differentially (8 = - 0.75°) for the intended purpose
of supplementing aerodynamic rolling moment. The two steering canards have
a delta planform with 45° leading-edge sweep. Provisions exist for testing
steering-deflection amplitudes of 0°, %5°, +10°, £15° or +20°. Four like
tail panels are mounted on a cylindrical sleeve which is slip-fitted over,
and fastened to, the cylindrical afterbody. The cruciform tail arrangement
is interdigitated at 45° relative to the canard panels. Asymmetric wedging
of the tail leading edges yields a camber effect, and small flap-type tabs
at the trailing edges are deflected differentially (6§ = - 7.5°) to produce
aerodynamic roll-driving moment. The base is flared.

A special sting support was designed and fabricated to be compatible
with the model's large length-to-diameter ratio. Packaged inside the model
are: (a) a five-component strain guage balance to measure the orthogonal
aerodynamic forces (less drag) an' moments that act on the model, (b) a DC
motor to provide roll torque supplemental to aerodynamic roll-driving moment,
and (c) an interchangeable steering cam to produce mechanically sinusoidal
deflection of the steering canards in phase with body roll position. The
sting support, balance, motor casing, and cam are locked together as one unit
that does not spin; the model is slip-fitted over, and fastened to, a spin-
bearing case that is free to rotate. The roll rate of the model can be con-
trolled remotely by regulating the power supply to the torque motor.

Pretests showed the model's mass asymmetry in roll is quite small, and
the effects of motor-generated heat and magnetic fields on the performance
of the balance are negligible., Resonant frequencies of the cantilevered
model-balance-sting assembly are 12, 22 and 24 Hz.
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TEST CONDITIONS

A dynamic variable to be duplicated in tunnel testing is the missile's
spin parameter, #d/2V, rather than the missile's roll rate, §. Hence, to
simulate properly the flight conditions associated with missile roll rates
of 8 to 15 Hz, it is necessary for the 0.385-scale model to experience steady
state roll rates of 15 to 30 Hz. Resonant frequencies within the simulative
range of model roll rates would have been a serious problem had it not been
for the ability to control the roll rate of the model remotely. Figure 2
shows, for Mach 1.2 and 2.5, the model roll rates tested and the equivalent
missile roll rates (evaluated at gsea level) determined from the equivalence
of the spin parameter.

Measurements were taken under conditions of pitch and pause at the nom-
inal angles of attack of -2°, 0°, 2°, 4°, 6°, . . ., 16°. The effects of
data sampling rate, roll rate, Reynolds number, Mach number, and steering con-
trol (directed "in" and "out" of the angle-of-attack plane) on the configura-
tion's rigid-body aerodynamics were examined.

RESULTS

A pretest calibration of the balance provided a measure of the basic,
static accuracy of the instrument. The root-mean-square variations in the
balance-measured forces and moments are shown in subsequent plots of coef-
ficient data. Evaluation of all test results has shown the repeatability of
balance measurements is excellent and the measurements satisfy principles of
symmetry when required. These important data properties are used as justifi-
cation to define some coefficient behavior to finer precision than the adver-
tised accuracy of the balance.

Some pertinent results follow. Additional information and detail are
given in the final report.5

EFFECTS OF ROLL RATE
AND DATA SAMPLING RATE

Tests were made holding the model roll rate constant at -17, =30 or =40
Hz. At each pause, 48 data points were recorded at the rate of 240 data points
per second. This yielded about 16 data points per one revolution of the model
when @ = -17 Hz, 8 data points per revolution when § = -30 Hz, and 6 data
points per revolution when @ = -40 Hz. In the data reduction program, these
48 lines of coefficients were divided into four equal groups, and for each
group, a mean value and standard deviation were computed for each coefficient.
Hence, in the figures, fow mean values could appear at each condition of
pause; less than four plotted points indicates no significant difference in
some of the coefficient's computed mean values.

Figures 3, 4 and 5 show, for Mach 2.51, the effect of roll rate on the
aerodynamic forces and moments that act on the configuration. It is evident
that normal force and pitching moment coefficients are not sensitive to the
roll rates tested. The data allow smooth fairings without anomalies.
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The induced side force and yawing moment coefficients, Figure 5, show a
dependence on roll rate and angle of attack. Although these forces and mo-
ments induced out of the plane of maneuver are small compared to the normal
force and its associated pitching moment, their appearance was not unexpected.’
If these fairings of induced coefficients are shifted to a common origin, it
is possible to combine the slopes for low angles of attack into second-order
expressions of the form,

dc, % B
So 5 and 'ETEBSF for 0° s a < 4°, where P = oV

which are used commonly to describe the behavior of Magnus effects on bodies
of revolution. It is not proposed that Magnus forces acting on the model's

body are the only contributors to the configuration's induced side force and
yawing moment characteristics.®

Tests were made to determine the effect of data sampling rate on aero-
dynamic output. Holding @ = - 30 Hz, measurements were taken over the angle
of attack range -2° to 16° using data sampling rates of 80, 240 and 320 data
points per second respectively. Comparison of results obtained indicates no
measurable effect of data sampling rate on the recorded aerodynamic forces or
moments. One test run was made with the balance rolled to a different orien-
tation relative to the angle-of-attack plane, and it is significant that the
balance output (when resolved to the axes syctem adopted herein) duplicate the
results for § = -30 Hz precseated in Figures 3, 4, and 5.

EFFECTS OF STEERING CONTROL DIRECTED
IN THE ANGLE OF ATTACK PLANE

The results presented in this section are for conditions where peak-
steering deflection occurs as the steering canards become normal to the angle-
of-attack plane, i.e., § = 0°.

Longitudinal Stability and Control Characteristics
and Induced Side Force and Yawing Moment Coefficients

Figures 6 and 7 show, for Mach 2,51, the effect of steering-deflection
amplitude on the contributors to longitudinal stability and control, The
variations of normal force and pitching moment coefficients with angle of
attack and steering control show remarkably smooth and consistent behavior.
Figure 8 shows the behavior of the induced side force and yawing moment char-
acteristics. The fairings for zero incidence are rha same as shown earlier
and their nonzero intercepts with the ordinate are designated, for purposes of
discussion, as Zeta (Cl) and Xi (§1). At zero angle of attack, principles of

symme try require that the incremental force and incremental moment resulting
fcom plus and minus steering deflection to be equal and opposite; this con-
dition is satisfied L{f increments are measured from Cl and 51 respectively.
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The test data should also image about zero angle of attack; i.e., C
(@=3,1=%k)=- Cy (e = -j, 1 = -k) and Cn (@ =3, 1 =k)= - C

(@ = -j, i = -k). These conditions are satisfied (for the range of data taken)
when the origins of the plots are shifted (without rotation) to Cl and §1 re-
spectively.

Y

Figures 9, 10 and 11 show, for Mach 1.19, the effects of angle of attack
and steering-deflection amplitude on the force and moment coefficients. Meas-
urements taken with a substantial increase in Reynolds number show no observ-
able change in normal force coefficient and a 0.2-diameter upstream shift in
longitudinal center of pressure throughout the angle-of-attack range tested.
Due to the nature of transonic flowfields, it was expected that measurements
taken at Mach 1.19 would indicate some abrupt changes in the components of the
aerodynamic force and moment coefficients; however, it can be observed that
the normal force and pitching moment fairings are without anomalies.

Tests were conducted with the direction of spin reversed. For the forces
and moments induced out of the maneuver plane to be real and aerodynamic in
origin, these coefficients must change sign when spin direction is reversed,
and must image about the abscissa or a line parallel to the abscissa. In
Run No. 45, the model was spun in the clockwise direction looking upstream.
The tail-tabs settings were not reversed, nor was the differential cant on
the rectangular canards; hence, the test setup for Run No. 45 is similar but
not identical to that of No. 44. The torque motor was used to override the
aerodynamic roll-driving moment, roll-damping moment and bearing friction, and
as a result, the motor could not produce a steady-state roll rate larger than
+15 Hz (ecw). Nevertheless, comparisons of normal force and pitching moment
coefficients (Figures 9 and 10) from Run No. 44 and 45 show good agreement.
Figure 11 compares the measured side force and yawing moment coefficients
when roll direction is reversed. The results show clearly that both side
force and yawing moment reverse sign and exhibit elements of symmetry when
viewed about new abscissas drawn through CZ and §2. Since the magnitude of

the roll rates differ, mirror images of the coefficient traces would not be
expected.

Plans to interchange the model's tail assembly with an extra assembly
preset to produce near identical test conditions for clockwise and counter-
clockwise spin were not carried out due to an unexpected installation probiem.

Transonic tests were made holding angle of attack constant (0°, 4° and
8°) while increasing Mach number from 0.6 to 1.10. Roll rate was - 30 Hz,
These Mach number sweeps provided some valuable information about the con-
figuration's low-speed aerodynamics and were appropriate to this probing in-
vestigation., Measurements taken under conditions of pause yield smooth
fairings for the normal and side force coefficients and for the pitching and
yawing moment coefficients. It is significant that the side force and yawing
moment coefficients obtained at o = 8° with clockwise spin (# = +25 ~ +12 Hz
as M= 0.6 - 1.1) are opposite in sign to those obtained at «a 8° with
=-30 Hz, but their magnitudes differ (note that deflections on roll pro-
ducing surfaces were not reversed).
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Aerodynamic Roll Driving and
Roll Damping Characteristics

It was planned to evaluate the aerodynamic roll-driving characteristics
from nonspin test data. Under these conditions, measurements obtained from
the balance roll gauge provide the summations of all roll moments resulting
from differential deflection on the nonsteering canards (when installed),
asymmetric wedging of tail leading edges, tail-tab deflections, and canard-
to-tail interferences.

It was planned to evaluate roll-damping characteristics by solving the
one-degree-of-freedom equation of motion in roll:

1§ =C, qSd +C, QLS qSd.
(9d/2v)

The roll-rate feedback loop in the motor controller maintained very accurately
a constant roll rate during the data-recording intervals; therefore, steady-
state conditions are satisfied. Motor current was recorded, and using a pre-
test calibration curve of current versus torque, data reduction provided a
printout of motor torque coefficient. There is, of course, friction in the
spin-bearing case that acts always to oppose model rotation. The summation of
torques that act on the model can be written as:

Cz - CE + C‘ + CA ] g% =0
aero friction motor (Bd/2v)
or, with some approximation, as
CL - C‘e + Cl . g% =0
aero balance (Ba/2v)
where, because of motor losses,f Cz f Zf -C +C I
bal friction motor

The aerodynamic roll-driving coefficients were determined from angle-of-
attack sweeps conducted at selected roll attitudes without spin. For given
angles of attack, the rolling moment coefficients obtained at different roll
angles with i = 0° were averaged, and these mean values were taken to be
representative of the model's aerodynamic roll-driving moment (C‘ ) when
spinning. aero .

Aerodynamic roll-damping coefficients calculated from the equation of
motion in roll under steady-state conditions are presented in Figure 12 for
Mach 2.51. These computed roll-damping derivatives show a decreasing trend
for the increasing roll rates tested. Also, these roll-damping derivatives
exhibit an apparent dependence on steering-deflection amplitude at low angles
of attack.




The orderly dependence of the computed damping coefficients on steering
deflection forces reconsideration of the assumption made in these calculations,
namely, that the roll-driving coefficients determined from static test data
when i = 0°are independent of spin parameter and steering-deflection amplitude.
Perhaps roll-driving moment, or roll-damping moment, or both, depend on spin
parameter and steering control.

Aerodynamic roll-driving and roll-damping coefficients deduced from test
data collected in the transonic Mach sweeps with i = 0°are well behaved and
exhibit expected trends.

CONFIGURATIONAL BREAKDOWN TESTS

Since this was an exploratory investigation, a few tests were made with
some model components removed. With the rectangular-planform canards removed,
tests with and without spin were carried out at Mach 1.19 and 2.51. A signif-
icant result obtained is that the rectangular canards, canted differentially
to produce an increase in net roll-driving moment to offset their contribution
to total roll-damping moment, induce a nulling increment of roll-reversal
moment’ on the downstream tails. Tests made at Mach 1.19 with both the rec-
tangular canards and tails removed give further insight into the configura-
tional contributors to both pitch and yaw aerodynamics, and offer additional
evidence that steering-deflection amplitude affects roll damping.

EFFECT OF STEERING CONTROL DIRECTED OUT OF THE ANGLE OF ATTACK PLANE

The flight vehicle will respond to guidance called-for maneuvers di-
rected in or out of the instantaneous angle-of-attack plane by causing the
steering deflection amplitude to occur in or out of the angle-of-attack plane.
Tests were made to determine the effect on maneuver force and its associated
moment characteristics due to steering-deflection amplitudes of 10° and 20°
directed to roll attitudes of 0°, -22.5° and -45°. The brevity of the tunnel
test limited this portion of the study to Mach 2.51.

Viewing collectively the results obtained, it is concluded that the
effect of directing steering control out of the angle-of-attack plane can be
approximated, for the conditions tested, by directing the control-force incre-
ments and control-moment increments obtained when @ = 0° to the new steering
direction, then resolving these increments back to the nonrolling axes system
used herein. The accuracy of this procedure (exact at zero angle of attack)
deteriates somewhat as angle of attack increases.

Evaluation of the test data indicates that steering-control direction
affects substantially the aerodynamic contributors to roll characteristics.
It is deduced that steering control directed out of the angle-of-attack plane
induces a net change in roll-driving moment somewhat like the roll moments
induced by roll-stabilized missiles with vertical tails deflected to port or
starboard. For the rolling airframe, however, the induced roll-moment incre-
ments (dependent on steering amplitude and direction) will increase or de-
crease the airframe's roll-driving moment (ccw) depending on whether nose-up
steering control is directed to the starboard side or port side respectively.
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CONCLUSIONS

The normal force and pitching moment data provide smooth definitions
of the configuration's longitudinal stability and control characteristics.
These forces and moments are not sensitive to the values of spin parameters
tested.

Small side forces and associated yawing moments, induced out of the plane
of maneuver, show dependence on Mach number, angle of attack, steering-control
amplitude and direction, and spin parameter. Before this test, aerodynamic
descriptions of rolling, steering airframes omitted aerodynamics induced in
the yaw plane because there were no systematic data from experiment on which
to base predictions. The importance of these induced side forces and yawing
moments to the airframe's flight behavior can be determined from dynamic-
flight simulations.

Results show that steering control directed in or out of the angle-of-
attack plane affect the aerodynamic contributors to roll characteristics.
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{a) Mach 2.51
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velocity = 1200 ft/s

0 -10 -20 -30 -40

F—oto—F—1 1
0 -10 -20 -30 -40
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Fig. 2 Model roli rates tested and equivalent missile roll rates.




Normal force coefficient, Cy
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(body station, diameters)
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Fig. 3 Effect of roll rate on normal force coefficient and center of pressure travel.
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Pitching moment coefficient, Cyy,
{moments ref. to body station 7.00 diameters)
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Fig. 4 Effect of roll rate on pitching moment coefficient.




1 M = 2.51
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Fig. 5 Effect of roll rate on induced side force and yawing moment coefficients.
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M = 2.51
Sym Run ¢  ¢d/2V Re x 10-6 i
No. (Hz) (rad) {per f) (deg)
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Fig. 6 Variation in normal force coefficient and center of pressure travel with
angle of attack and steering deflection amplitude.
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Pitching moment coefficient

(moments ref. to body station 7

)
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.00d

M= 251

Sym Run ¢  éd/2V Re x 10-6 i
No. (Hz} ({rad) {per ft) (deg)
o 14 -30 -0.0082 8.4 20
a 9 -30 -0.0081 8.5 10
Q 5 -30 -0.0080 8.3 0
v 13 -30 -0.0081 8.3 -10
[ 17 -30 -0.0081 85 -20
4 — T — T T
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Angle of attack, a (deg)

Fig. 7  Variation in pitching moment coefficient with angle of attack and
steering deflection amplitude.
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Sym Run ¢  ¢d/2V Re x 10-6 i
No. (Hz) (rad) (per ft) (deg)
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Fig. 8 Variation in induced side force and yawing nioment coefficients with
. angle of attack and steering deflection amplitude.




M=1.19
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Fig. 9 Variation in normal force coefficient and center of pressure travel
with angle of attack and steering deflection amplitude.
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Fig. 10 Variation in pitching moment coefficient with angle of attack and
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Yawing moment coefficient,
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Side force coefficient, Cy
]
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Fig. 11 Variation in induced side force and yawing moment coefficients
with angle of attack and steering deflection amplitude. .
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* ‘ Fig. 12 Calculated roll damping characteristics.
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APPROXIMATE METHOD FOR PREDICTING SUPE™SONIC NORMAL
FORCE COEFFICIENT OF VERY-LOW-ASPECT-RATIO LIFTING SURFACES

E. F. Lucero
The Johns Hopkins University/Applied Physics Laboratory
Laurel, Marylani 20810

ABSTRACT

A simple, empirical method has been developed for pre-
dicting at supersonic speeds the normal force coefficient, CN’

(including carryover) of very-low-aspect ratio lifting surfaces
mounted on bodies of revolution. Predicted values of CN using

this method are shown to be in good agreement with test data
obtained on both thick and thin surfaces, at Mach numbers from
about 2.5 to 7.7 and angles of attack to 24°,

SYMBOLS AND NOMENCLATURE

A LA_A cross-sectional areas of the forebodies of the in2
¢’ I’o . .
inlets, the inlets, and the freestream tube
captured by the inlets of ramjet missiles, re-
spectively
. 2 2
A.R. aspect ratio = b /SE or b /Sw
b/2 exposed semi-span of a lifting surface mounted in
on a body of revolution
CD cross-flow drag coefficient
c
Cy normal force coefficient, normal force/qS
Cy «’)CN/ At per rad
o
AC, LAC C -C,.;C -C, at § =0°
Ng Ny Ngg  Np' Ny Ny
Cr root chord in

Supported by NAVSEA 62R
PRECEDING PAGE BLANK-NOT FILMED

1-149




d reference diameter; diameter of body on in
which lifting surfaces are mounted

E complete elliptic integra% of second kind with
modulus (1 - Bz cot2 LR

Kes Ky Morikawa's interference factors

M Mach number

q dynamic pressure lbs/in2 i
S reference area, ﬂd2/4 in’ i
SE’Sw total planform area of housings (wings) in2 é
t average thickness of lifting surface in

X body station; X = 0 at nose tip of body in 1
xc.p. center-of-pressure location in

o angle of attack; angle between the velocity deg

vector and the longitudinal axis of the body

B Jv? 1

y ratio of specific heats; y = 1.4 used herein
N leading edge sweep angle for delta wings deg

) aerodynamic roll angle; at § = 0° the lifting deg

surfaces are normal to the plane of «

Subscripts

B body alone

BE body-housing combination

BW body-wing combination

E housing

; refers to inlet forebody and internal 1ift as in ACNI
| W wing
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INTRODUCTION

The requirement for compactness in U. S. Navy missile designs results
frequently in configurations which incorporate thick lifting surfaces of
very-low-aspect ratio. These surfaces are invariably thick, e.g., Figures 1
and 2, because they are used to house electronics and hydraulics or serve as
ducts, as in the case of side-mounted inlets on ramjet missiles. Current
requirements on missile speed have increased to regions where guidance for
making aerodynamic estimates for these surfaces is ~ot available, either from
theory or experiment.

Empirical estimation of the normal force coefficient, C,, and center-of-

N
pressure location, Xc , for these surfaces is difficult because the shapes

are usually unique for each new missile design and, therefore, the limited
test data available are invariably for shapes that are quite different from
the proposed shape in a new missile design. Existing empirical methods!

have been derived for a specific class of surfaces and apply to the lower end
of the Mach number range of interest in this presentation.

Simple theoretical methods that have been used (with limited success) do
not take into account the effects of Mach number. Those that do, are not
applicable at the very low values of aspect ratio inherent to these types of
surfaces. These concerns have been expressed for some time,®?®

A need exists, therefore, for either an empirical data base for a more
general class of low-aspect-ratio lifting surfaces or a simple predictive
method that is adequate in preliminary design for predicting CN and XC P of

this class of surfaces in speed ranges from moderate supersonic to hypersonic.
A simple, empirical predictive method for estimating CN for very-fow-

aspect ratio surfaces is presented herein. It is shown to provide estimates
of CN that are adequate for preliminary design for a variety of thicknesses

and shapes and a wide range of Mach numbers (M=~ 2.5 to 7.7) and angles of
attack (a to 24°).

OBJECTIVE

The objective of this study was to determine a simple method for esti-
mating in preliminary design the aerodynamic normal force coefficient of
very-low-aspect ratio lifting surfaces (and body-wing carryover) at moderate
supersonic to hypersonic speeds and to moderate angles-of-attack.
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METHODOLOGY

A. BACKGROUND

The method presented herein for predicting CN of very-low-aspect-ratio

lifting surfaces evolved from observations of the experimental lifting char-
acteristics of thick surfaces such as those depicted by the housings on the
wind tunnel model shown in Figure 1. This model is representative of an
Integral Rocket-Ramjet (IRR) missile. It was tested by APL/JHU in order to
compile aerodynamic design information for components of this class of con-
figurations since empirical methods for predicting CN and Xc for this

type of configuration and combinations of components were not available.
Hart's empirical curves' had been shown to provide good predictions for low-
aspect-ratio surfaces at M S 3.0, but these curves had been derived mostly
for wings that were primarily thin surfaces. The applicability of this
method to thick surfaces and to higher Mach numbers was therefore not known.

Simple theoretical methods that account for the Mach number variation of
ACNw noted from test data are not applicable at the very-low-aspect ratios of

interest herein; those derived for aspect ratios appreoaching zero do not

account for the Mach number effects. This is demonstrated in Figure 3 wherein

the test values of ACNw of the IRR E1 housings (ACN minus internal momentum)
E

are comfared with two simple theoretical methods, viz: modified Newtonian

theory,” plus wing-body carryover, i.e.,

. v S
_r*3 2 1 E .2
6y =S (1 - 583 ;E) (K + K ) g sin® « (1)

and slender wing theory5 plus cross flow as recommended by Flax and Lawrence,a
i.e.,

P

T A.R.
ACN 2 x 57.3

%)

2 SE
a + CDc sin” (Kw + KB) 3 (2)

L.

The value of CD = 1.0 was used in these calculations following the recom-
c

mendation of Flax and Lawrence for the case of rounded tips. This number,

however, could be something other than 1,0 according to Hoerner.® The

Morikawa carryover factors’ were used in Equations 1 and 2, and are used

throughout this analysis.

B. APPROACH
Test data obtained on both thick and thin wings in various APL/JHU aero-

dynamic research and exploratory development programs were the primary source
of data for the development of the empirical method presented herein. Selected
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NASA data were also used. Sketches of the housing and wing configurations
used in the analysis are given in Figures 4, 5, and 6; the sources for the

test data® '®

are noted in the figures for each configuration,.

In all cases, che wing (or housing) data were obtained from tests con-
ducted with cruciform wing-body and with body alone configurations. The
wing-body was roll oriented at @ = 0°, i.e., one pair of wings in the angle-
of-attack plane. The test data then are derived from AC =C -C and

NW NBW NB

thus wing-body carryover is included in the wing lift.

The general approach in deriving and evaluating the present method using
the test data discussed above, is:

1. Values of B CN were extracted from test data obtained on

W

the wing configurations sketched in Figures 4, 5, and 6.
2. Correlation curves of B CN were deduced from the test values
?
F (B A.R.) for rectangular wings,

as follows: B CN
o}

W
B CN = F (B cots/\L ) for delta wings, and
a
W
B CN = constant for thick wings.
o,

A comparison of the derived curves with appropriate linear and slender wing
theories is given.

3. These empirically derived curves were then used to calculate the
values of ACNW for the 29 Mach number-configurational combinations used in

the analysis. Comparisons with test data are given to demonstrate the ade-
quacy of the present method.

RESULTS

A. PROCEDURE FOR EXTRACTING B CN FROM TEST DATA

%
Values of 8 CN that provide a good representation of the test data in
a
W
the range of angle of attack tested were derived by first linearizing ACN vs o

W
as demonstrated in Figure 7 and then extracting CN from the linearized values
a

W
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of ACNw as follows:
(57.3) (s/s,) “On
Cy = 7 L i , per rad. (3)
o MR .
W
where AC, = C - €, and this includes mutual body-wing carryover. The
N New Np

carryover factors Kw and KB were obtained from Morikawa's charts, Reference 7;
Morikawa's values of Kw for rectangular wings were used for the configura-

tions that are nearly rectangular. In the linearization of ACN Vs a, more
W

emphasis was given to obtaining a representation of ACNw at the moderate to

higher values of o than at the lower values according to the objective of

this investigation.

The E., E_,, and E, configurations of Figure 4 have flow through the
1’ 72 3

inlet-duct system and thus ACN for these configurations include internal
E

lift. The lift attributed to the inlet forebody and internal momentum was

subtracted from the total lift of these housings in order to obtain ACNw

since we are only interested in the external 1ift. Thus, for these con-
figurations,

bk

AC = AC - AC = AC -2 - + sin a )
NW NE NI NE AI S S

A value of A /A_ = 1.0 was used in these calculations since the internal shock

was not expe?le& for the cases considered. AI and AC are the combined cross
sectional areas of the inlets and inlet forebodies, respectively.

Finally, the derived slopes were expressed in the usual functional forms
found in design charts, i.e.,

B CN = F (B A.R.)
oy

for rectangular wings, and

g C = F (B cot 4\ )

N

W

for delta wings.
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B. CORRELATION CURVES OF B CN

W

1. Nearly-Rectangular Wings

The "best fit'" values of B CN deduced from the test data on the nearly-

%W

rectangular housings and wings of Figures 4 and 5 are plotted in Figure 8 as
a function of 1/B A.R. For comparison, the values of B CN predicted from

W

linear and slender wing theories, Reference 5, for rectangular wings, are
also shown in Figure 8, i.e.,

1
B CN =4 (1 - E—E-KTET ) B ALR. 21
a
W
_ 4 1 . -1 -1 1
B CNa - 2 [(2 ~ 5 aF ) sin  BAR F(BAR -2)cosh rpo
W
1 r ]
+ (1 + E_KTET_ YY1 - (B A.R.)2 % < B A.R. <1
and,
™
BCy = 7 (B A.R.) B A.R. < 1/2
o (Slender Wing)

It is seen, from Figure 8, that the difference between exgeriment and theory
(given by these simple methods) is very large for B A.R. < 0.67
[((1/B A.R.) = 1.5].

Note that the theoretical values of CN are lift curve slopes at a = 0°
a

whereas the test values are the mean values of CN/G obtained from the full
range of a tested. For the test cases where CN was linear with a (M3 3.0),

these two values should be the same. These theoretical methods are usually

recommended in various handbooks and textbooks because of their success in

predicting CN at low values of a. Their success has been demonstrated by
W

several investigators at the low values of o and at low supersonic Mach

numbers. The inadequacy of these theoretical methods for predicting AC

N
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without adding a non-linear term, such as cross-flow lift, was demonstrated by
Flax and Lawrence® in 1951. Cross-flow lift for wings is a concept, taken
from cross-flow lift on cylinders, which attempts to account for the vortex
lift. The cross-flow drag value used in detemmining cross-flow lift is basi-
cally an experimental value obtained for a limited class of wings.a’s More
recent approaches use the concept of leading-edge and side-edge suction® 7518
to account for non-linear lift. As far as can be established from the litera-
ture this approach is not applicable to the wing geomeiries of interest in
this study.

Returning to the discussion of Figure 8, it is noted that the test values
of B Cy for thick housings is generally lower than those for the "thin"

a
W
wings. A separate R.M.S. curve for the thin wings demonstrates this. The r
value of B CN = 4/3 marked on the ordinate of Figure 8 will be shown later i
oy '
to provide a reasonable agreement with the majority of test values of ACN for
W

the thick wings used in this study, 12 Mach number-configurational combinations. 1
The solid points shown in Figure 8 are for test cases where M= 3.0. In this
region ACNw is very non-linear with a at low values of a. For these cases,

it will be shown later that Hart's empirical method? provides good predictions
at the lower values of a and for some cases at all values of a tested.

2, Thin Delta Wings

A similar correlation plot of B C for the test data for delta wings

N
W i
is given in Figure 9 and is compared with linear theory for these wings. In :
this case B Cy is given as a function of B cot A and plotted vs. 1/B cot. A .
a

W
The disagreement with linear theory is obvious. Note specifically 1
that the test values of B CN do not tend to 4 at B cot ,L =1 as predicted
a
W
by linear theory but rather they tend to 4 at B cot /- = @ yhich is in
agreement with predictions for rectangular wings.

3. Combined Correlation Curve for Very-Low-Aspect-Ratio Wings

A comparison of the R.M.S. curve of B C = F (1/B A.R.) for thin
a

W

nearly-rectangular wings (Figure 8) with the R.M.S. curve of B CN = F (1/B cot.A)

Oy

N

for thin delta wings (Figure 9) shows that the two curves are
essentially the same. Thus, one single curve is proposed for predicting
B GN , for both thin rectangular (or nearly rectangular) and for delta wings.

]

The curve has the same functional form for B CN as shown in Figure 10. For
a
W

>——

I1-156




-~ ou @8 BN B

-

the thick wings, B cy = 4/3 is proposed for (1/B A.R.) < 1.5. Data were
Y
not found for thick surfaces for the region (1/B A.R.) £ 1.5 to determine the
trend of B CN for this region. The effect of wing thickness for ratios,
“w
t/d, between 0.2 and 0.1 also is not known; the thick wings used in the

analyses had t/d 2 0.2; the average 'thickness'' for the thin wings used was
t/d £ 0.1.

In summary, the correlation curves of Figure 10 are proposed as a simple

empirical method for obtaining B CN for very-low-aspect ratio wings. Since
W
in practice these surfaces are usually mounted on a body of revolution the
mutual body-wing interference should also be accounted for. Morikawa's
factors are recommended for accounting for this interference mainly because
they were used in deriving B CN from test data. The adequacy of the pro- ]
Y
posed method for providing good engineering estimates of AC =C -C at
NW NBW NB

MZ 2.5 and a to about 24° is demonstrated in the next section. ]

C. COMPARISON OF TEST VALUES OF AC,, WITH EMPIRICAL PREDICTIONS
USING THE PRESENT METHOD NW

The predicted values of ACNw are derived from the empirical curves of

s itakae;

Figure 10 as follows:

B C
N
aw Sw

O "7 Kt F @ ©

where B CN is per radian and a is in degrees. These values are compared
%W
in Figures 11 to 22 with the test data obtained from C -C for the 29

NBW NB

Mach number-configurational combinations used in the analysis. Calculated
values of AC, using Hart's method' are also shown, for the cases where this

Ny

method is applicable, to demonstrate the adequacy of this method.

1. Thick Wings

Calculated values of ACNw using the present method, given by Figure 10

and Equation 6, are compared with test data from the thick housings in
Figures 11 through 15. Values of ACN obtained from Hart's empirical corre-

1

lation curves  are also shown. The comparisons show, in general, that the
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present method with B CN = 4/3 gives a good to excellent representation of

Oy

the test values of ACy to o = 24°, MR 2.5, for the five housing configura-

tions of Figure 4. The predictions of the present method are especially good
at M < 3.0 where ACNw is nearly linear with a.

At M 3.0, the data are very non-linear with a at low angles-of-attack
and Hart's method gives a better prediction than the present method, see
Figures 11 and 14. At the higher Mach numbers the present method provides a
better prediction.

2. Thin Nearly-Rectangular Wings

The results of the evaluation of the present method for thin nearly-
rectangular wings are given in Figures 16 through 19. The test data are for
the configurations of Figure 5. The comparisons again show that the present
method provides good predictions. Hart's method also gives good predictions
in the region of applicability of his method, B A.R. < 0.8, but this method
is not better than the present method.

3. Thin, Delta Wings

The present method provides excellent predictions for the test data for
the delta wings of Figure 6, Figures 20, 21 and 22. Hart's method was not
derived for delta wings and thus a comparison with this method is not made
for these wings.

CONCLUSIONS

An empirical method is derived herein for estimating the normal force
coefficient (plus wing-body carryover), ACNW, of nearly-rectangular thick and

thin wings, and of thin delta wings, of very-low-aspect ratio. The method,
in combination with Morikawa's interference factors, gives good predictions

in the range of Mach numbers from 2.5 to 7.7 and angles of attack to 24°. For

near -rectangular wings at MS 3.0, Hart's empirical correlation curves of
Reference 1 are recommended for estimating ACNW.
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Test data
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Theory
~— = = Slender wing plus cross flow
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Configuration | Max. cross A.R. (two wings)
designation section Planform Sw/S
0 7.04 11|.63 1353
N A G
|
IRR E, ref. 8 0.363 ,
Q A Toss 1 0O78BS
—| 0.305 |
0 5.10 13.78
]
| |
E,ref.9  0.407 R 0.096/8.75
\ __lA_ — e e —_ —_—
& \ J/ »
l+—0.407—+|
0 11.28 17.'15
i
I l
Eg ref. 10 0.438 . == |
./ e S
0.150/6.541
—] 0310 }—
*l 0.250 |___ (}) 2.;14 111.56
£.11 W AN
Wy ref. 1 0‘21D | = ! 0.044/5.534
s e —— — —— ——— —
TI-——O.455—>|
0 168 8.90 10.00
L
W, ref. 12 0.250 D _{c_’/ - 0.075/4.234
0200+ |

Dimensions in body diameters

Fig. 4 Sketches of low A.R. wings (housings) used in analysis.
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Ref. 13
0 AR. S,/S
W, {b/2)/d (two panels)
o /2)/d 3 017 008 183
1 4 0.33 0.15 3.69
+———C,/d = 4.33 ———| 5 0.67 031 7.35

X/d =5.67 Base

PR WP

Wg (ref. 14): A.R. =0.120; S,,/S = 6.285

i em om SN B R W e

] 0 5.25 12.05 138
1 | £ | l
: <0.012
L _ _ [
i —_—
; _ W, 0.385
' f. 15): A.R. =0.128; S =6.
W, (ref. 15): A.R. = 0.128; S,,/S = 6.00 WS 0380 J{—t
? 474 626 1202 1348 (1';78
1 ] 1
|
| = A\ | 0119*l L
1 | —
1 . . |
Dimensions in body diameters
) Fig. 5 Thin, low-aspect-ratio, nearly-rectangular wings.
P e
s o=
 § 2 1-165
L 1]




THE JOHNS HOPKINS UNIVERSITY

APPLIED PHYSICS LABORATORY
LAUREL, MARYLAND

Ref. 13

. _L W, b/2/d AR SwfS
A
A X (two paneis)

(b/2)/d 8 033 856° 031 1.83
9 067 81.3° 061 369
— | 10 133 729° 123 17.35

le————C,/d = 4.33 ————|

—

X/d = 5.67
Ref. 16
4.90
0 0788 486 —
l | 0.039 ||~ | . w2/ AR S,/S
| /—*jmrb/f’/d ; 11 0088 0088 0453
m —r = 0206 0204 1.057

- 5 |
sl G
IW {13 0.706 0.710 3.61

30° 60°

——

0.123

Dimensions in body diameters

Fig. 6 Thin, low-aspect-ratio, delta wings.
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Let ACNW be approximated, in range of a tested, by
ACNW = CNaw(KW+KB)(SW/S) a/57.3

Then,

——

a in degrees)CNa per radian
o)
©
-4
U —
3
2y
m e
2 =
QO -]
0 g
z 3
2
Q
g
O Test data
Linear representation
(f
| :
Fig. 7 Procedure used for linearization of test data to derive ﬁCNa
w
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M ! ! ! ! IB ' I‘1 fit Ift t 1I
. est” linear fit of test values
c \/ 2-D, linear, BAR >1 of ACNW Vs a
© . . —
3 3 ~ \ R.MS, thin wings only O Thick wings
= 0O Thin wings
2 \ @@ Data for M< 3.0 is non-linear
3 2+ \! atlowa =
ER IS 550 o = o2 —
Q 1+ b,\ o% ] o R-MS. of data on® —
2 Conical flow S==2max =8 both thick and thin wings
1>BA.R. >1/2 \‘~s‘__~__slenderwing, 1/2>8A.R.>0
0 L 1 J | | I e e s
0 1 2 3 4 5 6 7 8 9 10 1
1/BA.R.
Fig. 8 Correlation of test data on nearly-rectangular wings with §A.R.
4 T T T T T T T T T =]
\ Conical flow, deltas A "'Best linear fit of test
S \ B cot A >1 valuesof 4Cy  vs a
9 3 \ C =2 1 for delta wings" m
@ N g Ng ™~ 7 fcota/E at Bcot A <
5 v
3 24— N R.M.S. of data —
9 l
2 ~ —
S L —_— D
0 l | 1 1 | | 1 1 ] ]
0 1 2 3 4 5 6 7 8 9 10 (A
1/Bcot A

Fig. 9 Correlation of test data on thin delta wings with Scot .
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5 1 T T | l T l T T T
4 —
[ =
©
.,g
= 3+ —
& Thin wings, (t/d <,0.1)
3
[+ 2 — ——
Z
o
@ 4/3+ —_— e ———— ———— — —— ————
U |
Thick wings, (t/d > 0.2)
0 | | | | | 1 1 | 1 ]
0 1 2 3 4 5 6 7 8 9 10 11 .
1/ BA.R., nearly rectangular wings
1/8 cot A, delta wings
Fig. 10 Proposed design charts for ﬁCNaof low-aspect-ratio wings Mz 2.5 ¢ = 0°, ]
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o N
6 o]
ar- n
2 O  Testdata ]
X Present method
o X Hart, ref.1
0¢Y L ] 1 l
ki 1 T | I
X 0O
4+ 5
M=25 0
A.R.=0.179
2 f -
z
4
Q
< (170 - | 1 ]
T T T T I
X
4 -
X
B M=35
2 BA.R =0.262 7]
4 T T m ! 3
X
2+ M=45 X
BA.R.=0.342
| \gfij’—ﬁr—’—”’
L a L |
{ 0<o' 4 8 12 16 20 24

Angle of attack, a(degrees)

Fig. 11 Comparison of test and predicted values of ACNw of Eq, ¢ = 0°, t/d = 0.305.
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3 M =3.0
B A.R.=0.272
2= -
1
1 Test data ~
Present method
X  Hart, ref. 1
=
q
i I 1 ! |
3 -
X
2
1 f—
(0]
1 1 | ]
. 0% 4 8 12 16 20
o Angle of attack, g (degrees)

Fig. 12 Comparison of test and predicted values of Ach of Ez,
¢ =0°, t/d = 0.407.
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O  Test data
Present method
X Hart, ref. 1
12 T ] T 1

10

Angle of attack, g (degrees)

Fig. 13 Comparison of test and predicted values ofACNwof E3, M=4.17;¢=0°,
BA.R. = 0.607, t/d = 0.312.

I-172

s K st e e el . Nt e 0




THE JOMNS HOPKINS UNIVERSITY

APPLIED PHYSICS LABORATORY
LAUREL, MARYLAND

O Test data
—— Present method
X Hart, ref. 1
4 T T T T
M=25

BA.R.=0.101

) 4 1 | T -
= M=34
E BA.R.=0.143
Q
<
00
4 | T T
2+ M=4.0
BA.R.=0.170

Angle of attack, a (degrees)

Fig. 14 Comparison of test and predicted values of ACNW of Wy, ¢ = 0°, t/d = 0.352 Ave.
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—— Present method

X Hart, ref. 1
| | 1 ]
| | | 1
1.2
X
0.8 M=7.69 X
BA.R.=0572
X
041+ —
( | | | |
0 0 8 12 16 20 24

Angle of attack, a (degrees)

Fig. 15 Comparison of test and predicted values of Ach of Wy, ¢ = 0°, t/d = 0.200.
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1 ] i
W3
BA.R. =0.223
2 T T T
W, &)
BA.R.=0418
1 -
=
Oz l\[o = 1 ) !
Q
4 I I 1
W5 (o)
BA.R.=0.854
3 —
2+ —]
1 O  Testdata —
Present method
X Hart, ref. 1
| 1 |
Og. 8 12 16 20

Fig. 16 Comparison of test and predicted values of ACNW for thin rectangular wings

M=296,¢=0

Angle of attack, aldegrees)
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acy,,

BA.R.=0.678

|

T w, | 1
BA.R.=1.401

O  Test data

~——— Present method
X Hart, ref. 1

| | [

_—1

_

1
4 8

i

M = 4.63, ¢ = 0°.

Fig. 177 Comparison of test and predicted values of ACNW

12 16 20

Angle of attack, a (degrees)
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ot aam Al aa AmmdTA i i st

X i
2 - )
O Test data :
Proposed method !
X Hart, ref. 1
0 ] 1 ] ]
0 4 8 12 16 20 24
4
- Angle of attack, a(degrees) |
-»

Fig. 18 Comparison of test and predicted values of ACNW for Wg, M = 2.5, ¢ = 0°, BA.R. = 0.275.

(0] Test data —
Proposed method
X Hart, ref. 1

] | 1l |
0 4 8 12 16 20 24

Angle of attack, a(degrees)

; . Fig. 19 Comy -isanoft  und predicted values of ACNW for Wy, M = 4.02, ¢ = 0°, SA.R. = 0.498.
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Bcot A=0.214

Bcot A=0.426
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I ! R}
3L Wio —
Bcot A= 0.857

O Test data
Present method

| | - | |
0 4 8 12 16 20 24

Angle of attack, a(degrees)

Fig. 20 Comparison of test and predicted values of ACNW for thin deita wings, M = 2,96, ¢ = 0°,
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1 | I [ |
1 r Wg -
Bcot A=0.348
0
06 ! 1 |
3 |
Wio
2 Becot A= 1.391 - .
1 —
O Testdata
Present method
0b | |
0 4 8 12 16 20 24

Angle of attack, a(degrees)

Fig. 21 Comparison of test and predicted values of ACNW for thin delta wings,M = 4.63,¢= 0°.
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SUPERSONIC AERODYNAMICS OF A CLASS
OF CONE~DERIVED WAVERIDERS

Maurice L. Rasmussen
University of Oklahoma, Norman, Oklahoma, and
Air Force Armament Laboratory, Eglin AFB, Florida

Donald C. Daniel
Air Force Armament Laboratory, Eglin AFB, Florida

Martin C. Jischke
University of Oklahoma, Norman, Oklahoma

ABSTRACT

The aerodynamic properties of a new class of missile airframes
that are derived from the known supersonic flow fields past inclined
circular and elliptic cones are discussed. The theoretical founda-
tions and initial force and moment data have been presented recently
elsewhere. The present paper advances this knowledge in several
ways. Force and moment data for two waverider configurations are
presented for Mm = B, extending the previous data taken in the range
M_ =3 to 5. Surface pressure data are also presented, and plans
for future free-flight ballistic tests are discussed. The implica-
tions of the data and the underlying theory toward the design cf
highly maneuverable missiles with high 1ift and low drag, together
with proposals for integrated vertical fins and blended inlets, are
considered.

INTRODUCTION

Demanding performance and maneuverability requirements for future
supersonic and hypersonic missiles will require high-1lift, low-drag configu-
rations with good control effectiveness, Non-circular airframe configurations
that efficiently integrate volumetric storage, lifting capability, and pro-
pulsion components such that aerodynamic heating and radar cross-section are
minimized and lift-to-drag ratios are maximizfd will be,required. Diﬁcussions
of such requirements are given by Giragosian,  Fleeman,” and Nielsen.

A comprehensive research program that addresses many of these requirements
is under way. This research is directed toward the study of lifting-body
configurations operating at the high Mach numbers of interest. The theoretical
analysis is based on small perturbations of axisymmetric flows past circular
cones, the perturbations stemming from small angles of attack and small eccen-~
tricity of the cone cross section. By this means accurate approximate
analytical results are obtained for shock shapes and the shock-layer structure.
Since any stream surface can be utilized as a solid surface in an inviscid
flow, lifting-body configurations are constructed when free-stream upper
surfaces are selected to complement the lower conical-flow stream surfaces.
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The resulting aerodynamic shapes are called cone-derived waveriders because
they appear to ride on a conical shock wave attached beneath them. The
generation of certain specific shapes and thg properties of their shock-
layer structures are discussed by Rasmussen. The generalization of this
analysis for arbitrary small conigal perturbations of a basic axisymmetric
conical flow is given by Jischke. General design considerations relating
to the aergdynamic performance of waverider configurations are discussed by
Kuchemann.

Experimental results for the forces and moments on two waverider configu-
rations were presented recently7 for the Mach-number range 3 to 5, the on-
design conditions being M= 4. Those results focused on a configurational
compatrison of the two waveriders with themselves and with a baseline elliptic
cone. For this experimental range, the waverider models were observed to be
efficient lift-producing configurations, producing maximum L/D ratios on the
order of 2.5 times greater than for the comparative elliptic cone. The over-
all implications of these results suggest that the waverider configurations
make strong contenders for future hypersonic missile and aircraft configurations.

In this paper further results describing the aerodynamics of these
waverider configurations are presented. A comparison of the experimental
pressure distribution with the theoretical prediction, for the on-design
condition M= 4, will be shown. Additional force and moment results for the
off-design condition M_ = 8 will also be presented. Plans for ballistic free-
flight tests will be discussed briefly. 1In view of the promise of these
waverider configurations, proposals for integrated vertical fins and blended
inlets will be set forth within the framework of the underlying waverider
blended-streamsurface philosophy.

DESCRIPTION OF EXPERIMENTS

Sketches of the waverider model configurations that were tested are
shown in Figures 1(a) and 1(b) together with a table of the pertinent dimen-
sions in inches. The configuration shown in 1(a) is referred to as the
circular-cone waverider (CCWR) and the configuration in 1(b) as the elliptic-
cone waverider (ECWR). The base area of the models is denoted by AR- The
position of the body-fixed (or sting) coordinate system, to which the six
force and moment coefficients are referred, is also shown. These models
were designed on the basis of the theory of Reference 4, and a more complete
description of the surface shapes and shock shapes is given in Reference 7.
The on-design Mach number is M= 4, for which the theoretical shock shapes
are also shown in Figures 1(a) and 1l(b).

Tests on the two waverider configurations were conducted in tunnels A
and B of the von Karman Facility at the USAF Arnold Engineering Development
Center. The tests in tunnel A were conducted over the angle-of-attack and
angle-of-sideslip ranges of 1_20° and at the Mach numbers 3.0, 3.5, 4.0, 4.5,
and 5.0, and results for the forces and moments, Schlieren data, and oil-
flow data were reported in Reference 7. Corresponding data for M_ = 8 were
obtained in tunnel B. Descriptions of the tunnels and airflow calibration
information can be found in Reference §.
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Besides the results described in Reference 7, surface pressure
distribution data were obtained in tunnel A. A comprehensive description
of these results will be presented in the future. 1In the present paper
only the azimuthal pressure distributions at the on-design conditions
(M = 4) will be presented so that a comparison with the related theory
can be realized.

The data taken in tunnel B for the nominal Mach number M= 8 (the
actual Mach number was M_ = 7.93) show the effects of strong Mach-number
deviations from the on-design conditions. In these tests no measurements
of pressure distribution were made. The unit Reynolds number, Re/L, for
these tests was 2 million per foot. The corresponding test in tunnel A showed
essentially no differences on the force and moment coefficients for the change
of unit Reynolds number from 1 to 2 million per foot.

PRESSURE DISTRIBUTIONS

A comparison of theory and experiment for the pressure coefficient on
the curved surface of the circular-cone waverider for the on-design conditions
(Moo = 4.02, a = -3.76°, B8 = 0°) is shown in Figure 2. A corresponding compari-
son for the elliptic-cone waverider is shown in Figure 3 (M_ = 4.02, a = 8 = 0).
The symmetry rays on the curved underneath compression surfaces are denoted by
¢ = 180°. The theoretical pressure distribution is determined by the pertur-
bation theory described in Reference 7 or 9. The theory agrees with the data
well, being most in error near ¢ = 180°, about 10% for the circular-cone
waverider and 5% for the elliptic-cone waverider. For both waveriders the
pressure first increases inward from the lip (¢ = 90° for the circular-cone
waverider and ¢ = 110° for the elliptic-cone waverider), reaches a maximum
near the region where the delta winglet fairs into the body, and then decreases
toward a minimum at the symmetry ray ¢ = 180°.

For both configurations it was found that the pressure distributions were
conical, that is, the surface pressure on a given ray was constant. Further,
the pressure coefficient on the upper flat surfaces was measured to be zero
for the on-design condition, in accordance with theory. A comprehensive
presentation of the pressure data for the off-design conditions will be
forthcoming.

FORCE AND MOMENT COEFFICIENTS

Figures 4 to 11 show the Mach-number variations in the force and rolling-
moment coefficients, in the Mach-number range 3 to 8, as either angle of attack
or sideslip angle 1is varied in the range + 20°. These results are for the
forebody contribution only, that is, the contribution of the base pressure
has been eliminated. Since M = 4 is the on-design Mach number, M_ =3 is the
off-design on the low side and M_ = 8 is the off-design on the high side.
Variations in angle of attack or sideslip angle represent off-design conditions
due to orientation,

The normal-force coefficients, C, = - F /qA , are shown in Figures 4 and
5 as functions of angle of attack for the ci¥culdr-cone and elliptic-cone
waveriders. For a given angle of attack, the absolute value of C . decreases
as M_ increases. This behavior continues the trend reported in Reference 7
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for which M = 5 was the largest Mach number. For positive angles of attack
the curves for a given Mach number are nearly linear with a up to a = 20°,
The slopes of those curves yield C Approximately, these are, per radian,

Na
CCWR ECWR
M00 CNa Mm CNa
3 3.76 3 6.03
4 3.31 4 5.63
8 3.14 8 4.94

As a basis for comparison of these values, the elliptic cone with 1.87 major-
minor axis ratio tested in Reference 7 showed values of C equal to 2.58

and 1.15 when the cross wind was perpendicular to the maJor and minor axes,
respectively. Of course, C for a slender circular cone has the small dis-~
turbance value 1.96 approx1mate1y. The waveriders., and especially the
elliptic-cone waverider, thus produce large normal-force coefficients. The
change for above-design Mach numbers is more gradual than for below-design
Mach numbers.

The Mach-number effects are small for the axial-force coefficients,
= - F /qA, , and the drag coefficients, C_ = D/qA, . These results are
séown ianigures 6 and 7 for the elliptic~cone waverider. Similar results
exist for the circular-cone waverider, and the results for M_ = 4 can be
found in Reference 7. The minimum value of C_ occurs near the angle of zero
lift, which has a small, but non-negligible, variation with Mach number.

Variations in the L/D ratios with Mach number and angle of attack are
shown in Figures 8 and 9 for the circular-cone and elliptic-cone waveriders.
Near its maximum value, L/D decreases as M increases. This variation with
Mach number is most pronounced near the maxima in the curves and is maintained,
but to a lessening degree, as a increases. As a decreases from the maximum
L/D condition, the variation with Mach number reverses character down to zero
lift, the values of L/D increasing as M increases. As a further decreases
such that the lift is negative, a maximum in the absolute value of L/D is
reached which is nearly the same value as the maximum L/D value near the on-
design condition. Thus the waveriders could fly upside down with the maximum
L/D values being nearly the same as for the corresponding near on-design
conditions, but the individual values of C and C_ would both be less than
the near on-design conditions. D

The theoretical on-design orientations (at Mw = 4) are a = - 3.72° for
the circular-cone waverider and a = 0 for the elliptic-cone waverider, and
these are very close to the orientation that produces the maximum experimental
L/D values. For M_= 8, the maximum values of L/D are shifted slightly toward
negative angles of attack, and the angles of zero 1ift become more negative
also.

The body-fixed side-force coefficient, C, = F,/qA,, as a function of
Mach number and sideslip angle, B, is shown in Figure I0 for both the
circular-cone and elliptic-cone waveriders. The variation with M_ is very
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small from Mw = 3 tc 4, that is, near the on-design Mach number. As M°°
increases from M_ = 4 to 8, however the value of C decreases significantly
for a fixed negative value of R§. y

For sideslip conditions the flow near the leeward and windward lips of
the waveriders is different depending on whether the Mach number is below
or above the on-design value, which in this case is M = 4. For Mach
numbers on-design and below, the shock wave is always “detached from the
leeward 1ip, becoming mure so as the angle of sideslip increases. For Mach
numbers above the on-design value, the shock wave at the leeward lip will
remain attached at small sideslip angles and become detached as the sideslip
becomes larger. On the other hand, at the windward lip for below-design
Mach numbers the shock wave will be detached until a certain sideslip is
obtained, and it will be attached as the sideslip further increases. For
above~design Mach numbers, the shock wave will remain attached on the
windward 1lip.

The pressure on the surface near the lips of the waveriders appears to
be more affected by Mach-number variations than the remainder of the body
surface. Since the winglets near the lip are relatively thin, the surface
area projected in the direction of the axis is small, and hence the axial
and drag coefficients show little variation with M . The variations of CN
and CL are much more pronounced, however.

The pitching-moment and yawing-moment coefficients show the corresponding
variations with Mach number as their counterpart force coefficients C, and C .
Their variations with o and B at M, = 4 are shown in Reference 7. The varia
tions of the rolling-moment coeff1c1ents C, = M /q L, with Mach number and
sideslip angle are shown in Figure 11 for both waveriders. The curves for
the circular-cone waverider are nearly linear with sideslip angle and show a
small decrease as M changes from M, = 3 to 4, and a much larger
decrease as M changes further from M_ = 4 to 8. For the elliptic-cone
waverider, the curves for M_ = 3 and 4 show some nonlinearity with sideslip
angle, and for larger amounts of sideslip C, decreases more as M increases
fromM = 3 to 4 than it does from M =4 to 8. The rolling-moment coefficient
is much larger for the circular-cone waverlder, and it appears that both wave-
riders would tend to roll into a turn when a = 0.

PLANNED BALLISTIC TESTS

Plans have been formed for ballistic free-flight tests of the elliptic-
cone waverider at the Air Force Armament Laboratory Aeroballistic Research
Facility. These tests are meant to determine static and dynamic stability
characteristics of the elliptic-cone waverider and to observe its overall
flight behavior. The model will be approximately L = 2.5 inches long and
launched at about M = 3, which is the maximum speed available for this model
at this facility. For a homogenous cone the center of mass occurs at 75% of
its length from the vertex. For the elliptic-cone waverider, the forebody
center of pressure is at approximately 68% of the length from the vertex in
the pitching mode and 827% of the length of the cone in the yawing mode (based
on the data of Reference 7). 1In order to obtain static stability, the model
will be hollowed out by drilling into the base so that the center of mass is
forward of the center of pressure.
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CONSIDERATIONS ON THE DESIGN OF
FINS AND INLETS

The cone-derived waveriders produce large lifting forces and L/D ratios
which are favorable for missile maneuverability and range. The on-design
conditions can be predicted well by the underlying, relatively simple,
perturbation theory. This is very desirable as a design tool, yielding con-
ceptual simplicity and allowing for ease of parametric studies. The experi-
mental study shows that off-design effects resulting from Mach-number variation
and orientation of the body produce flows that remain clean and essentially
conical, without undesirable secondary flow or other effects. The data to-
gether with the theory show substantial promise for the design of practical new
missile configurations. Toward these ends, it is useful to speculate on the
design of control surfaces and blended-inlet configurations.

3 VERTICAL FINS

It is conceivable that control devices such as flaps and ailerons can be
built into the trailing edges of either the flat upper surfaces or the curved
lower surface of the waveriders. It is also possible that a vertical fin
would be desirable or necessary for proper control. A fin that produces a
known simple disturbance flow field can be designed. Reference 4 suggests a
methodology for doing this by means of well-known caret-waverider configura-
tions which are constructed from the known two-dimensional constant flow
behind plane oblique shock waves. Two such caret-waverider vertical fins are
shown attached to an elliptic-cone waverider in Figures 12(a) and 12(b). The ]
fin in Figure 12(a) begins at the vertex of the elliptic-cone waverider, and
the fin in Figure 12(b) begins at half the distance back on the body. For
the purposes of illustration, these fins are shown :hicker than probably
desirable. The starting position of the fin and the thickness of the fin at
its base (described by a wedge flow-disturbance angle) allow for versatility
in the design of this family of fins. For on-design conditions, the shock
produced by this fin is planar, and the flow behind it is uniform and known.
Thus further flow disturbances produced by flaps on the trailing edge of the
fin can be calculated. Experimental tests are being planned for a set of such
fins attached to the elliptic-cone waverider.

it o

INLETS

The geometrical surfaces of waveriders are constructed by utilizing the
stream surfaces of known flow fields. In a sense, therefore, viscous effects
ignored, these waverider surfaces are natural surfaces and the flow tends to
move easily past them. This motion appears to be substantiated by the data
presented herein and in Reference 7. In addition, the flow properties for the
waverider configurations are known for the special on-design condition. It is
useful to extend this concept to the design of exterior contours of inlets.
The basic ideas can be formulated by constructing an idealized conical wave-
rider with an inlet.

}
i
I
i
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If 3(?) is a known velocity field and &; is a differential 1lin elgyent,
then the differential equation for a streamline element is givez by V x dr = 0.
In spherical coordinates and for conical flow, this reduces to

dr rd6 _ _rsin6d¢ , 1)
U(e’ ¢) v(8, ¢) w(e, ¢)

where u, v, and w are the known radial, polar, and azimuthal components of
velocity. The last two members of Equation (1) are independent of r and
integration thus yields the form

Fi(6, &) = ¢ (2)

1 bl
where C. is an arbitrary constant of integration. In the framework of pertur-

bation %heory, the lowest order of approximation of Equation (2) was used to
generate the curved surfaces of the circular-cone and elliptic-cone waveriders.

The first two members of Equation (1) can be written as

dr _ u(e de . (3)

r v(e, ¢)

When ¢ is eliminated in Equation (3) in favor of 6 by means of Equation (2),
then Equation (3) can be integrated in principle to the form

Fz(r, 0; Cl) =C (4)

2 ’

where C, is another arbitrary constant of integration. Equations (2) and (4)
constitiite two families of stream surfaces, and their intersections produce

the streamlines, a specific value of C1 and C2 for each streamline.

Any arbitrary stream surface is described by F(;) = 0, where
VeVF=0 on F = 0. (5)
Equation (5) is a first-order equation for F(;), and it has the characteristic

equations (1). Thus any arbitrary function of the constants of integration

C1 and 02 is a solution to Equation (5), that is,

F = F(Cl’ CZ)' (6)

It follows that an arbitrary stream surface can be specified by setting one
constant of integration to be an arbitrary function of the other:

¢, = G(cy). (7

Since the functional relations (2) and (4) are presumed known, any arbitrary
stream surface can be developed by means of Equation (7).
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These ideas can be developed simply for an idealized conical waverider,
devised from the well-known axisymmetric flow past a circular cone. In this
case, we have u = uo(e), v = vo(e), and w = 0. Equation (2) becomes simply

¢=0C (8)

that is, any plane through the axis of symmetry is a stream surface. It is
also possible to integrate Equation (3) to the form

L
. 2 -
r [o (8)v (6)sind] C, (9)
where p (8) is the density field 7. :he axisymmetric cone flow. For hyper-
sonic flow past slender come:,% ¢+ Jensity field is nearly a constant, and
Equation (9) can be approximeirs -~ *Le form
-4 ; . '6]% = C2 ’ (10)
where § is the semi-verte. angle of the cone. Setting C, = 0 yields 6 = §,

which is the stream surface for the cone itself. Any arbitrary stream surface
can be generated by the equa¢ion

r [po(e)vo(e)sine]% = G(¢) , (1)

where G(¢) is an arbitrary function.

Figures 13(a), (b), and (c) show the development of an idealized conical
waverider with an inlet. We arbitrarily construct the exterior contour of
the inlet to be axisymmetric by choosing the function G(¢) to be a constant,
so that Equation (9) or its approximation Equation (10) holds. Setting C2 =0
yields the surface of the cone itself. Another positive value of C_ =
c* yields an exterior stream surface shown in Figure 13(a). The f1l6w in the
c¥linder in front of shock contained by this axisymmetric stream surface
passes through an annular region embracing the basic-cone body, 6 = §. The
thickness of this annual region goes to zero as r goes to infinity. An ideal
axisymmetric inlet is constructed by treating the stream surface c* as a
solid surface starting at some arbitrary distance behind the shock; as shown
in Figure 13(b). The flow in the original cylinder ahead of the shock thus
passes through the annular region which is now the inlet. The flow outside
the original cylinder passes around the inlet which is now the exterior of
the body. 1In this idealized inviscid flow, the inlet has a sharp lip that
allows the flow to pass around it without the formation of a shock, providing
that the internal flow can be appropriately accommodated or completely
swallowed. An idealized conical waverider configuration can now be constructed
by using the family of stream surfaces ¢ = C, to form delta winglets of infin-
itesimal thickness. Thus, a lower portion of Figure 13(b) is used to construct
the idealized conical waverider in Figuce 13(c).

A similar procedure can be used to construct inlets for the circular-cone
and elliptic-cone waveriders shown in Figure 1. A study is now under way
making use of perturbation methods in accordance with the original analysis.




It is desired to shape the external boundary of the inlet so that it blends

into the curved undersurface of the basic waverider. In this way sharp corners
do not appear in the final contour of the waverider undersurface. Since no
shock appears from the lip of the inlet in the ideal-flow on-design case, the
inlet does not produce wave drag as it would in other arbitrary designs. Wind
tunnel tests are being planned for an inlet added to the elliptic-cone waverider
to ascertain the flow properties of on-design and off-design conditions in a
real flow.

CONCLUDING REMARKS

The basic theory and supportative data base for the cone-derived waveriders
discussed herein make these lifting-body configurations attractive for meeting
the high-speed, high-performance requirements of present-day missile technology.
Further studies on fins and inlets will add to the technology base of these
novel configurations. In this connection other studies under way include con-
tour optimization and boundary-layer development.
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Model Dimensions (inches)

L W T R Ab in.2

Circular-Cone Waverider 23.62 21.98 7.96 4.46 103.60

Elliptic-Cone Waverider 23.62 21.50 7.11 4.62 75.83

Figure 1. Model Configurations: (a) Circular-Cone Wave-~
rider (CCWR), (b) Elliptic-Cone Waverider (ECWTR).
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surface Pressure Coefficient for Circular-Cone
Waverider: On-design Conditions, o =-3.76°,
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Figure 3. Comparison of Theory and Experiment of Under-

surface Pressure Coefficient for Elliptic-Cone
Waverider: On-design Conditions, a =g= 0,
M = 4,02,
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Figure 4. Normal-Force Coefficient versus Angle of Attack
for Circular-Cone Waverider at Different Mach
Numbers. Solid Symbols Represent Re/lL = 108,
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Figure 5. Normal-Force Coefficient versus Angle of Attack
for Elliptic~Cone Waverider at Different Mach
Numbers.
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Figure 6. Axial-Force Coefficient versus Angle of Attack
for Elliptic-Cone Waverider at Different Mach
Numbers.
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Figure 7. Drag Coefficient versus Angle of Attack for
Flliptic-Cone Waverider at Different Mach

Numbers.
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Figure 8. L/D Ratio versus Angle of Attack for Circular-
Cone Waverider at Different Mach Numbers.
Solid Symbols Represent Re/L = 10°.
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Figure 9. L/D Ratio versus Angle of Attack for Elliptic-
Cone Waverider at Different Mach Numbers.
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Figure 13. Construction of Axisymmetric Inlet on Idealized
Conical Waverider: (a) Axisymmetric Stream
Surfaces in Axisymmetric Flow Past a Circular
Cone, (b) Axisymmetric Inlet on Circular Cone,
(c) Axisymmetric Inlet on Idealized Conical
Waverider.
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DETERMINATION OF AERODYNAMIC CHARACTERISTICS i
OF BALL1STIC PROJECTILES AT TRANSONIC SPEEDS J

Stephen S. Stahara
Nielsen Engineering & Research, Inc., Mountain View, California

ABSTRACT

The development of a predictive method for determining the
steady inviscid aerodynamic behavior of ballistic projectiles
throughout the transonic range is reported. The development has
been directed toward establishing the theoretical capability for
predicting the static stability characteristics of both the stan- 4
dard conical boattail projectiles as well as a variety of new
nonaxisymmetric boattail shapes under study by the U.S. Army.
The theoretical procedure employs the classical transonic equi-
valence rule together with a new loading calculation method which
is based on apparent mass concepts and makes use of the nonlinear
equivalence rule flow solutions. Theoretical results for surface
pressures, loadings, and static aerodynamic characteristics are
presented throughout the transonic range for a variety of projec-
tiles. Comparisons are made both with other theoretical methods
as well as with experimental results and verify the accuracy of
the procedure. Future extension and application of the overall
procedure to missile stability and performance is suggested and ?
discussed.

INTRODUCTION

Current projectiles used by the Army are generally slender, spin-stabil-
ized bodies of revolution. The boattail configuration which has beccme the
standard is a conical shape with a relatively shallow cone angle ~(5-+10°).
The primary purpose of any boattail is to increase the projectile range by
reducing drag from what it would be without boattailing and with the projec-
tile afterbody a straight cylindrical shapc (Fig. 1). While a drag reduc-
tion is effectively accomplished, mainly through the reduction in base area, a
subsequent detrimental result of such a geometric change is the creation of
a negative 1ift on the boattail. This tends to increase even further the
destabilizing pitching moment, which already exists due to positive 1lift on
the nose, and consequently acts to reduce additionally the gyroscopic sta-
bility of the projectile. At flight speeds within the transonic range, which
usually occur near ballistic trajectory apex, the negative loading on the
boattail is strongly augmented due to the appearance and movement of shock
waves on the aft portion of the boattil. This results in a rapid peaking at
flight Mach numbers just below one in the destabilizing pitching moment as
well as a similar behavior in other aerodynamic characteristics. Insofar as
the aerodynamic derivatives are concerned, this nonlinear behavior due to
shock formation and motion is the dominant fluid dynamic characteristic of
ballistic projectile flows in the transonic speed regime.
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In this regard, and as noted previously} the relative simplicity of
basic projectile shapes - which typically consist of an ogive nose followed
by a straight cylindrical section and a conical boattail - is deceptive.
This is so because the locations where these sections join normally have
discontinuities in surface slope and/or curvature; and it is precisely these
discontinuities which induce the shock patterns and subsequent sensitive

a rodynamic behavior in the transonic range.

In an effort to reduce the adverse transonic behavior of ballistic
projectiles, the Army has recently investigated experimentally’ a series of
nonaxisymmetric boattail shapes. Some of these nonstandard shapes were found
to improve significantly the projectile aerodynamic characteristics over
those of the conical configuration. In particular, it was found that both ]
increased gyroscopic and dynamic stability and decreased drag could be ]
attained simultaneously, so that for the first time projectile designs were
feasible which not only provide increased range over the standard boattail
shapec but also improved stability.

The present work describes the development of a theoretical method for
predicting the transonic static aerodynamic characteristics of these projec-
tiles. The objective has been the enablement of a rational modeling of the
aerodyanmic effects of incorporating different axisymmetric and nonaxisym-
metric boattail geometries into ballistic projectile design with a view
toward optimizing the aerodynamic performance of these shapes. The theo-
retical analysis for determining the nonlinear three-dimensional projectile
flow fields is based on the classical transonic equivalence rule (TER); and
employs finite-difference successive line over-relaxation (SLOR) solutions
of the axisymmetric transonic small-disturbance potential equation for the
outer nonlinear flow region, and finite-element solutions of the cross
flow Laplace equation to determine the nonaxisymmetric inner flow region.

A new loading calculation method which is based on apparent mass
concepts and which makes use of nonlinear equivalence rule flow solutions is
used to predict the static aerodynamic coefficients. Theoretical results
for surface pressures, loadings and static aerodynamic coefficients are
presented for a variety of projectiles with different boattail geometries
at Mach numbers throughout the transonic range. Comparisons are made
insofar as possible with both other theoretical methods and experimental
results.

ANALYSIS
GENERAL

The most notable feature of transonic flow past typical ballistic v
projectiles is the formation and movement as a function of oncoming Mach
number of a variety of shock waves both on the surface an in the flow field
of these configurations. This is clearly evident in shadowgraphs such as
those shown in Figure 2, which illustrate the characteristic shock formation
and movement on such shapes as the Mach number increases beyond subcritical.

>
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The result of the rapid formation and movement of shock waves on the
aerodynamic characteristics of typical projectiles in the transonic regime
is a sharp peaking in their behavior in the vicinity of M= 1. As indicated
in the sketches in Figure 3, both the overturning pitching moment coefficient
and drag strongly exhibit this behavior. With regard to pitching moment, the
sketch in Figure 3 displaving a typical projectile shock pattern illustrates
clearly why this occurs. At angle of attack, the shock positions on the
windward surface are displaced farther aft than on the leeward side, resulting
in a strong negative loading at those axial locations. Both shock strengths
and negative loading are strongest by a considerable amount for the boattail
shock. As the Mach number increases and the boattail shock moves further
aft, both the strength of the negative loading and its moment arm from the
center of mass of the projectile increase, and result in a peak pitching
moment occurring just prior to the shock moving off the boattial. This
inevitably occurs at a Mach number just below one. As the Mach number
increases beyond that value, the destabilizing pitching moment decreases
rapidly and usually smoothly, and then eventually plateaus as the Mach number
increases further supersonically.

BASIC EQUATIONS AND BOUNDARY CONDITIONS

The coordinate system employed in the analysis is a body-fixed Cartesian
system with origin at the nose of the configuration, and orientation such
that the x axis is directed downstream and conincident with the longitudinal
body axis, and the y axis to the right facing forward, and the z axis
directed vertically upward, as illustrated in Figure 4. The oncoming free-
stream may be inclined in pitch to the x axis at some arbitrary small angle,
a, but sideslip has not been considered. The flow is assumed to be inviscid
and steady, and the configurations sufficiently slender and smooth that the
resulting flow field is irrotational and adequately treated by small-distur-
bance theory. Accordingly, a disturbance velocity potential ¢ can be
defined by:-

¢(x,v,2) = U _([x + uz + ¢(x,y,2)] 1
where + is the total velocity potential, U_ represents the freestream
velocity, { is the body length, and the coordinates (x,v,z) have been nondi-
mentionalized bv 2. The governing partial differential equation for ¢,
appropriate for the low-lift slender configurations considered, is given by:

2 3 11,2 2
- ¢+ = = ¢
1 Mm)cxx + ¢yy ¢ = Bx [2 Mm(Y+l)gx] (2)

We note that the quadratic terms (¢<+¢2), which usually appear™® within

the bracket on the right~hand side fo Hccount for situations where the lift

is significant, are of higher order and negligible for the thickness-dominated
situations of interest here. For the body-fixed coordinate system shown

in Figure 4, the expression for the pressure coefficient is given by:

P-P,

C = ——— = -2(¢ +ta¢ ) = (¢2+¢2 3
Sy (¢, rac ) = (02+62) (3)
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In general, the boundary conditions to be satisfied consist of: (1) far-field
conditions appropriate to the behavior of the flow far removed from the body
in either a free-air flow or in a wind tunnel environment; (2) the body
surface condition that the velocity component normal to the body surface be
zero at the body; and (3) shock wave conditions to be applied at any shock
surface appearing in the flow, such that the potential is continuous through
the shock and the velocity components satisfy the small disturbance approxi-
mation to the Rankine-Hugoniot conditions at the location of the shock. These
requirements lead for slender shapes to the following condition on ¢ for
free-air flows:

¢(=) = 0 (4)

(n, +ony) + npty * n3¢z]body = [(n, +ony) + cn]body = (5)
0% Dopoer = O

fla-m) = MG+ D<) 15D + 62D + 2D}y = 0 6)

where n = in; + jny + kny is the unit normal to the body surface, (“1*“2’“3)
are the direction cosines of n with respect teo the (x,y,z) axes and the
symbols [ J] and < > signify the difference and the mean, respectively, of
the enclosed quantity on the two sides of the shock surface.

TRANSONIC EQUIVALENCE RULE FOR THICKNESS DOMINATED FLOWS

The transonic equivalence rule (TER) was developed initially in the form,
now known as the classical or thickness-dominated limit, by Oswatitsch®’ for
thin nonlifting wings, and extended later to moderately lifting wings® and
slender configurations of arbitrary cross section®. Subsequent extensions
of the rule™°s? to include situations where the 1ift is significant both
revealed its dependence on lift as well as clarified the classical limit
and range of validity. In essence, the rule provides the basis for greatly
simplifying the calculation of tramsonic flows past a special but aero-
dynamically important class of three-dimensional configurations. It accom-
plishes this by recognizing that the structure of transonic flows past
slender shapes in the vicinity of M_ * 1 consists of two distinct but
coupled domains whose governing equations and boundary conditions are signif-
icantly easier to solve than the original equations, Equations (2) and (4)-
(6). For flows at low to moderate lift conditions, such as those typical
for stable projectile flight, the solution domains consist of an inner region
governing by a linear equation, the same as in slender-body theory, and an
outer nonlinear region consisting of the axisymmetric flow about an "equiva-
lent"” nonlifting body of revolution having the same longitudinal distribution
of cross-sectional area.

The theoretical essentials of the equivalence rule for thickness-domi-
nated flows past slender configuraitons are illustrated in Figure 4, which
displays the decomposition of the flow into its first-order inner and outer
components, and the resulting uniformly valid composite solution; that is

+¢ . 7

¢ =t et " h B

»B
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Here each component of ¢ has the meaning indicated in Figure 4. The first-
order 1lift (¢; ,), thickness (¢ t), and rotation (¢ ) inner solutions
describe, respectively, the translating, expanding and rotating cross
section in the y,z plane, and satisfy the two-dimensional Laplace equation

¢2yy + $9,, = O (8)

together with the no-flow boundary condition in the v,z plane at the body

surface at each x station. The first-order outer solution, ¢p, satisfies the
axisymmetric transonic small-disturbance equation:

A=) Cogd + (o) + (U/m) (o) = (MI(Y+1)(op )P/2], 9

subject to an inner boundary condition determined by the "equivalent" body
singularity source distribution. This, in turn, is determined by the outer
behavior (¢2,B) of the inner solution:

lim[r(¢B)r] = lim r[¢2,a + ¢2,t + ¢2,w] = r(¢2,B)r = §'(x)/2n (10)
-0 r—0

where S(x) is the equivalent body cross-sectional area nondimensionalized
by iz, and the effects of 1lift and rotation are recognized to be small in
comparison to thickness effects, so that their contribution to the outer
flow is of a higher order. Shock conditions appropriate to the outer
flow are given by:

! ¢anhock =0,

gr[l-Mi-Mi(Y+'1)<¢Bx>]ﬂ 03,0 + 1 (r¢Br)2D} (11

shock - 0

The final boundary condition for the outer problem relates to conditions
representative of the flow far from the configuration. For free-air flows

at infinity this is given by Equation (4). Appropriate asymptotic conditions
for a bounded free-air domain or a tunnel environment are discussed in the
following section.

Higher order TER solutions for thickness-dominated flows beyond the
first-order terms indicated in Equations (7)-(l1) can be determined syste-
matically by the methods described in References 4 and 5. These consist of
a doubly infinite coupled series of inner and outer solutions. In general,
the higher order inner solutions satisfy a Poisson equation in the crossflow
plane, with the right-hand side a known function of lower order inner solu-
tions and satisfy a linear equatior with nonconstant coefficients dependent
on the first-order outer (¢g) solution. For the results presented here,
only the first-order components are employed.

OUTER FLOW SOLUTION
The method employed to determine the outer flow component, ¢p, satisfying

Equations (9)-(11) is a finite-difference SLOR procedure using Murman-Cole
type-dependent difference operatorSIOﬂz. To realize the calculation, we have
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employed the following fully conservative form of Equation (9):

[n(Ks, = /D) +1ni ] =0 (12)

n
where

F0n) = (/) xer), K= (U-1D/GM) G+ D), n= MY+ r (13)

and 1 signifies the thickness ratio of the equivalent body. The finite-
difference form of the equation actually solved is that suggested by
Jameson!® in terms of a correction potential. Additionally, a pseudotime
term of the form -e(At/5x)¢p,, was added to enhance stability and speed
convergence. The inner boundary condition, Equation (10), becomes

g(x)
2

lim(ﬂgn) = (14)

n~0
where S(x) - S(x)/1°.

For free-air flows, since the boundaries of the computational mesh
employed are at a finite rather than infinite distance from the origin, a
more accurate representation of the far-field potential which reflects its
asymptotic behavior should be employed rather than Equation (4). These
conditions depend, of course, upon the free-stream Mach number and are
different for subsonic, sonic, and supersonic oncoming conditions. The
appropriate boundary conditions employed on the computational domain at the
upstream, lateral, and downstream boundaries are given in detail in
Reference 14 and are summarized in Figure 5, where both the inmer an outer
conditions are provided.

Verification of the accuracy and versatility of the outer flow solution
procedure has been made by extensive comparisons with data. These results
are reported in Reference 14 and cover a variety of different body shapes
at Mach numbers throughout and beyond the transonic range. The corresponding
comparisons with data taken in conventional ventilated transonic tunnels
indicated excellent agreement.

INNER FLOW SOLUTION

The determination of the inner flow problem consists of solving the
crossflow Laplace Equation (8) for the three first-order inner components,
2 o» ¢2,t and ¢2,w’ corresponding to the vertical translation, expansion,
and rotation, respectively, of the projectile cross section in the y,z plane.
The component $2.8 in Equation (7) represents the outer behavior of the inner
solution, and for the thickness-dominated flows condsidered here is given
analytically by [see Eq. (10)]

S'
%2.8 —E(vx_) n r (15)

For the axisymmetric portion of the projectile, the three inner solu-
tions can be determined analytically, and are
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‘ :2,3 I ’ r (16)
iy ¢ T §7£;l fn r (17)
=0 (18)

Along the nonaxisvmmetric boattail, general analytic expressions cannot be
given for tvpical cross-sectional shapes of interest to this study. Those
shapes comprise a general class of contours formed by N(N > 3) equal-length,

. flat-sided segments separated by N equal-angle circular arc segments, and

are formed by cutting planes acting on the axisymmetric projectile boattail.
Those cutting planes are inclined at a small angle to the main projectile
axis, and result in flat surfaces being formed longitudinally on the boattail.
In general, these cutting planes may also rotate about the projectile axis

as they proceed downstream so as to provide twist to the cut surface and
thereby prevent projectile despinning. Figure 6 provides an illustration

of two such boattail shapes formed by employing three and four cutting planes.
For these shapes, the basic axisymmetric boattail was cylindrical rather than
conical, the cutting planes were not rotated, and the cutting plane angles

and axial starting locations were chosen such that the cutting planes meet

at the boattail end and result in an inscribed triangle and square, respec-
tively.

- weu @5 W =
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The computational method employed to determine the inner flow solutions
is a finite-~element procedure. The procedure uses the Galerkin method of
weighted residuals and employs isoparametric quadrilateral elements with
quadratic shape functions of the serendipity type. The linear, symmetric
matrix equations that result from discretization of the Laplace equation are
solved directly using Gaussian elimination. The body surface boundary
conditions for each of the three inner computational problems are summarized
, in Figure 7. In the computational procedure they are implemented via a
Neumann (flux) condition. On the outer boundary of the finite element mesh,
Neumann conditions are also employed for each of the component problems, as
this was found to be much more convenient and of essentially equal accuracy
as the corresponding Dirichlet conditions. A typical finite element mesh
employved for these calculations is illustrated in Figure 8. That figure
displays the mesh for a body formed by three cutting planes acting on a
circular cross section such that a sectored triangular shape results in which
the circular arc segments subtend 30° angles. The mesh shown consists of
six rings extending radially outward from the body surface and having 12
quadrilateral elements per ring. The radial spacing ¢ the rings is geomet-
rical, and for the mesh illustrated here the spacing ratio was 1.4.

A series of numerical experiments were performed in order to examine
inner solution accuracy as a function of mesh parameters, viz. number of
rings, number of elements per ring, radial mesh spacing ratio, and outer
boundary location. The results indicated that mesh configurations similar
to that shown in Figure 8 were adequate with regard to both number of rings
and elements per ring, provided that the outer boundary was located at
approximately 8 body radii and that radial mesh spacing near the body surface

R
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was slightly more compact than that shown in the figure. A geometric ratio
of 2.0 was found to be satisfactory.

Figure 9 provides an indication of the typical accuracy of the finite-
element solver when applied to one of the three component inner problems.
Displayed are the surface velocity components for the contraction problem
for the 30° sectored triangular cross section shown previously in Figure 8.
The predicted velocities shown are adjusted to be relative to the local body
surface, and thus should be entirely tangential to the local surface. The
particular contraction problem solved here was for a unit contraction of the
flat segments (g, = dF/dx = -1) and with the circular arc segments stationary
(en = dR/dx = 0). The surface velocity vectors are shown at the surface node
point locations. As can be seen, the velocity vectors on both the flat and
circular segments are indeed essentially tangential to the local surface.

At the junctions of the flat and circular segments, two vectors are indicated
since for those points a velocity vector can be predicted employing values of
the potential associated either with the element lying on the circular
segment or the adjacent element lying on the flat segment. Potential theory
is in fact discontinuous at those locations; and although velocities exactly
at those corner points are never used or required in any of the calculations
performed here, it is nevertheless instructive to observe the behavior of the
finite-element solver at those singular points. As is evident from the
results shown in Figure 9, the solver provides both the correct trend (high
magnitude) and direction (tangential to the surface) of the solution behavior
at those locations. From additional numerical experiments involving both an
examination of surface pressures in the vicinity of these points, as well as
contour integrals of surface velocity and potential about the entire cross
section (in order to determine apparent mass coefficients, see section follow-
ing, we have verified that the finite-element solver is capable of adegquately
resolving the flow behavior in the vicinity of the corners and providing
rapid and accurate solutions for all the inner problems for the geometries

of interest here.

LOADING CALCULATIONS

The objective of the development and application of the TER procedure
to ballistic projectiles was to provide the means for determining the 3-D
transonic flow fields about these shapes and, subsequently, the surface
pressures and the resultant steady aerodynamic forces and moments. Since
the primary utility of the present predictive method to projectile applica-
tions, however, is in the accurate determination of those static aerodynamic
characteristics, the calculation and subsequent integration of surface
pressures predicted via the TER method over the entire projectile is an
undesirable intermediate, computationally-expensive step. Consistent with
the order of accuracy of the present flow solution, it is possible to
formulate a procedure based on the TER solution and slender body theory which
avoids that step and provides the axial loading distribution directly.

This procedure, known as the method of apparent masses!®, relates the
kinetic energy of the fluid per unit axial length to contour integrals
involving various crossflow velocity potentials describing the translation,
rotation, etc., of the cross section and their normal gradients on the local
surface. These contour integrals are relatable to the apparent mass coeffi-
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cients of the configuraticn cross section; and with those coefficients in
hand, the determination of the lateral force and moment distributions is
direct.

The utility of the apparent mass method is in the determination of
stability derivatives, both static and dyvnamic, for slender configurations.
The method has been successfully employed in the past in a wide number of
aerodynamic applicationsle, particularly for missile configurations. A
detailed formulation of the method for combined upwash, side-wash, and roll
including derivations of all the important static and dynamic stability
derivatives is provided in Reference 19. Such previous applications of the
method have focused exclusively in the subsonic and supersonic regimes
where the governing small-disturbance potential equations are linear. Since
slender body theory is equally valid throughout the transonic regime as well,
and in fact underlies the basis of TER method, application of the apparent
mass method at transonic speeds is certainly feasible. However, a well-known
result of the classical TER method33, and actually verified by experiment
for certain classes of aerodynamic configurations?®, is that the loading
distributions and hence the lateral forces and moments are independent of
oncoming Mach number. This, of course, is not the case for typical projec-
tiles, as noted in Figure 3. The reason for this discrepancy lies not in
an overall breakdown of the TER procedure, but rather in the failure to take
into account locally the large axial gradients which occur in the vicinity
of shock waves located on the body surface. These large gradients locally
violate the moderate axial gradient bhypothesis inherent in the apparent mass
method.

Because of the deficiericy of the procedure for applications at transonic
speeds is associated primarily with the behavior of the axial velocity compo-
nent in the vicinity of shock waves, we have postulated and successfully
tested the following modification of the classical apparent mass method:

(1) correct the axial velocity in the classical apparent mass formulation by
replacing the free-stream velocity by the local axial velocity, and (2)

apply a similar correction to the lateral velocities. Here, the axial pertur-
bation velocity component to be added locally to the free-stream velocity can
be considered as provided by the TER composite solution Equation (7). However,
since the effect we are attempting to correct for is a transonic one due to
nonlinear Mach number dependent variations in the vicinity of shock waves, and
since the two-dimensional crossflow solutions contained in Equation (7) are
independent of Mm, it is sufficient to consider the local axial velocity as
augmented by the equivalent body perturbation axial velocity alone, viz.

Vx =1 + ¢Bx (19)

In order to implement these ideas, consider the normai force loading
distribution dCN/dx for combined angle of attack, a, sideslip, B, and roll
rate, p, of a typical ballistic projectile. (Although we have not considered
sideslip in our derivations of the TER method, it would be a straightforward
extension to do so.) The transonically corrected classical loading distribu-
tionl® is given by:
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Here, the Mi' are apparent mass coefficients determined from the following
inner flow 8dlution representation (see Fig. 4)

- =‘C“+xx‘
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+ (235)

where :i,:é represent crossflow potentials for unit horizontal and vertical
translation. respectively, of the cross section, zé represents the potential
for unit angular velocity of the cross section about the longitudi.al axis,
vy, V2, are the transonically corrected sidewash and upwash, and the normal
force coefficient is defined by

12
Cy = 2/ 5 £ Vo "R (26)

Thus, for a projectile having a conical boattail for which the apparent

mass coefficients are known analytically (Mj; = Mpp = "R-, My, = Myy = Mj3 =0),

at zero sidewash (f = 0) and roll rate (p = 0), the normal force loading
distribution is given by

dc,. (o2
Yo @ g )
X

s 27
B dx R (27)
X max
L K
Corresponding results for the static normal force and overturning pitching
moment coefficients Cy ,C, are found from

Moy
3 fl dCy
o =§<;J T dx (28)
o
O
3 t dCN
Cm = EJ'J (xC - x) :E: dx (29)
¢4 m
(o]
1-208




o or - amiste

where Xep is the overturning moment center and the pitching moment is
defined oo positive nose-up.

In general, for the nonaxisyvmmetric cross sections such as those of
interest here, the apparent mass coefficients cannot be determined analv-

tically and must be found numerically. The finite-element solver described
in the previvus section provides o convenient means of readily determining
these coerficients. Consequentiv, although both inner and ocuter TER sclution

; . procedures are necessary to determine the projecutile loading distribution,

j ' viz. the finite-element inner solver to calculate the apparent mass coeffi-
cients of the projectile cross section, and the SLOR solver to calculate the
axisymmetric nonlinear transonic flows past the equivalent body of revolution,
the determination of the detailed surface pressures and their integration

over the body surface is avoided.

In order to test the loading procedure, we have applied the method to
a variety of different projectiles having both axisvmmetric and nonaxisvm-

g metric boattail geometries at Mach numbers throughout the transonic range.

i In the following section, we provide some tvpical results of such calcu-

t lations, together with comparisons with other theoretical methods and data.
RESULTS

To examine the applicability of the transonic equivalence rule for
determining transonic flows past ballistic projectiles, as well as to test
the validity and accuracy of the proposed nonlinear loading procedure, we
have applied these procedures to predict the surface pressures, loading
distributions, and static aerodynamic coefficients of a variety of different
projectiles at flow conditions throughout the transonic range. In the
following sections, we provide some selected results typical of the projec-
tile calculations that were performed. Comparisons with data and as far as
possible with other theoretical methods are provided.

SURFACE PRESSURES

Insofar as the basic validity and range of accuracy of the TER method
for predicting transonic flow fields past slender bodies are concerned,
extensive comparisons of TER results with data have been made and are
provided in Reference 17. 1In that study, experimental results and TER
theory were compared for body surface pressures obtained in conventional
transonic tunnels for a number of different axisymmetric and nonaxisymmetric
shapes. The configurations included both smooth bodies as well as projectile-
like discontinuous slope shapes. Those results, which also incorporated wind
tunnel interference effects, provide the most extensive comparison of the
classical equivalence rule with experiment. They indicate good agreement
with data, including the region near shock waves, at oncoming Mach numbers
throughout and beyond the transonic regime for low to moderate angles of
attack.

Here, we provide some further results for specific projectile shapes.
In Figure 10 we have exhibited TER results for the surface pressure coeffi-
cient on a secant ogive nose, straight cylindrical midbody, and 7° conical
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boattail projectile at Man = 0.94 and a = 4°. These results display typical
axial and azimuthal surface pressure variations characteristic of transonic
flows past standard ballistic projectile shapes. The most notable feature

of the results in Figure 10 is the prominent expansion and compression spikes
in the vicinity of the nose/midbody and midbody/boattail junctures; and are
associated with the acceleration and deceleration of the flow in those
regions where the surface geometry is discontinuous.

The TER results display the surface pressure along longitudinal rays
at the windward, leeward, and midbody azimuthal positions. For this axisym-
metric boattail projectile shape, the inner flow solutions are provided
analytically everywhere by Equations (16)-(18). The outer flow equivalent
body finite-difference solution used in these results employed an (x,r) mesh
density of 140:40 points with 100 equally spaced points on the vody. The r
grid as well as the x grid ahead and behind the body were expanded using a
grid ratio of 1.2:1. The x mesh extended 2 body lengths ahead of the nose
and 2 body lengths behind the tail of the body, and the location of the first
radial grid line was at r = 1/2. The r mesh extended laterally to 5 body
lengths. This grid was the standard one employed in determining all of the
equivalent body solutions reported here.

Also shown in Figure 10 are Reklis's!® three~dimensional transonic small-
disturbance results for pressures along the windward ray. The agreement
between the two theoretical methods is quite good everywhere, with the only
exception being some minor disagreement in the pressure spike regions near
the nose/midbody and midbody/boattail junctions. At those locations, the
TER results predict a slightly higher and earlier expansion. However, it is
probable that even these slight discrepancies are attributable to different
grid densities and/or boundary condition treatment in those locations rather
than from the difference in the level-of-approximation of the two methods.

LOADING DISTRIBUTIONS

In order to check and verify the proposed loading calculation method
for applications to ballistic projectiles, we have employed it to predict
loadings on a number of different projectile shapes for which results from
other theoretical methods are available. Figure 11 presents a comparison
of results for the normal force distribution on an idealized 5.6 caliber
length M549 projectile at M_ = 0.95 and a = 1°, For these comparisons, the
geometry of the actual projectile shape has been simplified by considering
the nose as sharp, by neglecting the rotating bands, and by simulating the
afterbody wake geometry by extending the conical boattail beyond the actual
projectile length.

In addition to the present method, results from the three-dimensional
transonic small-disturbance (3-D TSD) procedure of Reklisl, from three- ¢
dimensional Euler equations calculations!?, and from slender body theory
are provided in the figure. On the ogive nose, the present method and the
Euler equation result compare quite closely, and are only moderately
removed from the slender body result. However, the 3-D TSD results predict
a noticeably higher loading. On the cylindrical midbody, the present method
indicates a slight positive loading at points beyond the immediate vicinity
of the ogive/midbody juncture; whereas, the Euler results predict a negative
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loading over the majority of the cylindrical midbody, and the 3-D TSD results
show essentially no loading at all. The slender body loading along that
unchanging cylindrical cross section is, of course, zero.

As the discontinuity in surface slope at the midbody/boattail juncture
is approached and passed, the present method displays first a large positive
then negative loading spike corresponding to the rapid flow expansion and
compression at the location. Downstream of that junction, the present theory
displays another sharp spike, due to the boattail shock. Once beyond the
boattail shock, the present method essentially provides the slender body
result. Along the boattail, the corresponding 3-D TSD result displays no
expansion spikes at the boattail junction. However, similar to the present
theory, that result does indicate the same strong downward loading spike
on the main boattail section due to the boattail shock, although that peak
is displaced slightly rearward from the present theory prediction. With
regard to the Euler equation prediciton on the boattail, a positive loading
is indicated just beyond the boattail juncture and then an increasing nega-
tive loading on the remainder of the boattail. In the calculation, the
boattail was extended to x/D = 6.5 at which point for numerical convenience
a spherical cap was added to close the body. That spherical cap, which was
located sufficiently far downstream so as not to influence the solution on
the actual projectile, locally induces a sharp discontinuous behavior which
is to be disregarded. At first glance, the Euler result appears to be quite
different from the present theory and the 3-D TSD result over the major
portion of the boattail. That is in fact not the case since the Euler
prediction was carried out on a much coarser computational grid than both
the present method and the 3-D TSD calculation. That has resulted in a
broad smearing of the boattail shock, and it is felt that increasing the
grid density would result in good correspondence between the Euler result
and the present method. 1In particular, we observe that as in the present
result, a positive expansion loading exists in the Euler prediction near the
boattail junction. Finally, with regard to the overall agreement evident
from this comparison, we note that the present loading method is able to
capture all of the critical features of the loading behavior for this typical
projectile geometry as predicted by other more accurate but computationally
far more expensive procedures.

In Figure 12, we present an additional loading comparison between the
present method and Euler equation solutions!®. These are intended to
illustrate the loading behavior both as a function of Mach number throughout
the transonic range and also for extremes of projectile geometry. That
figure provides a comparison of the normal force distribution on a slender
12 caliber length projectile having a 5 caliber cylinder midbody, and 2
caliber 10° conical boattail. For the Euler calculations, a small spherical
cap was added at the base of the projectile, while for the present method,
the conical base was extended downstream. Results are displayed for
M_=0.75, 0.90, 0.95 at a = 1°. As with the results of Figure 11, the
present method and the Euler predictions are essentially identical on the
ogive nose for all three Mach numbers. On the cylindrical midbody, the
comparison is also quite good at all Mach numbers for points ahead of the
vicinity of the midbody/boattail junction. Near that junction, as well as
on the boattail, some disagreement occurs. At M_ = 0.75, both methods
indicate first a rapid positive then negative loading near the boattail
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junction, with the loading remaining negative but gradually recovering toward
zero along the boattail. At M_ = 0.90, the present method essentially
accentuates that behavior, while the Euler result indicates instead a

rapid negative then positive loading near the boattail junciton, and then

an increasing negative loading algong the boattail. This behavior of the
Euler result is very similar to that in Figure 11, and reflects again a

broad shock smearing due to grid coarseness.

Consequently, based on these and other related comparisons, we have
concluded that the proposed transonically-corrected loading method is able
to capture the primary nonlinear inviscid transonic effects which exist on
tvpical ballistic projectiles.

STATIC AERODYNAMIC COEFFICIENTS FOR VARIOUS BOATTAIL PROJECTILES

The ultimate objective of the development of the TER solution procedure
and the transonically modified loading method is in the prediction of the
static aerodynamic coefficients of various boattail ballistic projectiles.
In Figures 13-19 we provide results of the application of these procedures
to a variety of different projectile shapes at conditions throughout the
transonic regime.

Figure 13 exhibits a comparison of results from the present theory with
3-D TSD results and some limited data: for the variation of the overturning
pitching moment coefficient C; with oncoming Mach number M_ for an idealized
M549 projectile having various ‘concial boattail lengths. For both theoretical
results, the actual nose was replaced by a sharp one of equal length, the
rotating bands were neglected so that the cylindrical midbodv was smooth,
and the afterbody wake geometry was simulated by extending the conical
boattail downstream. Three different boattail lengths on the basic projec-
tile shape were considered, i.e., the = 0.579, 0.437, and 0.242, with the
longest being that of the actual projectile. For the comparisons at
‘bt = 0.579, indicated as solid lines, both theoretical methods displayv
essentially identical variation with M_ and peak Cp value, but with the
3-D TSD results displaced forward in M_ by approximately 0.05. The range
data indicate a slightly higher peak value, occuring at the same Mach number
predicted by the present method.

The variation of the theoretical solutions for the two shorter boattails
is noteworthy. Those results predict the occurrence of lower and earlier
peaks in Cp with decreasing boattail length. This is consistent with both
experimentai findings und the fact that as the boattail length decreases
the shock in that region will move off the boattail and into the wake at a
lower Mach number. Additionally, there will exist a geometrically shorter
moment arm for the negative loading created by the shock to act upon, thercby
reducing the peak overturning moment. With regard to the comparisons between
the two theoretical methods for the shorter boattail length, at Lpe = 0.437
the prediction of peak Cp 1is again quite close, with the present theory
peak displaced rearward in M_. At {pp = 0.242, however, in addition to the
rearward displacement of peak C, values, the present method predicts a
somewhat lower peak value as weT?. Without further details about the 3-D
TSD results, it is difficult to identify precisely the cause of disagree-
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ments. Clearly, however, both the variation trends and the general levels !
of the results are in quite reasonable agreement.

To examine the effect of various idealizations of projectile geometry
that were made to facilitate some of these initial conditions, we have
performed several parametric studies invelving the independent variation of
selected projectile geometry parameters. These have primarily involved
investigating the idealizations of afterbodv wake geometry and approximation
of nose goemetry, although a preliminary investigation of bore rider influence
has also been mide. Figure 14 prevides the effect of different nose and
afterbody wake geometry cn the variation of Cp with M_ for the idealized
M549 projectile, fer which results for the shafp nose, and conical wake
geometry model were presented previously in Figure 13. The four theoretical
results include the following geometry combinations: (i) sharp nose, cylin-
drical wake, (ii) sharp nose, conical wake, (iii) blunt nose, conical wake,
and (iv) blunt nose with fuze, conical wake. Limited range data! are also {
presented for the actual projectile. We note that the difference between
the cylindrical and conical wake model results in the largest change in Cp
i with the continuous conical wake model most certainly being the more accurate
] simulation of the actual afterbody wake flow rather than the discontinuous
cylindrical model. The shift in peak C,; location and the change to ¢ more ‘
peaky behavior in the vicinity of tae max1mum resulting from the change
from cylindrical to conical wake model .onfirms this, and exhibits excellent
agreement with the range data. The addition of the blunt nose to the
conical wake model projectile results in an upward shift in magnitude of Lm
but no essential difference in trend from the sharp nose result, and continues
to bring the theoretical prediction in closer accord with the data near
the maximum. The final addition of the fuze geometry to the blunt nose i
results in a similar but smaller change. The importance of modeling as much i
as possible of the geometric detail of the actual projectile, however, is
clear.

— w T B ==

In Figure 15, we present a similar comparison of theoretical results
and range data for Lm versus M for a T388 progect11e~‘. That standard i
projectile has a 5. 58" caliber overall length, 2.90 caliber ogive nose, and
0.59 caliber conical boattail with 7°37' boattail angle. Theoretical
1 predictions are presented based on a (i) sharp nose, cylindrical wake, (ii)
‘ sharp nose, conical wake, and (iii) blunt nose, conical wake. As with the
M549 projectile, the change from cylindrical to conical wake model brings
the predicted results into almost exact agreement with the range data. 1
Addition of the blunt nose in the theoretical calculation for this projectile
results in a downward shift in Cm level, oppocite to that of the M549, and ,
indicating the interdependence of' ‘these geometric changes. k

In Figure 16, we provide the final comparison between the present
theory and range data for a standard conical boattail projectile. That
figure compares theoretical results with both range and tunnel data’! for an
improved 5"/54 projectile. This projectile is 5.20 calibers in length, with
a 2.75 caliber ogive nose, and 1 caliber conical boattail with 7.5° boattail
angle. The theoretical calculations exhibited are based on a conical after-
body wake model and blunt nose with fuze geometry included Exhibited in
the figure is the Cm versus M_ variation from M_ = 0.5 to 2.0, demonstrating {
the capability of thé method throughout and beyond the transonic regime.
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We note that the theoretical results agree very well for both overall trend
and location of the peak pitching moment, with the magnitude and the predicted
result being slightly higher throughout the entire range than the data
indicate.

For this projectile, we performed several additional calculations to
determine whether wind tunnel interference effects were present in the data.
Accordingly, we determined the TER equivalent body outer flow solution subject
to both a solid and various porous wall boundary conditions. These calcula-
tions were performed at Mach numbers at and in the vicinity of the Cp peak.
All of these calculations resulted in indiscernible changes from the free air
result provided in Figure 16. We conclude that the discrepancy in C level
is most likely due to the midbody waisting on the actual projectileQP? which
was not modeled in the theoretical calculations.

In the next three figures, Figures 17-19, we present results which
demonstrate the capability of the present predictive method to treat a
variety of different projectile boattail shapes, both axisymmetric and non-
axisymmetric. Figure 17 presents the predicted variation of Cp with M, for
the four different boattail shape projectiles shown previously in Figures 1
and 6, plus an additional conical boattail projectile with shorter boattail
(¢p = 0.5) length. All of these projectiles have a 5 caliber overall length
and identical 2 caliber sharp ogive nose geometry. Consequently, the results
presented illustrate, in adesign sense, the effect on Cy of varying the boat-
tail shape through a wide range of geometries. We note that the 1 caliber
conical boattail projectile exhibits the highest Cmq and thus is the worst
choice from a stability design criterion. Decreasing the conical boattail
length to 0.5 calibers improves the situation somewhat, but not significantly
The square boattail further improves the situation, but the triangular boat-
tail, of these four shapes, provides the best result for minimum peak C .
These results are in direct correspondence with the experimental results of
Reference 2. Although the cylindrical boattail exhibits the lowest peak Cy ,
its high drag and consequent low range make it an undesirable candidate shape.

In Figure 18, we present the corresponding results for the normal force
coefficient CN for these same five shapes. We note the prediction that the
longer conical®boattail has the lowest lift of all the projectiles, due to
the strong negative loading on the boattail section.

In Figure 19, we exhibit the surface pressure drag coefficient variation
with M_ for these same projectiles. This calculated drag represents the wave
drag of these various shapes. In order to determine the total inviscid drag,
those results must be augmented by the base pressure drag. This could be
done within the framework of the present computational procedure either
from a correlation of base pressure drag and inviscid base pressure, or
through a boundary layer/wake computation coupled to the inviscid flow
prediction. The point of presenting these results is to indicate the means
for a first-order approximation of the projectile drag is feasible with the
present theoretical procedure.

Finally, we note the computational efficiency of the present method.

A complete calculation (TER calculation plus loading determination) requires
less than 30 seconds CPU time on a CDC 7600 for a typical projectile at a
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specified M_. As a typical example, regard to the theoretical predictions of
CmQ' Cy.» and Cp provided in Figures 17 through 19 involving the 5 different
boattai? projectiles. The separate points on each of the curves indicate the
individual calculations made and total 110 separate TER and loading solutions.
Computational time for all of these cases was less than 30 minutes of CDC 7600
CPU time.

POTENTIAL APPLICATION TO MISSILES AT HIGH ANGLE OF ATTACK

In this section, we point out the potential utility of the concepts and
procedures developed here to applications involving current missile configura-
tions and requirements. In the current applications of the TER procedure to
ballistic projectiles, attention was focused on the low to moderate lift situ-
ation (thickness-dominated flows). This was done because that lift range is
the necessary operating regime for these shapes, since current ballistic
projectiles are spin stabilized and have no means (no lifing surfaces) of
recovering from a high angle of attack condition. For applications to present-
design missiles, however, which often employ both canard and tail surfaces, the
control situation is quite different and the operation requirements imposed
usually require capability of operating at high angle of attack. Under such
conditions, the primary nonlinear effects?? arise from compressibility effects
and the various vortical flows (nose, canard, afterbody, and tail vortex
systems) generated by different segments of the missile surface. At transonic
conditions, both of these nonlinear effects can be treated by employing the
lift-dominated limiting form the TER. Figure 20 provides an illustration
of the application of the TER to such configurations at high angle of attack
transonic conditions; together with the decomposition of the flow into its
various inner and outer components. In that illustration, for clarity of
presentation, we have omitted indicating the nose and afterbody vortices,
and have only shown the canard trailing vortices. In the actual TER appli-
cation and calculation, all of these vortical flows would be accounted for.

A\]

As shown in Figure 20, the various component problems in the inner region
now consist of both vertical and horizontal translation of the cross section
corresponding to upwash and sidewash, the crossflow vortical flow field con-
sisting of all vortices generated upstream of a particular longitudinal station,
and the familiar thickness problem, whereas the outer flow now consists of
axial flow past both an equivalent source and doublet distribution in which
the source distribution consists of the equivalent area source distribution
augmented by additional source-like terms due to the axial and spanwise lift
distribution®.

Although the outer problem is now three-dimensional, the TER provides a
means for solution that is nevertheless significantly simpler than solving the
full nonlinear three-dimensional flow problem past the actual configuration.

In light of the success of the TER method for ballistic projectile applications,
it is felt that the potential of the method for providing an accurate and com-
putationally-efficient solution to the transonic high angle of attack slender
missile problem is high.

CONCLUDING REMARKS

The development of a theoretical predictive method for determining the
steady inviscid aerodynamic behavior of ballistic projectiles throughout the
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transonic regime is described. The emphasis of the work was directed toward
establishing the capability for investigating the now standard conical boat-
tail projectiles as well as a variety of new shapes characteristic of the non-
axisymmetric boattail projectiles under current study by the U.S. Army. The
final objective is the development of a rational modeling procedure for the
investigation of the transonic aerodynamic effects of incorporating different
boattail and body geometries into ballistic projectile design, with a view
toward optimizing the aerodynamic performance of these shapes, such as
increasing range and/or payload while simultaneously avoiding stability
problems.

The theoretical analysis is based on the transonic equivalence rule (TER)
and includes a finite~difference SLOR procedure for determining the nonlinear
axisymmetric outer (far field) flow about the "equivalent'" body of revolution,
and a two-dimensional finite-element solver for providing general soluticns to
the inner (near field) cross-flow problem for the arbitrary geometries charac-
teristic of the new boattail projectiles. The ultimate utility of the predic-
tive method is in the accurate determination of the static aerodynamic charac-
teristics of these projectiles, specifically the lift and destabilizing pitch- ‘
ing moment. Toward that end, a new nonlinear loading calculation procedure
which incorporates transonic effects has been formulated and tested. The
technique is based on apparent mass concepts and employs the finite-element
inner crossflow solver to determine the appropriate apparent mass coefficients ;
and uses the nonlinear outer TER solution for the axisymmetric flow about the |
equivalent body to account for nonlinear effects due to shock waves.

Results are presented for a wide varicty of projectile shapes, having
both axisymmetric and nonaxisymmetric boattail geometries, and demonstrates
the ability of the procedure to predict successfully the observed range and
tunnel variations of pitching moment and normal force throughout the transonic
range. Additional calculations illustrating the separate effects of different 1
geometry models to simulate the afterbody wake and nose bluntness including
fuze geometries are presented.
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various transonic Mach numbers illustratinge
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flow computational problem.
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Figure 8 1Illustration of typical finite-element
mesh employed for inner problem.




Figure 9 Body surface crossflow velocities predicted
by finite-element solver for a typical con-~
traction inner problem, viewed relative
to local surface.
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STORE SEPARATION - A REVIEW
ARTHUR R. MADDOX

NAVAIR RESEARCH PROFESSOR

U. S. NAVAL ACADEMY

This paper reviews developments in the field of store carriage and sep-
aration, First, the Store Separation Program Plan, a long term effort carried
out at NWC, China Lake, is summarized, and then corresponding efforts are re-
viewed from a wide variety of sources. The recommendations of the NWC study
are, with some changes in emphasis, still valid in this rapidly changing tech-
nological environment, but especially important is the recommendation.of accel-

erating efforts to apply transonic techniques,

European literature suggests a greater application of analytical tech-
niques to this field than corresponding United States literature. There is
still a strong requirement for high quality experimental data suitable for

rigorous comparisons and critical correlations.
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INTRODUCTION

The problem of carriage and release of stores from aircraft has been
periodically reviewed, and references 1 - 4 are representative of some of
these efforts. These references contain much of the historical perspective,
and buried within them are many other references which repeatedly discuss

differing points of view or approaches.

Several years ago the Store Separation Program Plan was initiated at
Naval Weapons Center, China Lake to pragmatically evaluate the techniques
being used and to generate one common well instrumented data block which
could serve as a fundamental validation base for future work., This program
enjoyed the enthusiastic support of nearly all the diverse facilities involved
in this problem over a period of nearly six years. Unfortunately, at the com-

pletion of the effort, there was no follow-up.

Elsewhere, in this country, there is a strong urge to back off from ana-
lytical simulation of this problem to experimental efforts even though techniques
to generalize experimental data for more effective use have not been broadly
pursued. In some areas of the Air Force, the flow angularity method, now labeled
'>z1id technique', is broadly used in conjunction with experimental data on the
aircraft flow field. On the other hand, Air Force funding has focused some of
the best nanel method techniques of the day on a purely analytical simulation

of the problem, but again there appears little follow-up.

Available literature on European approaches to the problem also reveal a
predilection to use the flow angularity method also but with an analytical
description of the aircraft basic flow field. Panel method techniques are
preferred for this flow field specification. In at least one case, however,
a simplified panel technique was reported to be used for the integrated

problem.

By far the most significant development related to this problem is the
emergence of what appears to be effective transonic aerodynamic techniques,
These are reaching the stage where they could be termed engineering solutions
while, at the same time, appear able to account for the complex geometry

associated with store carriage and release.
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GENERAL DISCUSSION

Store Separation Program Plan

(5)

The Store Separation Program Plan was initially proposed to evaluate
and, where necessary, develop the methodology to deal with the problem of store
carriage and separation. Three fundamental assumptions were made. First, the
analytical simulation of the problem was not well developed. Second, the wind
tunnel simulation, although well developed with a variety of techniques avail-
able, frequently produced misleading data with large changes in the results re-
lated to seemingly minor changes in technique. Third, the full scale flight
data, also well developed in technique, sometimes differed catastrophically
with the above approaches. Finally, both wind tunnel and flight data were al-
ready expensive and getting more so.

Some of the early work onm this program has been described before (6), but
the most significant feature was a competitive examination of a number of avail-
able analytic simulations on a common data base believed to be the best availa-
ble at the time. The results of this competition was that the best correlation
was produced by a six degree-of-freedom code developed by Nielsen Engineering
and Research (NEAR) (7). A later(ggrrelation partially extended this effort to

include or early vpanel technique Unfortunately this work concentrated

more on the correlation of the basic aircraft flow field than the loading on a
store. Thus, the ability of the panel method to include more geometric detail
and all the interference loading was not exercised. Comparisons of NEAR results
with extensive wind tunnel and flight results (9 have shown weaknesses which,

in many cases, may be due to some of the simplifications made in this code.

A large amount of experimental data on this field, particularly with the
wind tunnel, was being taken at about the time this program plan was beaing put
into effect, and a significant block of the data being taken was oriented to-

(10,11) has shown the sensi-

ward this program. The outstanding work by Dix
tivity of the interference loading to a wide variety of test parameters. It
would appear that the true geometric representation of the configuration is

a critical factor. Even under the best of conditions, however, the wind tun-
nel is not an absolute predictor of hazardous trajectories (12). Unfortunately,

a large quantity of wind tunnel data is not taken under the best of conditions.
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Figure 1 (13) is an example of such data in which wind tunnel loading
taken on a sweep of the sting in one direction differs significantly from the

loading taken on a sweep in the opposite direction. It is not clear if most or

FILLED SYMBOLS - OUTBOUND SWEEP
o8 -
oe O

0 .5 1.0 1.8 2.0 2.5
z4
DISTANCE FROM CAPTIVE POSITION |

Figure 1 Store Interference Loading by a Moving Sting

all of this anomaly is due to mechanical sloppiness of the system or a result

of a flow phenomenon, but such data is generally unacceptable,

The Store Separation Program Plan was a wide ranging effort encompassing
a number of separate but related studies. The resulting conclusions covered
a number of areas. Correlation efforts should be extended into the transonic
and supersonic regimes and to other families of configurations. The theoretical
efforts should be improved in certain areas, and more advanced approaches of
computational aerodynamics should be explored for their usefulness on this
problem. Transonic flow should receive more emphasis. Reliable full scale
data should be taken on other configurations and/or mountings. This lack of

good base data has been reaffirmed recently by Covert (14) |
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Related Developments on the National Scene

The complexity of the store carriage/separation problem has nrompted a
number of analytical methods to be developed. Prior to the development of the
NEAR subsonic model, which makes an estimate of the mutual interference be-
tween a store and the wing, there were a number of other techniques more sgim-
plified in approach. Most of these approaches seem to have been discarded.
After the NEAR approach became widely known, another of a similar approach
was developed by Martin (15), but it is not clear if this method is in a com-
plete form.

More recently the large scale panel techniques have been brought to

bear on this problem (16).

These are certainly able to account for all the
mutual interference and even provide good results in supersonic flow. The
supersonic results, however, may not be general. As expected, the costs of
such added capability are high with a complex configuration and multiple

stores taking of the order of one-half hour on a fast computer. Costs of

this level have been considered too high by many organizations, especially :

when viscous effects are still excluded and the tramsonic range has not
been covered. This has led investigators in this field to continue the

search for methods more effective than the NEAR approach and less expensive

than the large scale panel methods for operational analysis of store loads
,, and trajectories.

In this country, the emphasis on alternate methods has been heavily
weighted toward wide use of experimental data either directly or in some
semi-empirical form. The organization of large data collections into data
banks based on some form of similarity has always had a wide appeal, but this
approach has no serious proponents for detailed specific trajectory analysis,

Perhaps, as a result of this emphasis on the empirical approach, a large
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number of organizations in recent years have devoted a substantial effort to
devise cost effective wind tunnel systems. The result has been a number of
good systems coupling hardware and computer systems together which can quickly
generate large quantities of specific trajectory information. Application of
this specific information to full scale operations, however, has been made

rather awkward by the difficulty in generalizing the data. A number of years
(17)

(18)

ago Bamber recognized this, and somewhat recently Spahr, Everett and

Kryvoruka tried out a procedure to accomplish such a generalization with
some beneficial results. It would appear that a great deal of benefit would
come from continued work along this line, especially if empirical approaches
are to continue on a grand scale, but little has become known.

Perhaps the most widespread approach to the analysis of store loading
and release is known as the "flow angularity'" method (19) but often re-
ferred to now as a "grid'" method. This is not to be confused with the wind
tunnel technique known as the grid method in which loads on a store are taken
as the store is positioned in a grid in the aircraft flow field. The result
is a set of aerodynamic coefficients for the store, including all the mutual
interference effects, as a function of a position in a regular array enclosing
the expected trajectory. The trajectory can then be determined for any given
initial condition.

In the flow angularity method, the flow field in the vicinity of the air-
craft can be determined by experimental or analytical means, and by a sepa-
rate operation the store loads are determined usually by examining the store
section-by-section with a combination of free stream and non-uniform flow
fields. Wind tunnel flow surveys are the most frequent flow field source in
this country. This approach has found widespread use as part of other approaches

(20)

such as by Fernandg?'t»; p.a0d its origin extends so far back in the literature

R I |

that the source is anonymous.
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This general acceptance, with good results in many cases, has come des)ite
the fact that the interference effects generated in ttis manner are incomplete.
The approach is fundamentally invalid in thact it considers only an influence of
the non-uniform stream on the store and not any mutual interference. It has
certain advantages, however, such as being equally applicable at all Mach num-
bers for which the flow field of the basic aircraft can be defined including
transonic flows. With this method, the store loading is forced to become a
known function of the free stream as the store moves away from the aircraft.
This frequently does not occur in other analytical approaches such as that of
NEAR, and this point has been a troublesome point with some investigators.

Protably the most significant development on the national scene is the
very large effort, apparently with some success, on transonic flow. In the
past, the only approaches with any measure of success were those which simply
pushed subsonic techniques to slightly higher Mach numbers such as Nielsen (21)
or perhaps by a similar approach from the supersonic side. Stahara (22) has
been developing an analysis with the transonic equivalency rule. Analysis of

wing-body combinations have become common by this and by other techniques

such as Yu (23) with good results in many cases. More recently, Rubbert (24)
has indicated a marked increase in the capability of generating the flow field
around a wing-body-pylon-nacelle combination at transonic Mach numbers. These
procedures use finite differencing techniques and large scientifically oriented

computing machinery; thus the computing power is a factor.

1-245




Related Developments on the International Scene

The approach to the store carriage/release problem taken by other nations
is just as varied as within this country. The one general difference, however,
is a seemingly greater dependence on analytical development.

In the United Kingdom, the NEAR approach is favored, and Pugh (25) reports
some extensions made in it along with reasonably good correlations. From the
published reports generally available, it would appear that the United Kingdom
is the only country with a coordinated effort on the overall problem of inte-
grating stores with an aircraft. Peckham (26) has given a summary of a number
of related problems, and Haines (27) has continued his work primarily on the
drag effects.

Elsewhere Deslandes (28), in Germany, indicates a preference for the flow
angularity method except that the basic aircraft flow field is not determined
experimentally., Panel methods are employed for this purpose. Available lit-
erature from French sources (29) show an involvement with finite difference
techniques as applied to transonic flow and wing-body interference effects.

One intriguing approach to the store loading problem is reported by van
den Brock (30) in which panel methods are used for the complete problem. The
interesting aspect is that through a number of simplifications the effort re-
quired is said to approach that of the NEAR method. From time to time, there
have been suggestions of ways the panel methods could be more economically
applied to this problem, but no known literature exists of such an adaptation.
Too little information exists in this reference to see which short cut may

have been employed or to make a truly valid comparison.
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CONCLUSIONS

Store carriage/release is a most complex problem in which a truly com-
plete analysis is still not yet available even at great cost. As one might
expect, the various approaches taken to simplify or approximate parts of the
problem, particularly in the analysis of the loads, have led to disagreements
on which best satisfy the needs.

It would appear, from the quantity of literature available, that the
effort devoted to store carriage and release in this country has diminished
over the past few years. As a result, the conclusions made as part of the
Store Separation Program Plan conducted at the Naval Weapons Center a few
years ago are still generally valid. Correlations between methods and experi-
mental data should be continued to further explore the validity of techniques
to avoid surprises after an analysis of a situation indicates no problem.
Further requirements must also be defined. Closely related to this effort
is the need for a more reliable experimental data base for such correlation
to be meaningful.

Available literature suggests that European agencies make more use of
purely analytical techniques than agencies in this country where a reliance
on empirical data is widespread. This is occurring despite the fact that
most of the analytical methods in use for air loads have been developed in
this country where this science is progressing at a rapid rate. Application
of these new techniques to the store load/release problem has not been aggres-
sively pursued. Much more of this work, especially transonic, needs to be ex-

amined for its validity to this problem.
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STUDY OF FLOW FIELDS AND STORE FORCES IN CLOSE PROXIMITY TO A

TRIPLE EJECTION RACK AT TRANSONIC SPEEDS

Frederick K. Goodwin and Jack N. Nielsen
Nielsen Engineering & Research, Inc., Mountain View, California

ABSTRACT

The information presented in this paper shows what parent air-
craft effects are important when determining the forces and moments
acting on a store in close proximity to a triple ejection rack.

The large gradients in the store forces and moments which exist
near the carriage position are demonstrated. Areas are shown in
which improvements to the AFFDL/Nielsen subsonic store separation
computer program are required if the launch dynamics of a store
released from such a configuration are to be accurately predicted.

INTRODUCTION

Recently the AFFDL/Nielsen subsonic store separation program! has been
used to make predictions for comparisons with flight and wind-tunnel captive
store loads on a MK-83 bomb on an F-4C aircraft. The bomb was mounted on the
botrom station of a triple ejection rack (TER) with dummy bombs mounted on
the two shoulder stations. The comparisons are presented in Reference 2 and
indicate that deficiencies may exist in the TER model in the computer program.
The work of Maddox, Dix, and Mattasits? describes a carefully monitored flight
test program designed to provide data to compare with wind-tunnel data and
mathematical predictions.

The work described in this paper had two main objectives. The first was
to provide a data base which could be used to determine where deficiencies in
the computer program exist. The second objective was to attempt to identify
the deficiencies by making comparisons of computer program results with the
data.

The test program was conducted in the 4-Foot Transonic Wind Tunnel (4T)
of the Propulsion Wind Tunnel Facility (PWT) at the Arnold Engineering
Development Center (AEDC). The test program was jointly sponsored by the
Naval Weapons Center (NWC) and the Air Force Wright Aeronautical Laboratories
(AFWAL/FIGC).

This paper will briefly describe the test program and the types of data
obtained. A discussion of the experimental results follows this. The com-
patibility of the captive or attached loads with the grid loads is discussed.
Then phenomena exhibited by the data during the parent aircraft build-up
sequence are discussed. Finally, the paper presents some comparisons between
the experimental data and predictions made using the computer program of
Reference 1. The test program and the experimental results are discussed in
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more detail in Reference 3, the final technical report on this investigation.
That report also contains more comparisons between data and predictionms.

This work was supported by the Naval Weapons Center, China Lake,
California, under Contract N60530-79-C-0169. The Technical Coordinator was
Mr. Ray E. Smith.

NOMENCLATURE
CA axial-force coefficient, axial force/qS
CLL rolling-moment coefficient, rolling moment/qSD
CM pitching-moment coefficient, pitching moment/qSD
CLN yawing-moment coefficient, yawing moment/qSD
CN normal-force c