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1. IUTRODUCTION

Mathematics has throughout the history of science
servaed as bhoth the queen and handmaiden of other cdisciplines
in providing examples, stimulation and worliing tools for
them. Computer Science has joined liathematices in this role
almost since conputers appeared on the scene.

\le describe a new offspring of established areas of
study, which we tentatively call Theory of Strategies. It
is characterized by the problens it aims at solving and by
the methodology it would use,

At the start, it should be noted that the distinction
betueen 'strategic' and 'tactical!' is rather moot and varies
from context to context. Ve shall refer to 3 5]

consideraticns when their consequences repmain relevant to

tiie outcoue of a confrontation throujhcut the conflict, A
is, of course, noare  than taoe sun of  tie
participating tactics. It =2l1lso includes tihe nmeans of

evalunting the adversary's situation and actions, scieduling
of one's oun tactics, and making use of feedback from the
environnent in nodifying tihe rules of tactics both in terns
of thueir contents and their inter-relations. In short,
3trateg zives tactics its mission and seeliis to reap its
results,

People use the uword strategy in a variety of contexts.
Althouph its original meaning ("the art of the general" in

ancient Greek) refers to the conduct of warfare, the ternm

}
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has later @assumed connotations ranging from statesmanship
and management of national policy to diplomacy and economic
planning, chiefly after the theoretical works by Karl von
Clausewitz [1] and Antoine-ilenri de Jomini [2]. After Joun
von MNeumann and Oskar Horgenstern [3] shoued the similarity
between the gamelike problems in economics, sociology,
psychology and politics, the concept of strategy became
pervasive also in social sciences. Ve talk about ‘'problem
solving strategies' or the 'corporate strategy' in a large
business enterprise, ete., wihenever a sequence of

roal-oriented actions is based on large-scale and long-range

planning.-
le shall adopt the latter type of interpretation of
strategy and investigate how Computer Science can contribute !
to strategic planning.
2. THE OBJECTIVES OF A THEORY OF STRATEGIES '
The following is a list of some of the objectives of
the proposed theory:
.tc identify adequate comnputer representations of
statiec and 1learning strategies, which representations can
then be effectively and efficiently employed both in a
simulated world and in direct interaction with the real ?H

world;
+to develop techniques which analyze strategiés,

measure the performance of the uhole strategy, and of its




appropriately distinguished conponents ("credit
assignment"), under nost or all rclevant conditions;

.to observe strategies in action--eitiier in a sequence
of unperturbed confrontations with others or under
"labtoratory conditions"™ when the environment 1is specified
according to some experimental design--in order to generate
a conrnputer model (a "descriptive theory") of it;

.to combine the best components of saveral strategies,
eliminate the redundancies and inconsistencies anonz these
components and produce a strategy that is normative in the
statistical sense;

.to establish stochastic, causal relationships betuveen
open variables that can be neasured at any time and hidden
variahles vhose velues can be identified only intermittently
or parindically, 1in order to {ind out the actions of a
strategy, and their underlying reasons and consequences;

.to create a system that can be.taught strategies via
principles and hign-level cxamples; ‘the system should be
able %to male 1inquiries about vague, incomplete or
contradictory advice, and to apply, evaluate and improve the

strategy so acquired.
3. SOHE METUHODOLOGICAL ISSUES

The mathematical theory of games has given us a
conceptual framework, a useful terminology but few practical

metiiods to solve large-scale, conplex, real-life problems.

|
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Can  the other hand, areas of study such as decision theory,
utility thcory and operations research, could make important
contributions to the techknique wec consider essential in
approaching the above objcctives.

Ve propose the term 'Digital Ganing' (DG) for the
computing activity that incorporates 1ncdel-building,
simulation and 1learning programns. A programming system
dedicated to DG, collaborating with human decision-makers,
Jould eventually assume the role of a Command-and-Control
unit.

The idea of attacking the problem of strategic planning
with the techniques of Computer Science has several
"by-products” that we note here. As any person in computing
veuld tell, when oﬁe has to formulzte a problem to program
it, all Y“intangibles" must be described so as to be amenable
to algorithmic or heuristic treatient. Such description
also clarifies the thought processes of the experts whose
advice and experience are sought 1in establishing the
programming system. Thus even the evisting techniques are
bound to improveo.

llore importantly, the cCesipner of a systen, working in
the top-down node, assumes the existence of modules belou
the one he is concerned with. He establishes a flow of
control and information among subsystems which will be
implemented later or, possibly, are to be operated by human

beings for some time to come. This idea should encouragze




continual expansion of the domain already autonated.

h, O DIGITAL GARIUG

As notad befor., DG is more than running simulation
nodels. Yle believe in the wutility of machine learning,
vhich has been in the focus of our interest in studying
decision-making under uncertainty and risk [4-8). Learning
programs would assume an important role in DG [11]. They
vould continually inprove the performance of the system
whenever (i) better responses are attainable under consfant
environmental <conditions, (ii) the physical environment cr
the adversary strategy changes. In order to illustrate
their relevance, we describe briefly three types of learning
processes (out of some two dozen) and a high-level
strategy-aequisition tecuinique that we have been working on

over the past several years.

o THE "BAYESTIAN" LEARNTING LODE

L 62

"Bayesian® learning processes 1ake inductive
infercnces, that is, draw generzl conclusions from specific
events. (The name refers to Bayes' theorem in probability
uliich assumes the a priori lknouledge of certain conditional
probabilities sf certain eventis occurring after some other
events.) They nodify the decision-making rules by comparing

predicted outcomes of events and actual cutcomes. There are

basically three ways to adjust the rules to bring the actual

et
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outconmnes closer to the expected ones. If a number of
parameters ars 1included in the pre-established heuristic
rules, a learning process canh nake their values converge to
near-optimum values. Or an optinum hierarchical ordering
for the heuristic rules can be found experimentally. It 1is
also possible to generate automatically new heuristic rules,
test them and incorporate the successful ones into the new
strategy--a usually difficult and time-consuming process.

It should be noted thet, in accordance with the
experimental spirit of DG, a variety of "Bayesian" learning

processes must be tried, which vary in the type and amount

of information they collect and in how they use it.

6. THE QUASI-OPTIMIZER (Q0) SYSTSH

Let us consider an environnent in which either scveral
orjanizations are competing to zchieve on  identieal,
mutually conflicting goal, or c¢lse a set of alternative
stratezies exist, each trying to win against an identical,
opposing strategy {9,13]. (Cne can assume, for the sake of
senerality, that a goal vector is specified whose comnponents
need not be independent in real-life confrontations; for
example, in air Dbattle management, the ratio of targets
accessed and enemy air defense units suppressed are
obviously inter-related goal components.)

Each of the strategics evaluates the environment by

measuring certain variables (numerical or symbolic)
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available to it, which the stratesy considers relevant,
Such variables may be the real or assumed actions ol the
adversary, the perceived state of the confrontaticn,
availability and capabilities of friendly forces, threzt
estimates, criticality and vulnerability of the adversary's
and our resources, ctec, An  important component of =2
strategy is aimed at interpreting these measurements and
incorporating them in the process of making decisions that
can lead to goal-achievement (and to tihe exclusion of
woal-achievemneant by the adversary).

The environment as perceived by the stratezgy is unclear
because sone information may be unavailable, missing (risky
o, uncertain, according to whether or not the relevant a
gcriori probability distributions asre lmnown, respectively) or
ovsceured by noise2  (caused accidentally or by deli

obfuscation). If the decisions Dbased on sueh incomplete

L47]

and/or incousistent information zre less sound than those of
the adversary, resources will be wastod and goal achievenment
17111 be farther rcmoved.

Let us now consider how ve coula generate a new
strategy. The system has to generate zutomatically a model

(a descriptive theoryv) of every participating strategy

through observation and wecasurenents. It would Lhen have to
assign to cach component of the models soire measure ol
quality; that is, an outcome-dependent allocation of c¢redit

nmust be nade.
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i1e strategy obtainable from the vest conponents of the
noiel strategies is a normative tiucory whiceh iz potentially
the best of 4all available ones, orn the basis of the
infornation accessible by us. This normative strategy is in

~

{fact only quasi-optimum for four recasons. First, the

resulting strategy is optimunm only against the original set

¢ci strategies considered. Another set may well enploy
controllers and 1indicators for <decision-ma<ing that are
suparior to any in the "training" set. OSecond, tire strategy
is normative only in the statistical sense. Fluctuations in
the adversary strategy, whether &accidental or deliberate,
impair the performance of the QO strategy. Third, the
adversary strategy nay change over time and some aspects of
its dynramic behavior may necessitate a change in the QO
strategy. Finally, the ceneration of boti: the descriptive

tiicories (models) and of the normative theory (the QC

»

theory) is based on approximate and fallible measurenments.

4

The system wunder developitent enploys the f{ollowing
modules:

6.1 The 00-1 assumes a uonotonic stratezy response
surface and uses either exhaustive search or dinary chopping
to construct a descriptive theory of static (non-=learning)
strategices.

6.2 The Q0=2 extrapolates a finite sequence of learning

trees, each vrepresenting the same strategy a2t cifferent

starses of developuent, and computes their asymptotic forn.

kot
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The latter will then be used in constructing the noriative

thieory.

6.3 The 00-3 minimizes the to

s

~al nuinober of  experimonts

Q0-1 has to perform. It no longer wosumes that the stratery

response surface is monotonic and will eventually zlso  dezl

wich nmulti-dimensional responses. Q0-3 startc withh 2
calanced incomplete Dblock desiga for experiments and

computes dynamically the specifications {or cach subszeqguent
experiment. In other words, the levels of the decision
variables in apcy single eywveritent and the leng

fad
1

sa2quenc2 o

pet
0
=
cr
&}
.

Drevious expariv

6.4 The 00-4 perforns the creldit assignmrent.
it identifies the comnonents of & stratecy and assigns to
cach a guzlity umeasure of the 'outcomes'. An oubtcome noed

not be only the imnmediacte result of a seguaonce of actions
, g

prescribed by the stratesgy but can also involve leng-ranse

6.6 The 00-6 generates a Quasi-Optinum  strategy {rom
the Super Strategy by eliminzting inconsistencies and

redundancies from the latter. It also tests and verifies

¢

the QO strategy for completeness.

7. THE ADVICE TAUER/ZINQUIRER SYTEN (AT/1




1

"

ithe objective 4o tills systewr 15 to esteblish a
nan=-itachine envircormoent in gbic!h: a onman advisor can teach

stretecies of eonfruntation on=line, thrcuzn priveiples and

tisn=level exanolos. The orincivles und examples normally
consict of situabtions and roeconumsaded zcetions. (Princinles

describe  rather feneral situztions defined in o flexible

raansr  whereas cxzaples are ecific an< illustrate

w
o

appropriate Dbehavior in a generzal situation by analogy with
a particular one. Actions can cither adhere to some general

et of sharply defined

(%]

suldelines or follow a
oreseriptions.) llnenever tne systen finds the advice given

Lo bz vapue, incomplete or inconsistent with previously

imparted knowledge, 1t makes inguiries and asks for
clarification. Tiie advisor cau define and re-dafine the
coupoaents of & princigle ot any tine. tite can also

over-ride teaporarily tue stretezy taught so far by issuing

fhe systen does nobt start cut with a blank menory. It
nows  the rules joverning the confrontation, the variabvles,
and the ranges of their velues uithin the situation space.

"

“hie advisor can at eny time

(i) define variables, functions, generel and
specifiic actionz, confrontation-related cdjectives,

nouns anc¢ verbs~-in terms of constants, confrontation
parameters, current values, overall and moving averages

of statistical values, basic confrontation actions, and
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Boolean and relational operctors;

{(ii) derine principles of a strategy which connect
& siveation {specifiecd as a Boolean conbination of
ranpos o statistical vuriavles--apain current  values,
overall or movin<g averspes) to soune feneral or specific
actiong

(iii) give high-level cxanples by coannecting
siarply  specified situztions to direct confrontation
actions;

(iv) malke inquirics about definiticns, principles,
and values of statistical variables stored so farg

(v) issue an orcder whieh towporarily over-rides
the strategy acquired so far.

I~ turn, the system can

(a) as't for clarification whencever new definitions
arc vaguz or conflict vith stored ones, or the strate;y
is inconplete in not covering the whole confrontation
svace;

(L) return  cexenplary actions in user-specified
conlrontation cituaetions, i “accordanoc uith  the
strategy acguired,

(¢) display definitions, principles, conlrontation
paraneters, values of variables, ctc.

Random nunber generators also have a role in defining

fane-thicoretically wmixed strategies. A sensc of time has

211s0 to be incorporated in the "tool kit" of definitions,
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whether it refors  to continuous or quantized time or to a

counter of ccrtuin specific events.

We note  two importoznt facilitics to be used in
specifying principles. Lot us call thece fidvisor-Acsizned

' I . a

and  Advisor=Defiped Advoersary ype (ARLT and ADAT,

&
3
-]
@
[ %]

respectively). In the former cose, the advisor gssizus a
cecrtain adversary to one or more catepories (ldversary
Tyoes) named by hin. In the latter case, the advisor
defines one or scveral cateuories by ioolean combinations of
rangas of stzatistical variables, uhichh are ra2gularly or
continually ccllectecd over the oadversary's actions. (The
variactles can refer to current values, or ovcra2ll or moving

)

7es.) At prescribed intervals, the systen compares the

3]

av

]

r

a

adversary behavior with the specifications of 211 ADAT's.
Accordingly, cach adversary (abt that tiue) way belon; to

various Advisor-2efianed Adversary Tynes. Thus the principle

o

2

describing the appropriatc action can refer (o all  guch

adversaries that satisfy the definition conditions of the
fdversary Type abt hand.

Advisor-defined nouns can reusonably be required to  be
unambiguous. However, adjectives (and, te¢ sonme cxtent,
verbs) nust often have different meanings when used
rnodify different types of nouns (cf. a "strong attacl™ vs. a
"strong concentration). The AT/I system has to distinguish

(zt least) four different classes of instunces:

(i) Patent: confrontation paremeters, statistical
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variables, AT/I's oun resources (e.z., "I your air

superiority is more than 2:1, scelr air battles.")

(ii) Interactive: the adversary's actions durins,
current confrontation (e.g., "Ir the adversary is
bringing up additional resources, assume a  holding

position.'”)

(iii) Statistical: accunulated <datz about the
adverczary's past behavior (e.g., "If the adversary is
self-confident, make sudden atbtacks.")

(iv) Inferential: assuupiions about the intentions
or events behind the adversary's behavior (c.g., "If
the eneny appears to have received additional supplices,

wait for confirmation.')

This classification is neither exaaustive nor
crclusive, If the Defirnition lianacer, a part cof the

ter, cannot decide unanmbizuously wv the class

[ ]
(o]

programming sy

into which the conponents of the dafinition fall, it has to
consult the numan advisor.

fnother difficulty rests vitin thie need Lo resolve a
situaticon~dependent conilict  betveen principles of pglobeal
and usionetary relevance., Futhernore, the systen must be able
to generate disambiguating questions whenever the relative
inportance of the principles, as specificed by tke advisor,

is inconsistent because of non-transitive preferences given

Ty




in ti.c advice.

Finully, wve note that to tcac!: a stratesy oy telling
now Lo do thiiugs  in generzl  is wmore efficient and less
crror-prone than to tell uhat to do in every relevant
situvation. An AT/I-1like systom would have practical
useliuiness in doinag this. [Yumon cuperts would specify, via
2z hiph-level interaction with the wmachine, a nunber ol
alternative straotegies. Other components of the DG systen,

Y oas a Q0-like systen, would then generate nodels of

Stz o e

uniform structure of each strategy. A proescriptive,
yussi-optimun  strategy vuwvould then firally be constructed

iron these. 1

The systenr under construction eniploys the following 1
rrodulas:

T.1 The AT/I-1 constiructs the franeuvori fer tihe flow of

infermation and  control  bebtween the AT/L systanm and the

Hdvisor.

; T.2 The LT/I-2 converts the princinles aond high-level
zranples iute a  canonical fero and stores taen.  Next it
i cibens thew into an initially skeleton strateqdy which  then
:
3

seeomes enployanle.

7.3 Tha AT/TI=3 elininates incounsistencins ~ad

inconpletenesses {ron the stratesy acguired, ia part by

interacting vith the Advicor.

T.4 The AT/I-H tests (verifies) and evaluates tho
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i-th cowbination of the

paraueters of the j-th bLasic pattern (iorph) describing the

|




17

behavior of the k-th open variable (OV). ij is the
dii{fcrence in time (timelag) or in space (distencgy— betueen
e start of thke Jj-th nmorph (in case of & trend) or its
ocecurrence (in case of a sudden chanze or step function),
and the point of tiwe or space at which the i—th v, Hn

assumes  its m-th value, V., This difference may  be
Jusitive--when the OV is the cause and thus precedes the HY,
the effect--0or nejative in tne opposite case. The tern

R i« -5 . . .
+ a5 is used for Tjn, vhether it refers to a tinelag or

distance. 4o j; the credibility level of the p-th rule.
Ite value ic batueen 0 nnd 1, and depends on tuo factors:

+how w2ll the morph in question fits the datapoints
over its donein, and

oW nany aad Low sitdilar the rules uvcre that have been
pooled to [{(orm the rule at lL:and.

Witen an estinmate of a2 UV value is5 desired a2t ¢ certain

value of the 1la;, variable, tiie user hos to provide in its

o
s
8]
3
<

vicinity a schuence of values of all available CV's the

cssuned  to  be ceusally related to the UV, Thesz sequences

sre tien suonitted to the morph-ritting pro-ran (0FP), The

systeian then loolis in the l!mouledpe baze for the I best

estinates (I upecified LY the user) coming from rules that
.connect the IV soupit and the available CV':;

.refer to the zome type of morplhh as the neculy fitted

one;

sinvolve nmorph parancters and lags values that are
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"similar enough" to those in the query, i.c. that are within

the user-specified range of pooling rules.

The so-called confidence level of the estinatea, CC
— -1

depands on the credibility level of the rule used as well as
Lhow well the n2w morpn fits its datapoints and how close its
parancters are to those of the mnorphh watched 1in  the
Xnouledge base.

Let us now assume that the estimation is performed and
up  to N values of the HY are returred for cach lag value i
tthiat ylelds such possibility. The system will calculate the ]
average of the N estimates weighted by their confidence
level, This process thus provides datapoints, cach

[} 12

specifying weighted average 1V vs. layg value, over the whole |

[oge

rarse of interest. The system then finally invokes the IFP
tc produce the functional form desired., Its validity is
based on the assunption that the 0V's, whose morphs ere

usad for the estimation, have obeyed the same laws wlien the

observations were made for the knowledge base as when they

were measured for the c¢stiwmation. Furthermore, the ]
relations betveen and within the groups of 0V's and HV's
are, statistically speaking, constant over tine.

The systen enmploys the following modules:

on

.1 The GPR-1 tits a minimal set of Dbasic patterns,

norphs, to a sequence of open variable datzpoints.

o~

8.2 The GPR-2 establishes rules bLetween sets of

parametric values of morphs describing open variable
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behavior and individuul values of hidden variables.

8.3 The GPR=3 pools rules that connect the same open
variable and hidden variable and satisfy certain stotistical
and rule-generation criteria., The nunber and credibility
of rules increase with experience.

3.% The GPR-Y estimates the values of hidden voriables
at desired tiwme points.

8.5 The GPR-5 extends the system to distributed
processing and 1int2lligence, It merges source files and

t gifferent observotion points

b}

¥nowledge bases, established =
by satellite computers, if certain statistical and
file-generation criteria are scatisfied--as verified by the
system automatically.

3.6 The GPR~0 extends the systew's capabilities to
cstimating the furctional foru or hhidden wvariable
distributions rather than cstimating only the individual

values of hidden vzriables.

———

9. AIR TRAFFIC CONTROL (ATC) AS A TAS

N OEOVIRQUNZNT Eggf  THE

TUEORY OF STRATEGIES

Students of all euweruying disciplines soon feel the need
to employ their neuly developed tools on sone real-life
problens. The recant shift toward applicable research in
Artificial 1Inteclligence clearly indicates that this area of

study has matured sufficiently. Production systeins

incorpcrate cxtensive bases of 2upert knowledge in a variety

-~




of different domains. Event-driven process wodels can
siwnlate realistic, largce subsets of the rcecal world,
Prablem-solving techniques have becowe powerful enough to
controvl coumplex robvol behavior. The ATC environment seens
to nave the feollowing imnortant qualifications for Dbeing
studied within the techinical and conceptual f{ramework of the
Theory of Strategies:

.the tasik is complex enough to be chiallenging;

.0ne can identify problem areas of different sizes thath
could be attacked successively;

.one can define plausible metrics along several

dirensions to measure the performance of a proposed systen;

%

+until a subsystem 1s fully developed and tested, it
czn operate in a realistic, simulated wvorld;

.a sucec2s5sful systen for autonatic ATC would share with

systens worxing in othecr environments the important
capapbilities of planning, problein~solving and

decisiovn-malizing under uncertainty and risk in dynzmically
cnanging donains viile satisiying a hierarchy of
constraints.

Interest in automating the ATC tacl: has increased over
the past few yecars [19-25]. The need for raudica
modernization of the current node of operation, as shown by
tite number of near-misses nostly due to errors in hunan
judpgement, has been made more critical by the recent

controversy between the Federal Government and PATCO.
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o discuss the above izsuces

cr

In the follouwing, ue intend
briefly, outlince ou M"ideal™ ATC srstem, and show how our
prescnt  woric could contribute to  the developient of
autonated ATC.

Yhen on aircraft flies from one airport to  another
under instrument flight rules (ag uilitary aond civilian
planes do), it passes through the jurisdiction of 2 series
of ATC centeors. These centers track cacii lisht within
their sector on radar and try to “eep it on its appointed
pati:, according to a da2sired time schedule. The control
actions nust also satisfy a number of constraints. Sone zre

constant, such  as  the govermient-npireseribed rules for

(@]
=
o
s
o

sininun separation and the physical linitaticns of air
capabilities. Cthers oarise from the situation, such as
wifaverable wveather conditions and emeraency landing
prioritiecs. In addition to sofe and tinely take-ofrs,
flipghits and landings, el econowy amd noise »nollution over
inhavited areas must also be considercd.

The above nicrocosmos is well-structured is  torms  of
atate changes  over spoace and tine.  The conwoacs and pilot
octions are draun from  a  @nall  standardized  seb. The

v

aircraflt perforpance arc siople, sueh as Tlight
t b

~

neasures (o1

tine, {ucl consuued, and nunber  and  degree  of  constrazint

o

violations. Systens  competence can be measured along the

dimensions of the number and the duration of validity of

comnands, and (assuning perfect adlherence to the commands)
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all the measures of aircraft perforuoance.

Sources of uncertainty are Jdue to  inperfect adhierence

3

co  cownands, fuzziness in location of fircrzft on

rauar

iuages, suboptinmal cosmands issued, unespected environnental

2vents/weather, inconing aircrafc, cte.)

Fizure 1 shows an  idealiced arrangement for an
automated ATC  systen. The stratezy, based on plans, is
tested and wverified in the Siiulated tiorld. The
consaguences of the actions supgested are fed back to the

Decision-Haking unit and, 1

the actions are nodifi

The actions thus
human controller as

Fal
L

Lo status o©

the Teal

o~

ed as lon;, as necessary.

proven are ther cosmunicated

1

the results are unsatisiactory,

by @

a command to tihe Reaal YWorld., Finally,

Torld upantes that of the Sinul

3

N Kl
[V el

oy

Yorld at regular intervals or nqnore otten in critical

Ve shall show how our present woris can  contribut

the ATC  tasi. Lss

control stratesy in

wie  that  ATC  trainecs spocifly

terns  of principles and high-]

examples to the Advice Taler/Inguirer (AT/I) system,

latter is linlted up with the Sinmulated lYorld in wile

tests, verifies and

evaluates the consequences of

The
hWoit

the

~ el




Mo
w

seenu {fron the educaticnal point

=i
cr

stratezy so iupurted.
of view, therecrore, a very usceful  feedbacit loop that
involves the &ATC trainee, the MU/ system and the Sinulated
Vorld.,

The Quasi-Optimizer (C0) s oo owould  aubtomatically
.enerate  a  conputer wodel, 2 decscriptive thueery, of the
trainees' strategies. Finally, it would create a normative
tioezory, quasi-optinum f{or reasons described before, out of
tiie descriptive theories.

In view of the well-defined boundaries cf this
prodlemn~-solving universe and of the linited set of distincet
situations and actions, it is liltely that our theoretical
efrorts can Dbe employed for tnis iuwportant, practical

wonain.

10, EIfaL COUUiSITS

e have introduced a Tnezory of Streatesies in  terns of
its objechtivas and soiie possible techuiques and
mathodologies,. e have sihovn approcches  to automatic

cralysis and  synbthesis of stratecics. Me hava introduced
tne term tern Dizital Geming, wvhich invoelves model-building,
sinulaction and machine learning iceas. Dizitzl Gaming,
auzmented uith tne tools of operctions resecarch, dacision
theory and utility theory, would provide a couputational
environment to automate important aspects of strategic

planning.
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