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1. Introduction.

Splitting methods for time-dependent partial differential equations have been most frequently studied in the context of spatial splittings, as in the approximate factorization techniques for efficiently implementing implicit algorithms in more than one space dimension[6], [11], [13]. Some attention has also been given to splitting or fractional step methods for problems where the differential operator is split up into pieces corresponding to different physical processes which are most naturally handled by different techniques. This has been done, for example, with convection-diffusion and the Navier-Stokes equations[1], [4], [5].

More generally, a splitting method may be useful any time one is faced with a problem

\[ u_t = A u \]  

where \( A \) is some differential operator of the form

\[ A = A_1 + A_2 \]

such that the problems

\[ u_t = A_1 u \]  

and

\[ u_t = A_2 u \]

are each easier to solve than the original problem. By alternating between solving (1.2a) and (1.2b) we hope to compute a satisfactory solution to (1.1).

In this paper we consider such methods applied to a one-dimensional quasilinear hyperbolic system

\[ u_t = A(z, t, u) u_z \]  

where \( A \) is an \( n \times n \) matrix with real eigenvalues. We assume that \( A \) is of the form

\[ A = A_f + A_s. \]  

In our notation, "f" and "s" stand for "fast" and "slow" respectively, which reflects a common situation in which the solution contains waves traveling at quite different wave speeds. If \( A \) is constant then the solution operator for the problem (1.3) on a single timestep of size \( k \) is \( \exp(k A \partial_z) \), that is to say

\[ u(z, t + k) = \exp(k A \partial_z) u(z, t). \]  

For nonconstant \( A \) the solution operator is more complicated. Our analysis will be concerned mostly with the constant coefficient case, so we will use the notation of (1.5) throughout. The ideas generalize easily, but are most intuitively seen in terms of exponentials.

The additive splitting (1.4) comes into play when the solution operator \( \exp(k A \partial_z) \) is approximated by the product of the solution operators for the subproblems

\[ u_t = A_f u_z \]  

and

\[ u_t = A_s u_z. \]

We replace (1.5) by

\[ u(z, t + k) \approx \exp(k A_f \partial_z) \exp(k A_s \partial_z) u(z, t). \]
An approximation to \( u(x, t + k) \) is thus obtained by first solving (1.6b) with \( u(x, t) \) as initial data, and using the resulting solution as initial data for (1.6a). If \( A_f \) and \( A_s \) commute, this splitting is exact. When they do not commute, we have introduced an error which is \( O(k^2) \). As noted by Strang[16], this error can be reduced to \( O(k^3) \) by use of the splitting

\[
\exp(k(A_f + A_s)\partial_x) \approx \exp(\frac{1}{2}kA_f\partial_x)\exp(kA_s\partial_x)\exp(\frac{1}{2}kA_f\partial_x). \tag{1.7}
\]

Analogous results hold for the corresponding splittings with variable coefficients. Computations confirm that the global error is also improved (from \( O(k) \) to \( O(k^2) \)) by the use of this splitting.

The numerical approximations to the solution operators \( \exp(kA_s\partial_x) \) and \( \exp(\frac{1}{2}kA_f\partial_x) \) will be denoted by \( Q_s(k) \) and \( Q_f(k/2) \) respectively. The numerical method based on the Strang splitting (1.7) is then

\[
U_{n+1}^n = Q_f(k/2)Q_s(k)Q_f(k/2)U_n^n \tag{1.8}
\]

where \( U_n^n \) is the numerical approximation to \( u(mh, nk) \) on a grid with \( \Delta x = h \) and \( \Delta t = k \). When splitting a multidimensional problem into one-dimensional subproblems, this sort of a splitting gives rise to the so-called \textit{locally one dimensional (LOD)} method, a spatially split scheme. In the present context we will refer to (1.8) as the \textit{time-split method}.

In practice \( U_{n+1}^n \) can be computed via the sequence

\[
\begin{align*}
U_{n} & = Q_f(k/2)U_{n}^n \\
U_{n}^* & = Q_s(k)U_{n}^n \\
U_{n+1}^* & = Q_f(k/2)U_{n}^*
\end{align*} \tag{1.9}
\]

although it should be noted that when several steps of (1.8) are applied successively the adjacent \( Q_f(k/2) \) operators can be combined into \( Q_f(k) \), and the half-step operators need only be applied at the beginning and immediately before printout, i.e.

\[
U_{n}^n = Q_f(k/2)Q_s(k)Q_f(k)\cdots Q_f(k)Q_s(k)Q_f(k/2)U_{n}^0.
\]

There are several situations in which the use of the time split method may lead to a more efficient solution of the original problem. We will mention three such cases here. Our analysis will be mostly concerned with the first and last of these.

**Problem 1:** Suppose the solution to (1.3) contains both fast waves and slow waves, i.e. the eigenvalues \( \mu_i \) of \( A \) satisfy

\[
|\mu_1| \leq |\mu_2| \leq \cdots \leq |\mu_p| < |\mu_{p+1}| < \cdots \leq |\mu_n|.
\]

Assume also that there are relatively few elements of \( A \) which contribute to the fast waves. We can take advantage of this structure by splitting the operator into slow and fast parts and using small time steps only on the fast part. That is, we can choose \( k \) so that \( \exp(kA_s\partial_x) \) can be adequately represented by a single step of some finite difference scheme and then approximate \( \exp(\frac{1}{2}kA_f\partial_x) \) by several steps of a difference scheme with a smaller timestep. Similarly, we can handle more than two clusters of wave speeds by means of further splittings.

Such a splitting method requires less work than using small timesteps on the full unsplit problem, and will thus be more efficient provided the accuracy is not too adversely affected by the error in the splitting. We will see that this depends very much on the problem at hand. In cases where the splitting error is small, the time-split method actually may be more accurate, since we
will be able to use nearly optimal mesh ratios for each cluster to minimize the truncation error and improve other characteristics of the method, such as its dissipative behavior.

Similar splittings have been considered by Enquist, Gustafsson and Vreberg[4] for this type of problem. However, the splitting in their problem involved little interaction between the different time scales, so that many of the problems we shall encounter were not present.

**Example 1.1.** Consider a block triangular system of the form

\[
A = \begin{bmatrix}
\frac{1}{\epsilon} A_{11} & A_{12} \\
0 & A_{22}
\end{bmatrix}
\]  \hspace{1cm} (1.10)

with \( \|A_{11}\| \approx \|A_{22}\| \approx 1 \) and \( \epsilon \ll 1 \). It is reasonable to take

\[
A_f = \begin{bmatrix}
\frac{1}{\epsilon} A_{11} & 0 \\
0 & 0
\end{bmatrix}, \quad A_s = \begin{bmatrix}
0 & A_{12} \\
0 & 0
\end{bmatrix}.
\]  \hspace{1cm} (1.11)

For this problem the effectiveness of the split method depends greatly on the coupling \( A_{12} \) between the different time scales. This is analyzed in section 2 where we also present a simple procedure for changing variables to reduce the coupling.

**Problem 2:** Consider the same situation as in Problem 1, but where the fast waves are known to be absent from the physical solution of interest. Recently Kreiss[9], [10] and Browning, Kasahara, and Kreiss[2] have considered some new approaches for this problem which rely upon properly preparing the data so that the fast wave components are eliminated. These can be considered as projection techniques. Majda[12] has considered using filters to suppress the fast waves in the same context.

In this case the true solution should satisfy

\[
\exp(kA\partial_x)u(x,t) = \exp(kA_s\partial_x)u(x,t)
\]

providing the splitting between fast and slow scales is done correctly. For variable coefficient problems it will not be possible to have the correct splitting at all times and the operator \( A_f \) cannot be dropped entirely. However, we can consider using the time-split method (1.8) with a less accurate scheme for \( Q_f(k/2) \) than is used for \( Q_s(k) \), perhaps by using the same timestep for both with a larger spatial step for \( Q_f(k/2) \). In such a manner it may again be possible to obtain the same accuracy more efficiently. Turkel and Zwas[18] have considered a method for this problem which is similar in spirit.

**Problem 3:** Suppose that the coefficients in the problem (1.3) have large mean values about which they oscillate with small amplitude. In this case it may be possible to split out a constant coefficient problem which can be solved exactly, leaving behind the small perturbations for \( A_s \). Then (1.8) can be used with some large timestep approximation for \( Q_s(k) \) while \( Q_f(k/2) = \exp(\frac{1}{2}kA_f\partial_x) \) exactly. This is clearly more efficient than using small timesteps on the unsplit problem. Moreover, since the dominant part of the operator is being handled exactly, great increases in accuracy are also possible.

**Example 1.2.** The simplest example is the scalar problem

\[
u_t = (1 + \alpha(z))u_x
\]  \hspace{1cm} (1.12)

where \( |\alpha(z)| \ll 1 \) and we use the splitting

\[
A_f = 1, \quad A_s = \alpha(z).
\]
Take k = ph for some integer p. The operator exp(½kAk∂z) in known exactly: exp(½kAk∂z)u(x, t) = u(x + ½ph, t). If Lax-Wendroff is used for the remaining subproblem ut = α(x)ux then the method (1.3) can be written as a single step method

\[ U_{m+1}^n = U_m^n + \frac{1}{2}p(U_{m+p}^n - U_{m+p-1}^n) + \frac{1}{2}p^2α(\tilde{z}_m)((α(\tilde{z}_m + h) + α(\tilde{z}_m))(U_{m+p}^n - U_{m+p}^n) - (α(\tilde{z}_m) + α(\tilde{z}_m - h))(U_{m+p}^n - U_{m+p-1}^n)) \]

where \( \tilde{z}_m = x_m + \frac{1}{2}ph \). Notice that even though this is a scalar problem, the operators \( \partial_z \) and \( α(x)\partial_z \) do not commute and so the Strang splitting must be used.

The shallow water equations provide a more interesting example of Problem 3. These are discussed in section 8.

**General considerations.** The effectiveness of the time-split method depends on the error in the splitting (1.7). If this is exact then the splitting method is clearly more efficient for the types of problems we are considering. On the other hand, if the splitting error dominates, it may be necessary to reduce the timestep considerably, eliminating the possible benefits of the splitting. In the next section we derive an explicit expression for the splitting error and indicate how to determine whether a splitting method is useful on a given problem. We will show that the equations sometimes need to be transformed to reduce the linkage between fast and slow modes in order to achieve the desired accuracy.

The \( Q \) operators in the time-split method can consist of one or more steps of any explicit or implicit scheme using two time levels. It is not immediately clear how a scheme using more than two time levels (such as leapfrog) could be used. For suppose we want to use leapfrog as \( Q_z(k) \) to go from \( U^* \) to \( U^{**} \) in (1.9). Then we would need some approximation to \( \exp(-kA_z\partial_z)U^* \) (which is not \( U^n \)) to play the role of \( U^* \) at the previous time level. As a first step towards incorporating multi-level schemes into the splitting framework, section 4 introduces a different type of split scheme which does use leapfrog for \( Q_z(k) \). This method is based upon approximations to the variation of parameters formula, or Duhamel's principal, and will be called the Leapfrog Duhamel method. Similar ideas have been used for ordinary differential equations by Certaine[3]. The accuracy and stability of the Leapfrog Duhamel method is considered in sections 5 and 6.

The initial boundary value problem is considered in section 7. In most cases boundary data will have to be supplied for the intermediate solutions \( U^* \) and \( U^{**} \) in (1.9). We consider the problem of approximating the correct boundary data in terms of the given boundary conditions.

Some further examples of splittings and computational results are presented in section 8.

2. Accuracy of the time-split method.

In this section we consider discretizations of the approximate splitting

\[ u(x, t + k) \approx \exp(\frac{1}{2}kA_f\partial_z)\exp(kA_z\partial_z)\exp(\frac{1}{2}kA_f\partial_z)u(x, t) \quad (2.1) \]

for the solution of \( ut = Au_z \equiv (A_f + A_s)u_z \) with \( \|A_s\| \ll \|A_f\| \). Up until section 7 we will deal only with the Cauchy problem, where \( -\infty < z < \infty \). Of course these results also hold for a strip problem with periodic boundary conditions, e.g., \( 0 \leq z \leq 1 \) and \( u(0, t) = u(1, t) \). We will assume that \( A_f \) and \( A_s \) are constant matrices but our approach carries over for more general problems if the exponentials in (2.1) are replaced by the appropriate solution operators. For example, the splitting error for the problem (1.12) is given in example 8.2 of section 8.

If \( A_f \) and \( A_s \) commute then the splitting (2.1) is exact. Otherwise we define the splitting error
operator $E_{\text{split}}(k)$ by
\[
E_{\text{split}}(k) = \exp(\frac{1}{2}kA_f \partial_z) \exp(kA_s \partial_z) \exp(\frac{1}{2}kA_f \partial_z) - \exp(k(A_f + A_s) \partial_z)
\]
\[
= -\frac{1}{6}k^3 \left( \frac{1}{4} A_f^2 A_s - \frac{1}{2} A_f A_s A_f + \frac{1}{4} A_s A_f^2 \\
- \frac{1}{2} A_s A_f + A_s A_f A_s - \frac{1}{2} A_f A_s^2 \right) \partial_z^3 + O(k^4). \tag{2.2}
\]

The local truncation error operators for the approximate solution operators $Q_f(k/2)$ and $Q_s(k)$ are defined by
\[
E_f(k/2) = Q_f(k/2) - \exp(\frac{1}{2}kA_f \partial_z)
\]
\[
E_s(k) = Q_s(k) - \exp(kA_s \partial_z).
\]

Note that for a second order scheme such as Lax-Wendroff these are $O(k^3)$. We can now compute the truncation error operator for the split scheme. The numerical solution operator is
\[
Q_f(k/2)Q_s(k)Q_f(k/2) = (\exp(\frac{1}{2}kA_f \partial_z) + E_f(k/2))(\exp(kA_s \partial_z) + E_s(k))
\]
\[
\times (\exp(\frac{1}{2}kA_f \partial_z) + E_f(k/2)) = \exp(\frac{1}{2}kA_f \partial_z) \exp(kA_s \partial_z) \exp(\frac{1}{2}kA_f \partial_z)
\]
\[
+ E_s(k) + 2E_f(k/2) + O(k^4)
\]
\[
= \exp(k(A_f + A_s) \partial_z) + E_{\text{split}}(k)
\]
\[
+ E_s(k) + 2E_f(k/2) + O(k^4).
\]

The truncation error operator for the time-split method (TSM) is thus
\[
E^{\text{TSM}}(k) = Q_f(k/2)Q_s(k)Q_f(k/2) - \exp(k(A_f + A_s) \partial_z)
\]
\[
= E_{\text{split}}(k) + E_s(k) + 2E_f(k/2) + O(k^4). \tag{2.3}
\]

For a given problem this error can be computed directly and used to assess the efficiency of the time-split method relative to an unsplit method.

In order to illustrate some of the properties of this method and the effect the splitting error $E_{\text{split}}(k)$ has on its utility, we restrict our attention to the case where $Q_s(k)$ consists of a single step of Lax-Wendroff. For convenience we use $LW(A, k)$ to denote the Lax-Wendroff operator,
\[
LW(A, k) = I + kAD_0 + \frac{1}{2}k^2 A^2 D_+ D_-
\]
where $D_0$, $D_+$, and $D_-$ are the standard centered, forward, and backward difference operators, respectively. We thus have
\[
Q_s(k) = LW(A_s, k). \tag{2.4a}
\]

For $Q_f(k/2)$ we consider both
\[
Q_f(k/2) = \exp(\frac{1}{2}kA_f \partial_z) \tag{2.4b}
\]
and
\[
Q_f(k/2) = (LW(A_f, k/m))^{m/2} \tag{2.4c}
\]
for some even integer $m$. The situation (2.4b) occurs when the solution operator $\exp(\frac{1}{2}kA_f \partial_z)$ is known exactly, as in Problem 3. In (2.4c) $Q_f(k/2)$ consists of $m/2$ steps of Lax-Wendroff with timestep $k/m$. This might be appropriate when solving Problem 1, for example.
The standard error analysis for Lax-Wendroff shows that for (2.1a) we have

\[ E_s(k) = E^LW_s(k) = -\frac{1}{6} (k^3 A_s^3 - k h^2 A_s) \partial_z^3 + O(k^4). \]  

(2.5a)

When (2.4b) is used there is no error on the fast scale and

\[ E_f(k/2) = E^{exp}_f(k/2) = 0. \]  

(2.5b)

Otherwise, when (2.4c) is used,

\[ Q_f(k/2) = (LW(A_f, k/m))^{m/2} \]

\[ = \left( \exp\left( \frac{k}{m} A_f \partial_z \right) - \frac{1}{6} \left( k^2 m^2 A_f^3 - \frac{k}{m} A_f \right) \partial_z^3 \right)^{m/2} \]

\[ = \exp\left( \frac{1}{2} k A_f \partial_z \right) - \frac{1}{6} \left( k^2 m^2 A_f^3 - \frac{k}{2} h^2 A_f \right) \partial_z^3 + O(k^4) \]

and so

\[ E_f(k/2) = E^{LW}_f(k/2) = -\frac{1}{6} \left( k^2 m^2 A_f^3 - k h^2 A_f \right) \partial_z^3 + O(k^4). \]  

(2.5c)

In this case we must choose an appropriate value of \( m \), the number of small timesteps used within each large timestep. For fixed \( h \), the error \( E^{LW}_f(k/2) \) does not approach zero as \( m \to \infty \). From (2.5c) it seems unreasonable to take \( m \) any larger than a value for which \( \| k^3 A_f^3 \| \approx \| k^2 h^2 A_f \|. \) This suggests taking

\[ m \approx \frac{k}{h} \| A_f \|. \]  

(2.6)

The proper choice of \( m \) may also be influenced by stability requirements. Determining the stability of the operator \( Q_f(k/2)Q_s(k)Q_f(k/2) \) is in general a difficult problem, which will be considered in some detail in section 5. It will be shown there that for some problems the product operator is stable provided \( Q_f(k/2) \) and \( Q_s(k) \) are each stable independently. It is well known that for Lax-Wendroff the stability condition on \( Q_f(k/2) \) is \( \rho(A_f) k/mh < 1 \), i.e., \( m \geq \rho(A_f)k/h \). The \( m \) given in (2.6) is consistent with this requirement. Also note that for \( k/h \approx 1/\| A_s \|, \) (2.6) becomes \( m \approx \| A_f \|/\| A_s \|. \)

When the splitting error \( E_{split}(k) \) is negligible compared to the other terms in (2.3), the truncation error for the split scheme becomes

\[ E^{split}(k) = E_s(k) + 2E_f(k/2) + O(k^4) \]

\[ = -\frac{1}{6} \left( k^3 \left( A_s^3 + \frac{1}{m^2} A_f^3 \right) - k h^2 (A_f + A_s) \right) \partial_z^3 + O(k^4). \]

This error is roughly the same as we would obtain using \((LW(A, k/m))^m\), i.e., Lax-Wendroff with small steps on the unsplit problem. The truncation error for the unsplit method can be derived in the same manner as (2.5c) to obtain

\[ E^{LW}(k) = -\frac{1}{6} \left( k^2 \left( A_f + A_s \right)^3 - k h^2 (A_f + A_s) \right) \partial_z^3 + O(k^4) \]

\[ \approx -\frac{1}{6} \left( k^2 A_f^3 - k h^2 (A_f + A_s) \right) \partial_z^3. \]  

(2.7)

Thus we do almost as well by taking large steps with \( A_s \) and small steps with \( A_f \) as we would by taking small steps on the unsplit problem. This can lead to considerable savings. If \( Q_f(k/2) =\)
\[ \exp(\frac{1}{2} k A \partial_x) \text{ the results are even more striking. Now the error } (2.3) \text{ is simply} \]

\[ E^{RSM}(k) = E_4(k) + O(k^4) = - \frac{1}{6} k^3 A_x^3 - kh^2 A_x \partial_x^3 + O(k^4). \]

Comparing this to (2.7) shows that the split scheme is considerably more accurate. It also requires less work, since now nothing is computed using small steps.

The results of the last paragraph are all based on the assumption that \( E_{\text{split}}(k) \) is negligible. In practice \( E_{\text{split}}(k) \) may easily dominate the discretization error \( E_4(k) + 2E_f(k/2) \). in this case the split scheme is less accurate than Lax-Wendroff with timestep \( k/m \). Nonetheless the split scheme may be preferable. It may be possible to use the split scheme with smaller \( k \) and \( h \) to obtain better accuracy while still requiring less work than the unsplit scheme. The proper quantity for comparison is the work required to obtain a given accuracy. This can be estimated and compared for various methods as we now do. Under some mild assumptions, we will see that the methods (2.4a,b) and (2.4a,c) are always more efficient than the unsplit scheme (providing we choose \( k/h \) properly).

**Work comparisons.** We will compute expressions for the work required to obtain a solution at time \( t = 1 \) with error at most \( \tau \). All of the bounds below are rough order of magnitude bounds which are sufficient for our present purpose. Suppose that

\[ \|A\| \approx \|A_f\| = a, \quad \|A_x\| = b \]

where \( b/a = \varepsilon \ll 1 \). Also suppose that \( \|u_{xx}\| \approx 1 \). This is for convenience only, since it removes one common factor from all of the bounds below.

We will first analyze the unsplit Lax-Wendroff method \( LW(A, k) \). Suppose that \( W \) is the work required to compute \( LW(A, k)u_m \) at a single point \( x_m \). Then the work required to advance the solution on a unit \( z \)-interval by one unit of time is \( W/kh = \lambda W/k \) if \( k = \lambda h \). The error committed in one time unit using the unsplit method is bounded by

\[ ||((LW(A, k))^{1/k} - \exp(A\partial_x))u|| \]

\[ \leq \frac{1}{k} \left( \frac{1}{6} (k^3 \|A\|^3 + kh^2 \|A\|) + O(k^4) \right) \]

\[ \leq \frac{1}{6} k^2 (a^3 + a/\lambda^2) + O(k^3). \]

Since we require an error \( \approx \tau \), we set

\[ \frac{1}{6} k^2 (a^3 + a/\lambda^2) = \tau \]

giving

\[ k^2 = \frac{6\tau}{a(a^2 + 1/\lambda^2)}. \]

Thus \( w(\tau; \lambda) \), the work required to achieve a given accuracy \( \tau \) using Lax-Wendroff with stepsize ratio \( \lambda \), is given by

\[ w(\tau; \lambda) = \frac{\lambda W}{k^2} = \frac{\lambda a + 1/\lambda a}{6\tau} a^2 W. \]
We have not yet specified $\lambda$. Choosing $\lambda$ to minimize $w(\tau; \lambda)$ gives $\lambda = 1/a$ and the minimum work $w(\tau)$ is

$$w(\tau) = \frac{a^2 W}{3\tau} \text{ for unsplit Lax-Wendroff.} \quad (2.8)$$

Now consider the split method (2.4a,b). Let $W_s$ be the work required to apply Lax-Wendroff on the slow scale and $W_f^\text{exp}$ the work required to compute $\exp(\Delta t \partial_x) U_m^n$. Set $W_f^\text{ts} = W_s + W_f^\text{exp}$. Typically $W_f^\text{ts} \approx W$. The error over one unit of time for the split scheme is bounded by

$$\left\| \left( (q_f(k/2)Q_s(k)q_f(k/2))^{1/k} - \exp(\Delta t \partial_x) \right) u \right\| \leq \frac{1}{e} \| E_{\text{split}}(k)u + E_s(k)u + 2E_f(k/2)u + O(k^4) \|$$

For (2.4b), $E_f(k/2) = 0$. From (2.5a),

$$\| E_s(k)u \| \leq \frac{1}{e} k^2(\sigma^3 + b^3 + h^2b) \approx \frac{1}{e} k^3(\sigma^3 + b^3 + b^2).$$

The splitting error is bounded using (2.2),

$$\| E_{\text{split}}(k)u \| \leq \frac{1}{e} k^2(a^2 b + ab^2) \approx \frac{1}{e} k^3 a^2 b,$$

although it may be much smaller for some problems. Since our results depend very much on the size of this error, we will suppose for now that

$$\| E_{\text{split}}(k)u \| \leq \frac{1}{e} k^3 \sigma$$

for some $\sigma$, so that

$$\frac{1}{e} \| E_{\text{split}}(k)u + E_s(k)u \| \leq \frac{1}{e} k^2(\sigma + b^3 + b^2 + b/\lambda^2).$$

In order to obtain accuracy $\tau$ we must take

$$k^2 = \frac{\theta \tau}{\sigma + b^3 + b/\lambda^2}$$

so

$$w(\tau; \lambda) = \frac{\lambda W_f^\text{ts} / k^2}{k^2} = \frac{\lambda (\sigma + b^3 + b/\lambda^2) W_f^\text{ts}}{\theta \tau}. \quad (2.10)$$

The optimal stepsize ratio $\lambda$ now depends on the size of the splitting error and is given by

$$\lambda = \sqrt{\frac{b}{\sigma + b^3}} \quad (2.11)$$

so that

$$w(\tau) = \frac{\sqrt{b(\sigma + b^3)} W_f^\text{ts}}{3\tau} \text{ for the time split method (2.4a,b).}$$
If \( \sigma < b^3 \) (e.g. when \( A_f \) and \( A_s \) commute), then (2.11) gives \( \lambda \approx 1/b \) and

\[
 w(\tau) = \frac{b^3 W_{tsm}}{3\tau}. \tag{2.12}
\]

When \( W_{tsm} \approx W \) this is better than (2.8) by a factor of \( \epsilon^2 \), meaning greatly improved efficiency. Note that when \( \sigma = 0 \) the only error incurred is the error in using Lax-Wendroff on the slow scale. From our previous discussion of Lax-Wendroff it is clear why \( \lambda = 1/b \) is optimal in this case.

On the other hand, if the splitting error is as bad as (2.9) indicates, then \( \sigma = a^2b \) and \( \lambda \approx 1/a \) in (2.11) giving

\[
 w(\tau) = \frac{ab W_{tsm}}{3\tau}.
\]

This is still an improvement over (2.8), although now only by a factor of \( \epsilon \). Note that now \( \lambda \) is chosen appropriate to the fast scale, even though the fast part of the problem is solved exactly, in order to reduce the error due to splitting. Indeed, if we try to use \( \lambda = 1/b \) when \( \sigma = a^2b \), we obtain no improvement over (2.8). For this reason it is advisable to always use small time steps with the time-split method (2.1a,b) unless \( E_{split}(k) \) is known to be very small, in which case even greater efficiency is achieved by using larger timesteps.

Now consider the method (2.1a,c) where Lax-Wendroff is used for both operators. In this case

\[ W_{tsm} = W_s + mW_f \]

where \( W_f \) is the work required to apply Lax-Wendroff on the fast scale. We are assuming that \( W_f \ll W_s \approx W \). We will take \( m \approx \lambda a \) as suggested in (2.6). Using (2.5c) we find that

\[
 \frac{1}{k} ||E_{split}(k)u + E_s(k)u + 2E_f(k/2)u|| \leq \frac{1}{k^2} (\sigma + b^3 + b/\lambda^2 + a^3/m^2 + a/\lambda^2).
\]

We then obtain

\[
 w(\tau; \lambda) = \lambda (\sigma + b^3 + b/\lambda^2 + 2a/\lambda^2) \frac{W_s + \lambda a W_f}{6\tau} 
\approx \lambda (\sigma + b^3 + 2a/\lambda^2) \frac{W_s + \lambda a W_f}{6\tau} \quad \text{for (2.1a,c).} \tag{2.13}
\]

The optimal \( \lambda \) now depends on the relation between \( W_f \) and \( W_s \) and is more difficult to solve for. We will discuss three possible choices of \( \lambda \): \( \lambda = 1/a \), \( \lambda = 1/b \), and \( \lambda = 1/\sqrt{ab} \).

When \( \lambda = 1/a \), \( m = 1 \) and we are simply alternating between \( LW(A_f, k) \) and \( LW(A_s, k) \). In general we would not expect this to be any more efficient than using the unsplit method \( LW(A, k) \). Indeed, we find that

\[
 w(\tau; 1/a) \approx (\sigma + b^3)/a + 2a^2 \frac{W_s + W_f}{6\tau} 
\approx a^2 \frac{W_s + W_f}{3\tau}
\]

regardless of the size of \( \sigma \). This is better than (2.8) only if \( W_s + W_f < W \), which is generally not the case for the problems we are considering. (Note that this is the case, however, in the LOD method, where we alternate between solving one-dimensional implicit problems in different space dimensions.)

For \( \lambda = 1/b \) increased efficiency is possible if the splitting error is small. From (2.13),

\[
 w(\tau; 1/b) = (\sigma/b + 2b^2 + 2ab) \frac{W_s + \frac{3}{2} W_f}{6\tau} 
\approx (\sigma/b + 2ab) \frac{W_s + \frac{3}{2} W_f}{6\tau}.
\]
Suppose that $W_f + \epsilon W_s = \gamma W$ for some $\gamma \leq 1/2$. Then $W_s + \frac{\sigma}{b} W_f = \gamma^2 W$ and so
\begin{equation}
    w(\tau; 1/b) = \left( \frac{\sigma b^2 + 2a^2}{6} \right) \gamma^4 W.
\end{equation}
This is better than (2.8) whenever $\sigma < ab^2/\gamma$. In this case the time-split method is more efficient. For example, if $\sigma = 0$, (2.14) is better than (2.8) by a factor of $\gamma$.

Unfortunately, if $\sigma = a^2b$ as in (2.9), then
\begin{equation}
    w(\tau; 1/b) \approx \frac{a^2(W_s + \frac{a}{b} W_f)}{3\tau}
\end{equation}
which is no better than (2.8) and may be worse if $W_f > \epsilon W$.

Now consider an intermediate stepsize ratio, $\lambda = 1/\sqrt{ab}$. From (2.13),
\begin{align*}
    w(\tau; 1/\sqrt{ab}) &\approx \frac{1}{\sqrt{ab}} \left( \sigma + 2a^2b \right) \frac{W_s + \sqrt{a/b} W_f}{6\tau} \\
    &\leq \frac{a^{3/2}b^{1/2}}{2\tau} \frac{W_s + \sqrt{a/b} W_f}{2\tau} \\
    &= \frac{\sqrt{a^2} W_s + \sqrt{a/b} W_f}{2\tau}
\end{align*}
regardless of the size of $\sigma$. This is better than (2.8) if $W_f + \sqrt{ab} W_s \leq \frac{2}{3} W$, which will generally be true.

We conclude that the method (2.4a,c) is more efficient when $\lambda$ is chosen correctly. If the splitting error is known to be small then $\lambda = 1/b$ can be used. Otherwise smaller timesteps should be used, e.g. $\lambda = 1/\sqrt{ab}$. Very small timesteps, $\lambda = 1/a$, should never be used.

Here we have not dealt with the advantages of the split scheme resulting from the possibility of choosing the stepsize ratio on each scale so that the $k^3$ and $kh^2$ terms in each of the Lax-Wendroff errors nearly cancel out. When this can be done, the splitting may be even more advantageous than indicated here.

**Block triangular systems.** Since the efficiency of the split scheme is limited primarily by the splitting error, it is interesting to investigate how this error depends on the coupling between fast and slow scales in a simple model system. Suppose that the matrix $A$ is of the form (1.10) with $\|A_{12}\| = \alpha \leq 1$ and that the splitting (1.11) is used. Here $A_{12}$ is the coupling between fast and slow scales. If $A_{12} = 0$, the problem is uncoupled and $E_{\text{split}}(k) = 0$. In general, from (2.2),
\begin{equation}
    E_{\text{split}}(k) = -\frac{k^3}{6} \left[ 0 \quad \frac{1}{4} \alpha A_{11} \left( \frac{1}{a}A_{11}A_{12} - 2A_{12}A_{22} \right) \right]_{2x2} + O(k^4).
\end{equation}
Thus $\|E_{\text{split}}(k)\| \approx \alpha k^3/24c^2$. The efficiency of the splitting depends on the size of $\alpha$. In the notation used above, we have
\begin{align*}
    a &= 1/\epsilon, & b &= 1, & \sigma &= \frac{1}{4} \alpha a^2 b.
\end{align*}
For unsplit Lax-Wendroff, (2.8) gives
\begin{equation}
    w(\tau) = \frac{W}{\epsilon^2 3\tau}.
\end{equation}
The time-split method (2.4a,b) is always more efficient if we choose
\begin{equation}
    \lambda \approx \left( 1 + \frac{1}{4} \alpha a^2 b \right)^{-1/2}.
\end{equation}
For example, if $\alpha \approx 1$ we should use $\lambda \approx 2/a = 2\epsilon$ in order to reduce (2.15) by a factor of $\epsilon$. The maximum efficiency indicated in (2.12) is achievable only if $\alpha \leq \epsilon^2$, in which case taking $\lambda = 1$ reduces (2.15) by a factor of $\epsilon^2$. 
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Reducing the splitting error. For block triangular systems in which \( A_{12} \) is not sufficiently small, it is possible to reduce the coupling through a change of variables so that the optimal efficiency can be achieved. A change of variables amounts to replacing \( u \) by \( \bar{u} = Bu \) for some nonsingular matrix \( B \). The system \( \dot{u}_t = Au \) then becomes \( \dot{\bar{u}}_t = BAB^{-1} \bar{u} \). Clearly, if \( B \) is chosen to be the eigenvector matrix of \( A \) then the problem completely decouples into independent scalar equations. We are seeking something less expensive which only decouples the fast and slow scales. Thus we want a matrix \( B \) such that

\[
BAB^{-1} = \begin{bmatrix}
\frac{1}{\epsilon} C_{11} & 0 \\
0 & C_{22}
\end{bmatrix}
\]  

(2.16)

with \( \|C_{11}\| \approx \|C_{22}\| \approx 1 \). In the block triangular case, it suffices to consider \( B \) of the form

\[
B = \begin{bmatrix}
I & B_{12} \\
0 & I
\end{bmatrix}, \quad B^{-1} = \begin{bmatrix}
I & -B_{12} \\
0 & I
\end{bmatrix}.
\]

Then

\[
BAB^{-1} = \begin{bmatrix}
\frac{1}{\epsilon} A_{11} & -\frac{1}{\epsilon} A_{11} B_{12} + A_{12} + B_{12} A_{22} \\
0 & A_{22}
\end{bmatrix}
\]

and so \( B_{12} \) should be chosen to solve

\[
\frac{1}{\epsilon} A_{11} B_{12} - B_{12} A_{22} = A_{12}
\]

(2.17)

in order to completely decouple the fast and slow scales.

In the present context solving for \( B_{12} \) from (2.17) is not worthwhile. In order to achieve optimal efficiency we need only reduce the coupling by one or two factors of \( \epsilon \). Further reductions do not gain anything once the Lax-Wendroff errors dominate. This suggests taking

\[
B_{12} = \epsilon A_{11}^{-1} A_{12}
\]

(2.18)

so that

\[
BAB^{-1} = \begin{bmatrix}
\frac{1}{\epsilon} A_{11} & A_{12}^{(1)} \\
0 & A_{22}
\end{bmatrix}
\]

where

\[
A_{12}^{(1)} = \epsilon A_{11}^{-1} A_{12} A_{22}.
\]

We now have \( \|A_{12}^{(1)}\| \approx \epsilon \alpha \) provided \( \|A_{11}^{-1}\| \approx 1 \). The coupling is thus reduced by a factor of \( \epsilon \) through the use of a very simple change of variables. The above process can be repeated to obtain additional factors of \( \epsilon \). This change of variables has been suggested by Kreiss[9] in a similar context.

For full systems of the form

\[
A = \begin{bmatrix}
\frac{1}{\epsilon} A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
\]

we can obtain a similar reduction in the size of both off-diagonal blocks and again reduce the splitting error by several orders of magnitude. In this case we consider \( B \) of the form

\[
B = \begin{bmatrix}
I & K \\
0 & I
\end{bmatrix} = \begin{bmatrix}I + KL & K \\
L & I
\end{bmatrix}.
\]
It is easy to verify that the lower corner of $A$ is annihilated by taking $L$ to satisfy
\[ \frac{1}{\epsilon}LA_{11} - A_{22}L + LA_{12}A_{11} = 0. \]
The matrix $K$ can then be chosen as before to remove the remaining upper corner. This results in a system of the form (2.16). This particular transformation is discussed more completely by O'Malley and Anderson [14]. Again, however, we are not interested here in completely annihilating the corners, but rather in reducing them by a factor of $\epsilon$. This is easily accomplished by taking
\[ K = \epsilon A_{11}^{-1}A_{12}, \]
\[ L = -\epsilon A_{21}A_{11}^{-1}. \]
Example 8.1 in section 8 illustrates the use of the change of variables for a triangular system.

3. Stability of the time-split method

In this section we investigate the stability of the time-split method when applied to a constant coefficient problem on the entire real line, $-\infty < x < \infty$ or, alternatively, on a finite interval with periodic boundary conditions. When $Q_f(k/2) = Q_f(k)$, as is true for the splittings (2.4), for example, Cauchy stability of the Strang splitting (1.8) is equivalent to stability of the first order splitting
\[ U^{n+1} = Q_s(k)Q_f(k)U^n. \] (3.1)

For simplicity we restrict our attention to this splitting, and set $Q(k) = Q_s(k)Q_f(k)$.

In general the stability of $Q_s(k)$ and $Q_f(k)$ does not imply stability of $Q(k)$. Instead stability must be checked directly. In fact, (3.1) can be unstable even when $Q_f(k)$ and $Q_s(k)$ are exact solution operators for well-posed hyperbolic problems as the following example shows.

Example 3.1. Let
\[ A_f = \begin{bmatrix} 1 & \mu \\ 0 & -1 \end{bmatrix}, \quad A_s = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. \]

Then the problems $u_t = A_f u_x$, $u_t = A_s u_x$ and $u_t = (A_f + A_s) u_x$ are all well-posed, strictly hyperbolic problems for any value of the parameter $\mu$. Let
\[ Q_f(k) = \exp(kA_f \partial_x), \quad Q_s(k) = \exp(kA_s \partial_x). \]
and let $G_f(\xi, k/2) = G_s(\xi, k)$ be the corresponding amplification matrices. For the exact solution operators,
\[ G_f(\xi, k/2) = \exp(ik\xi A_f) \]
\[ = \begin{bmatrix} e^{ik\xi} & \mu i \sin k\xi \\ 0 & e^{-ik\xi} \end{bmatrix} \]
and
\[ G_s(\xi, k) = \exp(ik\xi A_s) \]
\[ = \begin{bmatrix} \cos k\xi & i \sin k\xi \\ i \sin k\xi & \cos k\xi \end{bmatrix}. \]

We have $\rho(G_f(\xi, k/2)) = \rho(G_s(\xi, k)) = 1$ for all $\xi$ and $k$. On the other hand, the amplification matrix $G(\xi, k)$ for the time-split method (3.1) has $\rho(G(\xi, k)) = 1$ for all $\xi$ and $k$ only if $|\mu| \leq 2$. When $|\mu| > 2$, the method is unstable. Figure 3.1 shows graphs of $\rho(G(\xi, k))$ for $\mu = 5, 10$.

In spite of this example, there are some very important classes of splittings for which the individual stability of $Q_f(k)$ and $Q_s(k)$ does imply the stability of $Q(k)$. It is useful to delineate such classes, since the stability of $Q_f(k)$ and $Q_s(k)$ is often easy to determine, whereas the stability of $Q(k)$ may be quite tedious to determine directly.
Block triangular systems. One such case is the block triangular system of equations

\[
\begin{bmatrix}
u \\
v'
\end{bmatrix}_t = \begin{bmatrix}
\frac{1}{e}A_{11} & A_{12} \\
0 & A_{22}
\end{bmatrix}\begin{bmatrix}
u \\
v'
\end{bmatrix}_x
\]

with the splitting (1.11). The solution \( v \) does not depend on \( u \). In solving for \( u \), the computed \( v \) enters essentially as a forcing function. The schemes \( Q_s(k) \) and \( Q_f(k) \) will be of the form

\[
Q_s(k) = \begin{bmatrix}
I & Q_{12}(k) \\
0 & Q_{22}(k)
\end{bmatrix}, \quad Q_f(k) = \begin{bmatrix}
Q_{11}(k) & 0 \\
0 & I
\end{bmatrix}.
\]

(3.2)

Suppose that \( Q_{11}(k) \) and \( Q_{22}(k) \) are stable schemes, and in particular, that there exist a norm \( \| \cdot \| \) and a constant \( \alpha \geq 0 \) such that

\[
\|Q_{11}(k)\| < 1 + \alpha k \quad \text{for all } k \text{ sufficiently small.}
\]

(3.3)

All of the following estimates will be in this norm. We also suppose that

\[
\|Q_{12}(k)V\| \leq kM\|D_+V\|
\]

(3.4)

for some constant \( M \). These assumptions are satisfied for the methods (2.4) provided the Lax-Wendroff operators are stable. We then have the following theorem.
Theorem 3.1. Suppose \( Q_f(k) \) and \( Q_s(k) \) are stable schemes as above. Then the split scheme \( Q_s(k)Q_f(k) \) is stable for smooth initial data \( V^0 \). More precisely, we obtain bounds for the solution which depend on a discrete Sobolev norm of the initial data,

\[
\begin{align*}
\|U^n\| &\leq K_T(\|U^0\| + \|D_+V^n\|) \\
\|V^n\| &\leq \bar{K}_T\|V^0\|
\end{align*}
\]

for \( nk \leq T \). Here \( K_T \) and \( \bar{K}_T \) are constants depending only on the fixed time \( T \).

Proof. When the full scheme \( \hat{U}^{n+1} = Q_s(k)Q_f(k)\hat{U}^n \) is written out we obtain

\[
\begin{align*}
U^{n+1} &= Q_{11}(k)U^n + Q_{11}(k)Q_{12}(k)V^n \\
V^{n+1} &= Q_{22}(k)V^n
\end{align*}
\]

The bound (3.5b) follows immediately from (3.6b) and the stability of \( Q_{22}(k) \). Moreover, by linearity, an identical bound holds for the linear combination of solutions \( D_+V^n \), i.e.,

\[
\|D_+V^n\| \leq \bar{K}_T\|D_+V^0\|.
\]

Using this together with (3.4) in (3.6a) gives

\[
\|U^{n+1}\| \leq \|Q_{11}(k)\|(\|U^n\| + kM\bar{K}_T\|D_+V^0\|).
\]

When iterated \( n \) times this gives

\[
\|U^n\| \leq \|Q_{11}(k)\|^n\|U^0\| + kM\bar{K}_T(\|Q_{11}(k)\|^{n-1} + \|Q_{11}(k)\|^{n-2} + \cdots + \|Q_{11}(k)\| + 1)\|D_+V^0\|.
\]

By (3.3), \( \|Q_{11}(k)\|^n \leq (1 + \alpha k)^n \leq e^{\alpha T} \) if \( nk \leq T \). Using this in (3.7) gives

\[
\|U^n\| \leq e^{\alpha T}(\|U^0\| + TM\bar{K}_T\|D_+V^0\|)
\]

for \( nk \leq T \), which is of the desired form (3.5a).

Simultaneously normalizable matrices. Stability also follows directly when \( A_f \) and \( A_s \) are normal matrices (a normal matrix is one which commutes with its transpose). This includes, for example, symmetric matrices and scalar problems. In fact, it suffices that \( A_f \) and \( A_s \) be simultaneously normalizable, i.e., that there exist some nonsingular matrix \( S \) such that \( SA_sS^{-1} \) and \( SA_fS^{-1} \) are both normal. Thus, the case of simultaneously diagonalizable \( A_f \) and \( A_s \) is also covered. This is a consequence of the following, even more general, theorem.

Theorem 3.2. Let \( A_1, A_2, \ldots, A_m \) be constant matrices. Approximate each solution operator \( \exp(k_jA_j\partial_x) \) by some operator \( Q_j(k_j) \) with amplification matrix \( G_j(\xi) \). Suppose there exists some norm \( \| \cdot \| \) for which

\[
\|G_j(\xi)\| \leq 1 \quad \forall \xi, \quad j = 1, 2, \ldots, m.
\]

Then the scheme

\[
U^{n+1} = Q_1(k_1)Q_2(k_2)\cdots Q_m(k_m)U^n
\]

is stable.

Proof. Let \( G(\xi) = G_1(\xi)G_2(\xi)\cdots G_m(\xi) \). Then powers of \( G(\xi) \) are uniformly bounded in the norm \( \| \cdot \| \) since

\[
\begin{align*}
\|G^n(\xi)\| &\leq \|G(\xi)\|^n \\
&\leq (\|G_1(\xi)\|\cdots \|G_m(\xi)\|)^n \\
&\leq 1.
\end{align*}
\]

It follows that (3.4) is stable.
COROLLARY Suppose there exists some nonsingular matrix \( S \) such that \( SA_jS^{-1} \) is normal for \( j = 1, 2, \ldots, m \) and that the amplification matrices \( G_j(\xi) \) satisfy

\[
\begin{align*}
\text{i) } & \rho(G_j(\xi)) \leq 1 \quad \forall \xi, \ j = 1, 2, \ldots, m \\
\text{ii) } & SG_j(\xi)S^{-1} \text{ is also normal for all } \xi, \ j = 1, 2, \ldots, m
\end{align*}
\]

Then the scheme (3.4) is stable.

Remark: Condition (3.5ii) is satisfied if \( Q_j(k) \) is the exact solution operator or one or more steps of Lax-Wendroff.

Proof. Since the 2-norm of a normal matrix is equal to its spectral radius, conditions (3.5) give

\[ \|SG_j(\xi)S^{-1}\|_2 = \rho(SG_j(\xi)S^{-1}) = \rho(G_j(\xi)) \leq 1. \]

It follows that the hypothesis of Theorem 3.2 is satisfied in the norm \( \| \cdot \| \) defined by

\[ \|A\| = \|SAS^{-1}\|_2. \]

This completes the proof. \( \blacksquare \)

4. The Leapfrog Duhamel method.

As mentioned in the introduction, the time-split method does not immediately lend itself to use with multi-level difference schemes. We now present a new method with the same basic philosophy as the time-split method but which uses leapfrog on the slow time scale.

Using Duhamel's principle (i.e., variation of parameters) we can write the solution to (1.3) as

\[ u(x, t + k) = \exp(2kA_f \partial_x)u(x, t - k) + \int_{t-k}^{t+k} \exp((t + k - \tau)A_f \partial_x)A_s u_s(x, \tau) \, d\tau. \]

If we now approximate the integral by the midpoint rule we obtain

\[ u(x, t + k) \approx \exp(2kA_f \partial_x)u(x, t - k) + 2k \exp(kA_f \partial_x)A_s u_s(x, t) \]

\[ = \exp(kA_f \partial_x)[\exp(kA_f \partial_x)u(x, t - k) + 2kA_s u_s(x, t)]. \]

Replacing \( u_s(x, t) \) by the standard centered difference operator and approximating \( \exp(kA_f \partial_x) \) by \( Q_f(k) \) gives the Leapfrog Duhamel method,

\[ U^{n+1}_m = Q_f(k)[Q_f(k)U^{n-1}_m + \frac{k}{h}A_s(U^n_{m+1} - U^n_{m-1})]. \]  

(4.1)

The term inside the brackets is essentially leapfrog for the problem \( u_t = A_s u_x \) since \( Q_f(k)U^{n-1} \approx \exp(-kA_s \partial_x)U^n \). If \( Q_f(k) \) is an \( O(k^3) \) approximation to \( \exp(kA_f \partial_x) \) then (4.1) provides an \( O(k^3) \) accurate approximate solution, even for noncommuting \( A_f \) and \( A_s \). This will be shown in section 5 where the method is analyzed in more detail.

We pay a price for using a scheme involving three time levels, since (4.1) requires two applications of the operator \( Q_f(k) \). One of these is needed only to provide the proper values at time \( n - 1 \). Nevertheless, this method may be useful, particularly in cases where \( \exp(kA_f \partial_x) \) is known exactly and thus is easy to apply.
5. Accuracy of the Leapfrog Duhamel method

The Leapfrog Duhamel scheme can be analyzed in terms of the error in the midpoint rule directly from its derivation. We prefer to build upon the results in section 2 by rewriting Leapfrog Duhamel as a splitting.

First consider the standard leapfrog scheme on \( u_t = A_s u_x \),

\[
U^{n+1} = U^{n-1} + 2kA_s D_0 U^n.
\]

The truncation error is given by

\[
[u(x, t - k) + 2kA_s D_0 u(x, t)] - u(x, t + k) = [(I + 2kA_s D_0 \exp(kA_s \partial_x)) - \exp(2kA_s \partial_x)]u(x, t - k).
\]

For conformity with section 2, we define the operator \( Q_s(2k) \) by

\[
Q_s(2k) = I + 2kA_s D_0 \exp(kA_s \partial_x).
\]

Note that this is not the actual finite difference operator for leapfrog, since in general \( U^n \) is not exactly equal to \( \exp(kA_s \partial_x) U^{n-1} \), but it is the proper operator for computing the local truncation error, in which \( U^{n-1} \) and \( U^n \) are replaced by the true solution values. We can now define the truncation error operator for leapfrog on stepsize \( k \) by

\[
E_s^{LF}(k) = Q_s(2k) - \exp(2kA_s \partial_x) = O(k^3).
\]

The Leapfrog Duhamel scheme is

\[
U^{n+1} = Q_f(k)(Q_f(k)U^{n-1} + 2kA_s D_0 U^n)
\]

where \( Q_f(k) \) is some approximation to \( \exp(kA_f \partial_x) \) with error operator

\[
E_f(k) = Q_f(k) - \exp(kA_f \partial_x) = O(k^3).
\]

To obtain the truncation error for Leapfrog Duhamel we replace \( U^{n-1} \) and \( U^n \) by \( u(x, t - k) \) and \( u(x, t) \) in (5.2). The right hand side then becomes

\[
Q_f(k)[I + 2kA_s D_0 \exp(kA_f \partial_x) Q_f^{-1}(k)]Q_f(k)u(x, t - k)
= Q_f(k)[I + 2kA_s D_0 \exp(kA_s \partial_x) + 2kA_s D_0(\exp(kA_f \partial_x)Q_f^{-1}(k)
- \exp(kA_f \partial_x))]Q_f(k)u(x, t - k)
= [Q_f(k)Q_s(2k)Q_f(k) + 2kQ_f(k)A_s D_0(\exp(kA_f \partial_x)
- \exp(kA_s \partial_x)\exp(kA_f \partial_x)E_f(k))]u(x, t - k).
\]

Thus the Leapfrog Duhamel operator can be viewed as a splitting of the form \( Q_f(k)Q_s(2k)Q_f(k) \) plus some additional error terms which are \( O(k^3) \). Let \( E_{\text{split}}^I(k) \) denote the error operator for the first order accurate splitting

\[
E_{\text{split}}^I(k) = \exp(kA_f \partial_x) - \exp(kA_s \partial_x)\exp(kA_f \partial_x) = O(k^3).
\]
Observing that
\[ \exp(k A_x \partial_z) E_f(k) = O(k^3), \]
\[ Q_f(k) = 1 + O(k), \]
\[ D_0 = \partial_x + O(k^2), \]
the operator in (5.3) becomes
\[ Q_f(k) Q_s(2k) Q_f(k) + 2k A_x \partial_z E_{\text{split}}^T(k) + O(k^4). \]

Using (2.3) we obtain an expression for the truncation error operator for Leapfrog Duhamel,
\[ E_{\text{LFD}}^T(k) = \left( Q_f(k) Q_s(2k) Q_f(k) + 2k A_x \partial_z E_{\text{split}}^T(k) + O(k^4) \right) \]
\[ - \exp(2k A \partial_z) \]
\[ = E_{\text{split}}^T(2k) + E_{\text{LFD}}^T(k) + 2E_f(k) + 2k A_x \partial_z E_{\text{split}}^T(k) + O(k^4). \]

For \( A_s \) and \( A_f \) constant we have
\[ E_{\text{split}}^T(k) = \frac{1}{2} k^2 (A_f A_s - A_s A_f) \partial_z^2 + O(k^2) \]
so
\[ E_{\text{split}}^T(2k) + 2k A_x \partial_z E_{\text{split}}^T(k) \]
\[ = -\frac{1}{2} k^3 (A_f^2 A_s - 2A_f A_s A_f + A_s A_f^2 \]
\[ + A_s^2 A_f + A_s A_f A_s - 2A_f A_s^2) \partial_z^3. \]

The splitting error in Leapfrog Duhamel is thus roughly 8 times as large as the corresponding error in the time split method with Lax-Wendroff. The work comparisons of section 2 can be repeated for Leapfrog Duhamel with similar results.

6. Stability of the Leapfrog Duhamel method

At present the stability analysis for Leapfrog Duhamel covers only the case in which \( A_f \) and \( A_s \) are simultaneously diagonalizable,
\[ X A_f X^{-1} = M_f, \quad X A_s X^{-1} = M_s \]
where \( M_f \) and \( M_s \) are diagonalizable matrices. We assume that \( Q_f(k) \) is stable and is also diagonalized by \( X \). This is true for \( Q_f(k) = \exp(k A_f \partial_z) \) or for \( Q_f(k) = (LW(A_f, k/m))^n \) with \( \rho(A_f) k/mh \leq 1 \). Let \( q_f(k) \) be a single diagonal element of \( X Q_f(k) X^{-1} \) and \( \mu_s \) a diagonal element of \( M_s \). It suffices to consider the scalar equation
\[ U^{n+1} = q_f^2(k) U^{n-1} + 2k q_f(k) \mu_s D_0 U^n. \]

Let \( q_f(\xi) \) be the amplification factor corresponding to \( q_f(k) \). By assumption, \( |q_f(\xi)| \leq 1 \) for all \( \xi \).

**Theorem 6.1.** Suppose \( |\lambda \mu_s| \leq 1 \), where \( \lambda = k/h \). Then the amplification factor \( g(\xi) \) for the scheme (6.1) satisfies
\[ |g(\xi)| = |q_f(\xi)|. \]
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Proof. The amplification factor is derived by letting
\[ U^n_m = g^n(\xi)e^{i\xi m h} \]
in (6.1). We obtain the equation
\[ g(\xi) = g_f^2(\xi)g^{-1}(\xi) + 2i\lambda g_f(\xi)\mu_s \sin \xi h \]
which can be rewritten as
\[ (g(\xi)g_f^{-1}(\xi))^2 - 2i\lambda \mu_s \sin \xi h g(\xi)g_f^{-1}(\xi) - 1 = 0. \]
Solving this quadratic equation yields
\[ g(\xi)g_f^{-1}(\xi) = i\lambda \mu_s \sin \xi h \pm \sqrt{1 - \lambda^2 \mu_s^2 \sin^2 \xi h}. \]
If \(|\lambda \mu_s| \leq 1\), the square root is real and so
\[ |g(\xi)g_f^{-1}(\xi)|^2 = 1 \]
and hence
\[ |g(\xi)| = |g_f(\xi)| \]
as claimed. \( \square \)

Note that when the exact solution operator is used for \( q_f(k) \) we have \(|g_f(\xi)| = 1\) and hence \(|g(\xi)| = 1\) for all \( \xi \). In this case Leapfrog Duhamel is nondissipative.

7. Boundary data for the intermediate solutions.

For general initial boundary value problems we must be able to generate the appropriate boundary values for the intermediate solutions which arise in the use of a split scheme. We have developed a general methodology for defining the proper boundary data which will be illustrated here for constant coefficient problems at an inflow boundary. More general problems can also be handled, as will be reported on elsewhere. The procedure will be demonstrated for the time-split method (2.4a,b), but can also be used for the other methods previously described.

First consider the scalar problem
\[ \begin{align*}
  u_t &= -(1 + \epsilon)u_x & x \geq 0, t \geq 0 \\
  u(0, t) &= g(t) & t \geq 0
\end{align*} \tag{7.1} \]
with the splitting
\[ A_f = -1, \quad A_s = -\epsilon. \]
Take \( k = 2h \) and use the method of characteristics solution for \( A_f \) and Lax-Wendroff on \( A_s \). There is no need to use a Strang-type splitting, since the operators commute, and thus the split scheme is simply
\[ \begin{align*}
  U_m^* = U_{m-2}^* & \quad m = 2, 3, \ldots \\
  U_m^{n+1} = U_m^* - \epsilon(U_{m+1}^* - U_{m-1}^*) + 2\epsilon^2(U_{m+1}^* - 2U_m^* + U_{m-1}^*) & \quad m = 1, 2, \ldots \tag{7.2}
\end{align*} \]
The value of $U_0^{n+1}$ is given by the boundary conditions,

$$U_0^{n+1} = g(t_{n+1}).$$

For the splitting (7.2) we must also provide $U_0^*$ and $U_1^*$. In general with $k = ph$ for some integer $p \geq 1$, we would need to supply $U_0^*, U_1^*, \ldots, U_{p-1}^*$.

In order to generate boundary data we consider $U_m^*$ as an approximation to $u'(x_m, t_{n+1})$ where the continuous function $u'(x, t)$ satisfies

$$u_t = -u_x, \quad x \geq 0, \ t \geq t_n$$

$$u'(x, t_n) = u(x, t_n) \quad x \geq 0. \quad (7.3)$$

Then, using the differential equations governing $u$ and $u^*$, we can express $U_0^*$ and $U_1^*$ in terms of $g(t)$. Consider $U_0^*$. We want

$$U_0^* = u^*(0, t_n + \frac{\epsilon}{2})$$

$$= u^*(0, t_n + \frac{\epsilon}{2}) + \frac{1}{2}k^2u^*_{xx}(0, t_n) + \cdots \quad (7.4)$$

Here we used (7.3) to express $u^*_x$ in terms of $u^*_x$. But since $u^*(x, t_n) = u(x, t_n)$ for all $x$, this relation can be differentiated with respect to $x$, giving $u^*_x(x, t_n) = u_x(x, t_n)$ and similarly for higher derivatives. So (7.4) becomes

$$U_0^* = u(0, t_n) - ku_x(0, t_n) + \frac{1}{2}k^2u_{xx}(0, t_n) + \cdots.$$

We can now use the original equations (7.1) governing $u$ to rewrite this in terms of $t$-derivatives of $u$. Since

$$\partial_{xx}^j u = \left(\frac{-1}{1 + \epsilon}\right)^j \partial_x^j u \quad j \geq 0$$

we obtain

$$U_0^* = u(0, t_n) + \frac{k}{1 + \epsilon}u_t(0, t_n) + \frac{k}{4(1 + \epsilon)^2}u_{ttt}(0, t_n) + \cdots \quad (7.5)$$

$$= u(0, t_n + k/(1 + \epsilon))$$

$$= g(t_n + k/(1 + \epsilon)).$$

This is the desired boundary data.

For such a simple example it is easy to verify that this is the correct boundary value. According to the scheme (7.2) we would really like

$$U_0^* = U_{-2}^n = u(-2h, t_n).$$

Of course $u$ is not officially defined for $x < 0$, but using the differential equation (7.1) it can easily be extended from the boundary. Since (7.1) has characteristics with slope $1/(1 + \epsilon)$, we find that

$$u(-2h, t_n) = u(0, t_n + 2h/(1 + \epsilon)) = g(t_n + k/(1 + \epsilon))$$

exactly as in (7.5).

We can compute $U_1^*$ in the same manner. We want

$$U_1^* = u^*(h, t_{n+1})$$

$$= u^*(0, t_{n+1/2}) \quad \text{where } t_{n+1/2} = t_n + k/2.$$
We now proceed as before,

\[ U_1^* = u^*(0, t_n) + \frac{1}{2} k u_1^*(0, t_n) + \frac{1}{8} k^2 u_{11}^*(0, t_n) + \cdots \]

\[ = u(0, t_n) - \frac{1}{2} k u_x(0, t_n) + \frac{1}{8} k^2 u_{xx}(0, t_n) + \cdots \]

\[ = u(0, t_n) + \frac{1}{3} k u_t(0, t_n) + \frac{1}{3!} k^2 u_{tt}(0, t_n) + \cdots \]

\[ \approx U(0, t) + \frac{k}{2} u_t(0, t) + \cdots \]  

To summarize our procedure, we switched from \( t \)-derivatives of \( u^* \) to \( x \)-derivatives of \( u^* \). Since these were evaluated at time \( t_n \), they were identical to the corresponding \( x \)-derivatives of \( u \). We then switched back to \( t \)-derivatives of \( u \) along the boundary, which allowed us to use the known boundary conditions for \( u \). Clearly this procedure will not work so neatly when we deal with variable coefficients, systems of equations, or inflow-outflow boundaries. Nonetheless, these same ideas, combined with a little ingenuity, lead to sufficiently accurate approximate boundary conditions for a wide variety of problems.

**Constant coefficient systems.** Next consider the system of equations

\[ u_t = A u_x \equiv (A_f + A_s) u_x \quad x \geq 0, \quad t \geq 0 \]

\[ u(0, t) = g(t) \quad t \geq 0. \]  

We assume that \( A \) and \( A_f \) have strictly negative eigenvalues. In general \( A_f \) and \( A_s \) do not commute, so we will have to use a Strang-type splitting. There will be at least two intermediate solutions, say

\[ U^* \approx \exp\left(\frac{1}{2} k A_f \partial_x\right) U^n \]

\[ U^{**} \approx \exp(k A_s \partial_x) \exp\left(\frac{1}{2} k A_f \partial_x\right) U^n. \]  

Of course there may be many more if \( \exp\left(\frac{1}{2} k A_f \partial_x\right) \) is itself approximated by several steps of Lax-Wendroff, but they can be handled similarly. The general principle should be clear from considering (7.8).

Again let \( u^*(x, t) \) be a continuous function satisfying

\[ u_t^* = A_f u_x^* \quad x \geq 0, \quad t \geq t_n \]

\[ u^*(x, t_n) = u(x, t_n) \quad x \geq 0. \]  

We then want

\[ U_0^* = u^*(0, t_{n+1/2}) \]

\[ = u^*(0, t_n) + \frac{1}{2} k u_1^*(0, t_n) + \frac{1}{8} k^2 u_{11}^*(0, t_n) + \cdots \]

\[ = u(0, t_n) + \frac{1}{2} k A_f u_x(0, t_n) + \frac{1}{8} k^2 A_f^2 u_{xx}(0, t_n) + \cdots \]  

\[ = u(0, t_n) + \frac{1}{2} k A_f A_s^{-1} u_t(0, t_n) + \frac{1}{8} k^2 A_f^2 A_s^{-2} u_{tt}(0, t_n) + \cdots \]

\[ \approx g(t_n) + \frac{1}{2} k A_f A_s^{-1} g'(t_n) + \frac{1}{8} k^2 A_f^2 A_s^{-2} g''(t_n) + \cdots \]  

We assume that the boundary is non-characteristic so that \( A \) is invertible. In general \( U_0^* \) must now be approximated by the first few terms of (7.10). If we keep only the first two terms we will have boundary data with \( O(k^2) \) errors. This is sufficient to retain the \( O(k^2) \) global accuracy of Lax-Wendroff (see Gustafsson[7]). It may, however, increase the error constant considerably and partly offset the benefit obtained by using the split scheme. Consider, for example, a case in which
\[ A_f A^{-j} = I + O(\epsilon) \quad \text{for } j = 1, 2, \ldots \]

We can then retain \( O(\epsilon k^2) \) accuracy simply by taking
\[
U_0^* = g(t_{n+1/2}) + \frac{1}{2} k (A_f A^{-1} - I) g'(t_n).
\]

This will be illustrated in Example 7.1.

Now to find boundary values for \( U^* \). The easiest way to proceed is to note that
\[
U^* = \exp(-\frac{1}{2} k A_f \partial_x) U^{n+1}
\]

which prompts us to define \( u^*(x, t) \) as the continuous solution to
\[
\begin{align*}
  u_t^*(x, t) &= A_f u_x^*(x, t) & x \geq 0, \quad t \leq t_{n+1} \\
  u^*(x, t_{n+1}) &= u(x, t_{n+1}) & x \geq 0.
\end{align*}
\]

We now solve this backwards in time for
\[
U_0^* = u^*(0, t_{n+1/2}).
\]

Proceeding as in the derivation of (7.10) we obtain
\[
\begin{align*}
  U_0^* &= g(t_{n+1}) - \frac{1}{2} k A_f A^{-1} g'(t_{n+1}) + \frac{1}{8} k^2 A_f^2 A^{-2} g''(t_{n+1}) + \cdots \\
  &\approx g(t_{n+1/2}) - \frac{1}{2} k (A_f A^{-1} - I) g'(t_{n+1}).
\end{align*}
\]

**Example 7.1** Consider
\[
\begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} -1 & \epsilon_1 \\ \epsilon_2 & -2 \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} \quad 0 \leq x \leq 1, \quad t \geq 0
\]

\[
\bar{u}(x, 0) = f(x) \quad 0 \leq x \leq 1
\]

\[
\bar{u}(0, t) = g(t) \quad t \geq 0
\]

where \( \bar{u} = (u, v)^T \). We have chosen a strip problem to illustrate that outflow boundaries are frequently trivial to handle with a split method. Take
\[
A_f = \begin{bmatrix} -1 & 0 \\ 0 & -2 \end{bmatrix}, \quad A_s = \begin{bmatrix} 0 & \epsilon_1 \\ \epsilon_2 & 0 \end{bmatrix}
\]

For this problem the splitting error is
\[
E_{split}(k) = -\frac{1}{2} k^3 \begin{bmatrix} -\epsilon_1 \epsilon_2 & \frac{1}{4} \epsilon_1 \\ \frac{1}{4} \epsilon_2 & \epsilon_1 \epsilon_2 \end{bmatrix} \partial_x^3.
\]
If we use the time-split method (2.1a,b) then, according to (2.11), the optimal stepsize ratio is

$$\lambda \approx \sqrt{\frac{\epsilon}{\frac{1}{2} \epsilon + \epsilon^3}} \approx 2$$

where \( \epsilon = \max |\epsilon_j| \). For \( k = 2h \) and \( h = 1/M \), (2.4a,b) becomes:

$$
\begin{align*}
U_m^* &= U_{m-1}^n, \quad m = 1, 2, \ldots, M \\
V_m^* &= V_{m-2}^n, \quad m = 2, 3, \ldots, M \\
\bar{U}_m^n &= LW(A, k)U_m^*, \quad m = 1, 2, \ldots, M - 1 \\
\tilde{U}_0^{n+1} &= g(t_{n+1}) \\
U_m^{n+1} &= U_{m-1}^{*}, \quad m = 1, 2, \ldots, M \\
V_m^{n+1} &= V_{m-2}^{*}, \quad m = 2, 3, \ldots, M 
\end{align*}
$$

Notice that no boundary conditions whatsoever need to be specified at the outflow boundary \( x = 1 \).

On the inflow side we still need to specify \( U_0^*, V_1^*, \tilde{U}_0^* \), and \( V_1^{n+1} \). For this problem,

$$A^f A^{-2} = \frac{1}{(2 - \epsilon_1 \epsilon_2)^2} \begin{bmatrix} 4 + \epsilon_1 \epsilon_2 & 3 \epsilon_1 \\ 12 \epsilon_2 & 4 + 4 \epsilon_1 \epsilon_2 \end{bmatrix}$$

$$= I + O(\epsilon).$$

and we can retain \( O(\epsilon^2 k^2) \) accuracy by taking

$$\tilde{U}_0^* = g(t_{n+1/2}) + \frac{1}{2} k (A^f A^{-1} - I)g'(t_n)$$

$$= g(t_{n+1/2}) + \frac{k}{2(2 - \epsilon_1 \epsilon_2)} \begin{bmatrix} \epsilon_1 \epsilon_2 \\ 2 \epsilon_2 \\ \epsilon_1 \epsilon_2 \end{bmatrix} g'(t_n) \tag{7.14}$$

Similarly we use

$$\tilde{U}_0^{**} = g(t_{n+1/2}) - \frac{1}{2} k (A^f A^{-1} - I)g'(t_{n+1})$$

In order to implement the split scheme, we also need \( V_1^* \) and \( V_1^{n+1} \). We want \( V_1^* = v^*(h, t_{n+1/2}) = v^*(0, t_{n+1/4}) \) and so the appropriate value comes from the second equation of

$$a^*(0, t_{n+1/4}) \approx g(t_{n+1/4}) + \frac{1}{4} k (A^f A^{-1} - I)g'(t_n)$$

i.e.,

$$V_1^* = g_2(t_{n+1/4}) + \frac{k}{4(2 - \epsilon_1 \epsilon_2)} (2 \epsilon_2 g'(t_n) + \epsilon_1 \epsilon_2 g'(t_{n+1}))$$

where \( g = (g_1, g_2)^T \). Similarly,

$$V_1^{n+1} = g_2(t_{n+3/4}) - \frac{k}{4(2 - \epsilon_1 \epsilon_2)} (2 \epsilon_2 g'(t_{n+1}) + \epsilon_1 \epsilon_2 g'(t_{n+1}))$$

Computations confirm that these boundary conditions preserve \( O(\epsilon k^2) \) global accuracy in the split scheme. Actually, for this particular example with \( k = 2h \), even greater accuracy can be achieved. Computing \( E_n(k) \) from (2.5a) shows that the \( O(\epsilon^3 k^3) \) terms exactly cancel the \( O(\epsilon^3 k^3) \) terms in \( E_{split}(k) \), and that the total truncation error \( E^{true \_split}(k) \) is actually \( O(\epsilon^2 k^2) \), giving \( O(\epsilon^2 k^2) \) global accuracy. Higher order boundary conditions can be derived which maintain this accuracy, but this cancellation of errors is a fluke which does not occur in general.
Stability for the initial boundary value problem. The boundary approximations derived here all depend only on the given boundary function \( g(t) \) and its derivatives. Suppose the time-split method used in the interior is Cauchy stable. Then the stability of the resulting scheme for the initial boundary value problem follows directly from the theory of Gustafsson, Kreiss and Sundström[8], if we modify their stability definition 3.3 by using an appropriate Sobolev norm of the boundary data on the right-hand side.

8. Computational results.

In this section we give various examples of splittings and present the results of some numerical experiments. The first example is a 2 \( \times \) 2 upper triangular system of the form (1.11). We demonstrate the effects of the splitting error and its reduction by the use of a simple change of variables as discussed in section 2.

The second example is a variable coefficient scalar equation in which the coefficient has small variations around some large mean value. We give an expression for the splitting error in such problems.

In example 8.3 we consider the one-dimensional shallow water equations. In some cases this system can be broken up into a constant fast part and a quasilinear slow part in conservation form.

Example 8.1. This problem is designed to illustrate the effects of the splitting error. Consider

\[
\begin{bmatrix} u_t \\ u_x \end{bmatrix} = \begin{bmatrix} u_x \\ 0 \end{bmatrix} \quad \text{for } 0 \leq x \leq 1, \ t \geq 0
\]  

(8.1)

with initial conditions

\[
u_1(x, 0) = u_2(x, 0) = e^{-100(x-1/2)^2}
\]

and periodic boundary conditions

\[
u_j(0, t) = u_j(1, t) \quad t \geq 0, \ j = 1, 2.
\]

Figure 8.1 shows the results after 236 time steps using Lax-Wendroff with \( h = 1/50 \) and \( k = h/10 \) on the unsplit problem. Figure 8.2 shows the results based on the splitting

\[
A_f = \begin{bmatrix} 10 & 0 \\ 0 & 0 \end{bmatrix}, \quad A_s = \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix}.
\]

We used \( k = h = 1/50 \) with

\[
Q_s(k) = LW(A_s, k), \quad Q_f(k/2) = (LW(A_f, k/10))^5.
\]

In this case \( E_s(k) = E_f(k/2) = 0 \) by a judicious choice of \( k/h \) and \( m \). The second component \( u_2 \) is computed exactly and the errors in \( u_1 \) are due entirely to the splitting error.

If the change of variables suggested in (2.18) is applied twice to (8.1) with \( \epsilon = 0.1 \), we obtain the new variable

\[
\tilde{u}_1 = u_1 - (\epsilon + \epsilon^2)u_2 = u_1 - 0.11u_2
\]

and (8.1) becomes

\[
\begin{bmatrix} \tilde{u}_1 \\ u_2 \end{bmatrix}_t = \begin{bmatrix} 10 & 0.01 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \tilde{u}_1 \\ u_2 \end{bmatrix}_x.
\]
If we solve this system with the same split scheme as before and then transform back to the original variables by \( u_1 = u_1 + 0.11 u_2 \), the errors in \( u_1 \) are reduced to \( O(10^{-4}) \) as seen in figure 8.3.

The Leapfrog Duhamel scheme can be applied to this system with similar results. The same change of variables can clearly be used to reduce the splitting error in this scheme as well.

**Example 8.2.** For problems of the form

\[
  u_t = (a + \alpha(x))u_x
\]

with \( a \) constant and \( |\alpha(x)| \ll |a| \), the splitting error operator corresponding to \( A_f = a, A_s = \alpha(x) \) is

\[
  E_{split}(k) = \exp\left(\frac{1}{2}ka\partial_x\right)\exp(k\alpha(x)\partial_x)\exp\left(\frac{1}{2}ka\partial_x\right) - \exp(k(a + \alpha(x))\partial_x) = -\frac{1}{12}k^3a\left(\frac{1}{2}a + \alpha(x)\right)\alpha''(x) - \left(\alpha'(x)\right)^2\partial_x + O(k^4).
\]

For the Leapfrog Duhamel scheme the splitting error is

\[
  E_{split}(2k) + 2k\alpha(x)\partial_x E_{split}(k) = E_{split}(2k) + 2k\alpha(x)\partial_x \left(\frac{1}{3}k^2a\alpha'(x)\partial_x + O(k^3)\right) = -\frac{1}{3}k^3a\left(2a + \alpha(x)\right)\alpha''(x) - 4\left(\alpha'(x)\right)^2 - 3\alpha(x)\alpha'(x)\partial_x] \partial_x + O(k^4).
\]

The Lax-Wendroff and leapfrog errors on \( u_t = \alpha(x)u_x \) are respectively

\[
  E_{LW}^L(k) = -\frac{1}{6}k^3a(z)[a^2(z)\partial_x^3 + 3\alpha(x)\alpha'(x)\partial_x^2 + \left((\alpha'(x))^2 + \alpha(x)\alpha''(x)\right)]
\]

\[
  + \frac{1}{6}k^3\alpha(x)\partial_x^3 + O(k^4)
\]

and

\[
  E_{F}^L(k) = 2E_{LW}^L(k) + O(k^4).
\]

For the test problem

\[
  u_t = (1 + 0.1 \sin(2\pi x))u_x \quad \text{on } [0, 1]
\]

\[
  u(x, 0) = \sin(4\pi x) \quad 0 \leq x \leq 1
\]

\[
  u(0, t) = u(1, t)
\]

a comparison of the errors shows that the splitting error for either scheme with \( k = \frac{1}{h} \) should be of roughly the same size as \( E_L(k) \) and considerably smaller than the error for the unsplit operator with the same spatial step and reduced time step \( k = \frac{h}{2} \). Thus we expect the split scheme with the true solution operator used on \( u_t = u_x \) to be more accurate than the unsplit scheme. This is confirmed by the computational results in Table 8.1. Note that in this case the improved accuracy was obtained using only about one eighth the work required for the unsplit scheme.

If Lax-Wendroff is used on the fast scale, \( Q_f(k/2) = (LW(A_f, k/8))^4 \), the corresponding error \( 2E_f(k/2) \) is roughly the same size as the error in the unsplit scheme. This error dominates in the resulting split scheme and so we get roughly the same accuracy as in the unsplit scheme. This is also illustrated in Table 8.1.

**Example 8.3.** The one-dimensional shallow water equations can be written as

\[
  \begin{bmatrix}
    \phi \\
    \psi \\
  \end{bmatrix}_t = -\begin{bmatrix}
    1 \\
    0 \\
  \end{bmatrix}\begin{bmatrix}
    \phi \\
    \psi \\
  \end{bmatrix}_x \tag{8.2}
\]
where $v(x,t)$ is the velocity and $\phi = gh$ with $h(x,t)$ the height and $g$ the gravitational constant. Typically $\phi(x,t) = \dot{\phi} + \phi'(x,t)$ where $\phi'$ is constant and

$$|\phi'(x,t)| \ll |\dot{\phi}|$$
$$|v(x,t)| \ll |\phi|.$$ 

With the change of variables

$$u(x,t) = \phi^{1/2} v(x,t)$$

the system (8.2) becomes

$$\begin{bmatrix} u \\ \phi \end{bmatrix}_t = -\phi^{-1/2} \begin{bmatrix} u \\ \dot{\phi} + \phi' u \end{bmatrix}_x.$$

The natural splitting is then

$$A_f = -\phi^{-1/2} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$$

$$A_s(u,\phi) = -\phi^{-1/2} \begin{bmatrix} u & 0 \\ \phi' & u \end{bmatrix}.$$ 

We have $\|A_s\| \ll \|A_f\|$. The matrix $A_f$ is constant and the method of characteristics can easily be used for $Q_f(k/2)$. Furthermore, the problem on the slow scale can be written in conservation form. Since $\phi_x = \phi'_x$ we have

$$A_s \begin{bmatrix} u \\ \phi \end{bmatrix}_t = \left(-\phi^{-1/2} \frac{1}{2} u^2 \phi' \right)_x.$$ 

For the numerical experiments we used the initial conditions

$$u(x,0) = 0$$
$$\phi(x,0) = 16 + 0.1 \sin(2\pi x) \quad 0 \leq x \leq 1$$

and took $\dot{\phi} = 16$. We again used periodic boundary conditions and compared Lax-Wendroff on the unsplit problem with $k = h/20$ to the split scheme with $k = h$ on the slow scale and the method of characteristics for $Q_f(k/2)$. For $h = 1/100$ the results are shown in table 8.2. Again the split scheme outperforms the unsplit scheme. The errors were reduced by a factor of 100 while at the same time the work was reduced by roughly a factor of 10.
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Figure 8.1. True and computed solutions at $t = 4.72$ for example 8.1. The first component, $u_1$, is on the left and the second component, $u_2$, is on the right. The schemes used are:

- top: Unsplit Lax-Wendroff
- middle: Time-split method (2.4a,b)
- bottom: Time-split method with change of variables
Table 8.1. Max-norm errors for example 8.2 at various times t. The schemes used are:
- #1: unsplit Lax-Wendroff with \( k = h/2 \)
- #2: Leapfrog Duhamel with \( k = 4h \), \( Q_f(k) = \exp(ka_0) \)
- #3: Time-split method (2.4a,b) with \( k = 4h \)
- #4: Time-split method (2.4a,c) with \( k = 4h, m = 8 \).

<table>
<thead>
<tr>
<th>( h )</th>
<th>( t )</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/50</td>
<td>0.48</td>
<td>6.619(-2)</td>
<td>1.336(-2)</td>
<td>2.147(-3)</td>
<td>6.470(-2)</td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>1.342(-1)</td>
<td>1.949(-3)</td>
<td>4.598(-3)</td>
<td>1.315(-1)</td>
</tr>
<tr>
<td></td>
<td>1.52</td>
<td>2.058(-1)</td>
<td>1.144(-2)</td>
<td>7.193(-3)</td>
<td>2.016(-1)</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>2.685(-1)</td>
<td>3.434(-3)</td>
<td>9.617(-3)</td>
<td>2.623(-1)</td>
</tr>
<tr>
<td>1/100</td>
<td>0.48</td>
<td>1.677(-2)</td>
<td>3.356(-3)</td>
<td>5.581(-4)</td>
<td>1.635(-2)</td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>3.389(-2)</td>
<td>4.138(-4)</td>
<td>1.166(-3)</td>
<td>3.320(-2)</td>
</tr>
<tr>
<td></td>
<td>1.52</td>
<td>5.314(-2)</td>
<td>3.365(-3)</td>
<td>1.845(-3)</td>
<td>5.197(-2)</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>6.971(-1)</td>
<td>2.028(-4)</td>
<td>2.437(-3)</td>
<td>6.818(-2)</td>
</tr>
</tbody>
</table>

Table 8.2. Max-norm errors for \( u \) and \( \phi \) in example 8.3 at various times t. The schemes used are:
- #1: unsplit Lax-Wendroff with \( h = 1/100, k = h/20 \)
- #2: Time-split method (2.4a,b) with \( k = h = 1/100 \).

<table>
<thead>
<tr>
<th>( t )</th>
<th>#1</th>
<th>#2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>3.983(-4)</td>
<td>2.952(-6)</td>
</tr>
<tr>
<td></td>
<td>3.354(-5)</td>
<td>2.338(-7)</td>
</tr>
<tr>
<td>0.50</td>
<td>8.059(-4)</td>
<td>5.882(-6)</td>
</tr>
<tr>
<td></td>
<td>1.248(-4)</td>
<td>9.388(-7)</td>
</tr>
<tr>
<td>0.75</td>
<td>1.232(-3)</td>
<td>8.793(-6)</td>
</tr>
<tr>
<td></td>
<td>2.683(-4)</td>
<td>2.085(-6)</td>
</tr>
<tr>
<td>1.0</td>
<td>1.687(-3)</td>
<td>1.166(-5)</td>
</tr>
<tr>
<td></td>
<td>4.829(-4)</td>
<td>3.628(-6)</td>
</tr>
</tbody>
</table>
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