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SCENE ANALYSIS;: A SURVEY

Presented in this appendix is a survey which traces the development of scene analysia
by computer from its origins in digitized picture processing and patiern recognition,
and discusses geometric concepts related to projection. New approaches based on
projective geometry and neurophysical models are suggested.
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CHAPER 1. INTRODUCTION

Ccmputers are often counsidered extensions of the mind in
the same scnse that manual tools are extensions of the hand.
In this machine~-man analogy, physical measuring devices
(photccells, pressure sensitive switches, etc.) are the
sensory cells of organs of sensation and the computer receiv-
ing messages frcm them functions as an organ of perception.
In many applications of the analogy, e.g. process control,
the computer axhibits mere sensation and reflexes. 1In
artificial intelligence (henceforth AI), however, computer
systems are designed expressly to exhibit perception, comprehen-
sion, curiosity, and intention. Though rather anthropomorphic,
this aim is a primary motivation for most AI researchers and
raises many important philosophical and psychological questions
whose discussion has already changed our way of looking at
human intelligence. Naive popular interpretations of AI
include conjurations of evil or benevolent robots or, no less
anthropomorphic, the amoral oracle which answers questions
truthfully but refuses ("stubbornly, proudly") to consider
the good or evil consequences. The escalating impact of
computers on society elevates the importance of philosophical
questions about AI from resolving esoteric problems to making
decisions about social policy. The reader is directed to an
eloquent examination of the philosophical questions by Turing
(BIBGEN 1947V " and an investigation of the social impact of
Al by Firschein et al. (BIBGEN 1973). Such philosophical
questions are far beyond the level of this survey. However,
the psychological analogy is useful in introducing a unified
analysis of artificial visual systems whose characteristics
would otherwise appear quite diverse. Since artificial visual
systems are often aimed at imitating, improving on, or
generzlizing from natural visual systems, the analogy is not
as far-fetched or poetic as it might seem.

¥ See Chapter 4 for key to bibliographic references in the text.
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For the purposes of this paper I will define scene analysis
as the computer procesaing of two-dimensional projected images
of three-dimensional scenes, usually typical of whet humans see
in everyday life, to yield a data structure which somehow
captures the individual identity of and spatial relations
between, cocbjects in the 3-D world. Scene analysis is then
computer visual perception and comprehengion. This rather
narrow definition deliberately excludes holograpuy witich,
though it can give an accurate reverusible (i.e. yielding original
3-D surface), rapresentation of three dimensional objects,
treats the visual world as a mathematical surface devoid of
meaning. I also exclude picture proceasing which though often
applied to enhance images of objects to be treated by human
or machine viewers as three dimensicnal, (e.g. sterecphotos in
cartography) has not until recently addressed itself directly
to the data structure mentioned in this paragraph's opening
sentence. The two preceding areas are not meant to be slighted
by omission; they are among the most fruitful application areas
of computer processing of pictorial informatiun. They are
certainly in a more advanced state of application than scene
analysis. Their strong relation to scene analysis and the
area of overlap will be discussed. In this survey, I restrict
the scope more to semantic, relational aspects involved in
the representation of objects rather than the purely numerical,
rathematical surface defined by the locus of surfaces intersected
by the line of sight. "Semantics™ can mean a number of things,
80 let me exclude also the most common meaning in AI, viz.,
semantic data structures such as Winograd's (BIBGEN 1972) where
physical objects are represented devoid of their geometric
coordinates in terms of labelled items and their relations in
list structures for the purpose of manipulation and inference.
This too is a very important and closely related area whose
connections with scene analysis will be discussed though not
thoroughly surveyed. It is fraught with many of the open-ended
problems of the general representation of knowledge in Al
independent of vision. We then wedge ourselves narrowly between

1V 1—7
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applied mathematics (physics, geometry and computer processing
of pictures) and semantics (knowledge, meaning), using both
for support. I hope to show that many important advances in
scene analysis implicitly embody the curious semantics of
projective geometry, but often expressed in forms specifically
suited to optics and digital computation rather than the
general axicmatic form used in mathematics.

This survey consists of four chapters and a bibliography.
Chalter 1, which you are now reading, is a short introduction
to scene analysis and guide to the rest of the paper. Chapter 2
is the most important one. It consists of a history and state
of the art description of scene analysis techniques. It is
organized according to type of approach, in roughly historical
order. Chapter 3 is a conclusion which contains a critical
overview of the techniques and a preview of methods which might
be successfully applied in the future. Chapter 4 is a guide to
the bibliography. This includes a description of the kinds of
sources available and their relation to reseirch institutions.
Chapter 4 should be skimmed immediately in o:;der to understand
the format of references to the bhibliography in the text of
this survey.
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CHAPTER 2. SCENE ANALYSIS METHODS

2.1 Introductory Remarks

An important goal of scene analysis resea:rch is to build
artificial eyes connected with control systems which enable a
robot to manipulate and/or maneuver in its environment.
Applications include the design of visual systems for industrial
robots, automatic pilots for vehicles, mechanical extraterres-
trial explorers, and other devices. Tc organize the discussion
of diverse approaches, scene analysis methods are subjectively
divided into several areas in this chapter. Two major areas
are line analysis and region analysis. The former is based on
classifying and relating to each other the 2-D images of 3-D
edges and vertices of polyhedra in a scene. The latter is
based on merging adjacent picture regions with similar
properties. These and other areas will be described and
compared. The order of discussion will be historical except
when that conflicts with organization by area,

Many of the techniques discussed appear superficially to
differ greatly from each other. A deeper analysis in terms
of projective geometry, however, often points out implicit
exploitation of similar phenomena. This underlying connection
is not often discussed in the literature but will be brought
out to unify description of techniques in this chapter and
suggest fruitful areas for new research in the next.

Scene analysis owes much to earlier work in picture
processing and pattern recognition. These were the first
areas in which methods were developed for representing, analyz-
ing, and manipulating pictvrial (i.e. 2-D) information by
computer. This essentially geometric information processing
is quite different from more traditional number crunching or
text manipulation computer applications. Among the differences
are that picture manipulation requires much more processible
memory, and the processes are conceptually two-dimensional
rather than one-dimensional. The geometric problems and

Iv.1-9
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techniques of pattern recognii:. . ..nd scene analysis have much
in common but alsc some crucial differences. 1In the psycho-
logical model of mechanical vision, the aim of scene analysis
is to perceive and understand 2-0 images of 3-D scenes. The
meaning of this analogy can be clarified using a rudimentary
informational model; this yields a natural hierarchy from
physical measurement through pattern recognition to scene
analysis. The nature of this hierarchy is examined in the
following discussion of picture processing and pattern recogni-
tion. The reader can find comprehensive bibliographies of
picture procesging accompanied by clear descriptions of tech-
nigques in Rosenfeld's excellent surveys (BIBFIC 1969,1972-1397S5).
Any of the titles containing the words "Pattern Recognition®

in BIBPIC can introduce the reader to that topic.

2.2 Pattern Recognition and Scene Analysis

A physical measuring instrument can be considered to be a
finite state device, each of whose states corresponds to a
range of physical conditions of the object it is measuring.
Rothstein (BIBGEN 1956) has shown how the amount of information
about the physical object derived from such a measurement can
be formally defined in terms of thermodynamic entropy, thereby
linking computational and physical concepts. Though the
measuring device is finite state, and information consists of
reduction of uncertainty about which of these states correctly
describes the measured object, the physical state space is
usually thought of as a one-dimensional continuum with a metric.
That is, the finite set of states is well-ordered and can be
divided into subsets with that same property without limit
(until the gquantum uncertainty limit) and difterences between
values of state variables have meaningful (comparable) magni-
tudes. The psychological analogue of such information could
be termed a sensation such as the sensation of temperature,
brightness, or pressure; these quantities are usually considered
as belonging to one-dimensional intensity continua. The problem

V.1-10
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of classifying such information is usually trivially solved by
dividing the continuum into ranges and ordering obserxvations
relative to the limits of these ranges.

Pattern recognition involvas the classification of patterns
consisting of the cartesian products of many (usually) measure-
mants intc a small (usually) number of gets. The large dimen-
sionality of measurements not only obliterates the simple ordering
relation described in the preceding paragraph but also yielda
astronomical numbers of distinct possible patterns. A common
spproach to simplifying classification is toc pre-process the
information by extracting features, abstractions of simple prop-
erties definad by relations hetween members of subsets of the
pattern space. The number of features is usually far smaller than
the number of measurements and they are chosen so that they meas-
ule some pattern properties related to the desired classification.
Ti.2 cartesian product of a number of features constitutes feature
space; points in this space derived from patterns which are to be
assigned to the same set in pattern clasgsification ought to
cluster together more than points derived from ditfering patterns.
By defining a distance function between points in feature space,
classification is achieved by assigning a new poin:t to the near-
est cluster. The kinds of features chcsen are crucial to effective
clustering and highly task specific. Many of the tools of pattern
recognition are derived from sophisticated statistical decision
theory applied to the asgignment of points in feature space to
clusters. Tou and Gonzalez {BIBPIC 1974) contains detailed
description of these tools and a good bibliography for other
sources in pattern recognition. 1In our psychological analcgy,
if measurement is associated with sensation, pattern recognition
is associated with perception. Assigning large numbers of dis-
tinct patterns to a single class corresponds to recognizing a
form or percept in any one of a large number of differing parti-
cular presentations.

In visual (also called optical or pictorial) pattern recigni-
tion, the patterns to be classified are usually gray-level (also
called grey-scale) pictures. These are 2Z-D pictures which have

Iv.1-11
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been divided into cells by a regular grid. Each cell is charac-
terized by a single number (measurement) corresponding to the
integrated intensity of light throughout that cell. Any picture
is then a pattern or point in a space with as many dimensions as
there are cells in the grid. Hence, for an n » n grid, the
pattern space has dimension nz. The earliest efforts in pictor-
ial pattern recognition were directed to the problem of recogniz-
ing printed characters such as numerals or letters of the
alphabet by template matching, described as follows. The gray-
level in each cell is either 1 or 0 depending on whether ink
(darkness) is present or absant in that part of the picture. The
ideal example of any character is called a template and is
represented by the n2 component vector of 1l's and 0's. Classifi-
cation of other samples is achieved by identifying each with the
ideal (template) vector it best matches; by "best" is meant that
for which the largest number of corresponding components match in
the two vectors. The method fails completely if the sample to bhe
recognized is not almost identical in size, position and orienta-
tion to the template. Two-dimensional transformations "scramble"
the nzwdimensional vector. This limitation can be overcome by
exploiting the fact that the nz vector can be "unfolded™ into the
two-dimensional picture space. In this much more tractable space.
applying simple geometric transformations can invert the effects
of 2-C translation, rotation, scale change and other one-to-one
transformations to yield a pattern in registration with any
template. Such techniques have been applied to yield optical
character recognition (OCR) devices capable of reading printed
text into a computer automatically.

When geometric transformations are unpredictable, not
invertible or too complex, for example in recognizing handwritten
characters, the methods described in the preceding paragraph are
inadequate. In more complex problem domains, feature extraction
can be very helpful. Unlike the case of general pattern recog-
1ition where feature extraction operates over the many dimensional
space of the cartesian prcduct of measurements, in pictorial

V. 1-12
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pattern recognition, feature extraction usually operates over the
two-dimensional picture space. That is, features in the latter
case often represent simple geometric properties. Some corres-
pond to local relations such as shape, orieatation, curvature,
contrast and number of lines at an intersection while others
reflect more global relations such as topological connectivity,
visual texture, repetitiveness, size or alignment of parts.
Spatial frequency analysis including hologram analysis can be
regarded as the extraction of global features related to geometric
symmetries. Presence of such features corresponds to peaks in

the frequency domain. Families of orthogonal square wave functions
such as Walsh, Haar and Hadamard (e.qg. Gerardin and Flament,

BIBPIC 1969) functions are corputationally much simpler for
spatial analysis thar the trigonometric functions used in Fourier
analysis partly because inner products in the former case can
reduce to boolean operations and also bacause their digital nature
is more appropriate for grey-scale (digitized) pictures. However,
the Fourier transform itself can be cheaply and rapidly effected
using optical holograpliy. A useful characteristic of spatial
frequency analysis is that geometric distortions and their

inverses in the picture domain often coirespond to easily expressed
changes in the transform domain, greatly simplifying the problem
of picture registration in generalizations of template matching.
Another useful characteristic is that the image degrading effects
of high frequency noise resulting from digitization of poor optics
can be effectively countered by low-pass filtering in the frequency
domain. Also, spatial integration and derivative taking are
expressed in simple algebraic terms in the transform domain. The
disadvantages of spatial frequency analysi. are computational
expense and inflexibility in choice of features. The technique

is useful only if certain kinds of global geometric symmetries

are suitable for distinguishing pattern classes. Then, special
purpose hardware can overcome the computational expense of general
purpose softeware. Fingerprint classification and visual texture
analysis are examples of tasks where this is true. One advantage
in extracting features of whatever type is that pattern classifica-

v.1-13
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tion can often be accomplished by template matching in the 2-D trans-
form space more easily than in the n2 dimensional picture space.

Contrast features have been particularly useful in a wide
variety of applciations, including scene analysis. These are :
incal features corresponding to small, simple neighborhoods ;
4 exhibiting strong variation in the gray levels of their consgti- :
E tuerit cells. In simple pictures composed of relatively large
: uniformly light areas differing from each other in gray leve!,
such high contrast neighborhoods outliane the regions. The ;
- picture can then be represented as a collection of chains of high .
contrast boundary curves. In a sense this correaponds to storing
only the locations of non-~zero gray-level gradients rather than
all gray levels. Since gradients are zero in large uniform
regions, far less information is needed to specify the picture
than the gray-level representation, though the latter can be
i reconstructed by a computation analogous to integration. This
economy is vital because the gray-level representation often

e
et o e

reguires more central computer memory than is available at one
time.

Representing any curve, including a boundary, by encoding
differences between coordinates of successive cells along the
curve rather than listing locations is called chain encoding.
This difference in coordinates corresponds roughly to the
digitized derivative or slope and economizes storage for reasons
analogous to those given in the preceding paragraph describing
the gray-level to gradient transition. 1In addition, however,
chain encoding yields digitized descriptions of geometric shape,
independent of position, which can be used to compute such

measures as area, curvature and perimeter as well as express

the changes in patterns resulting from geometric transformations.
i . Such digitial computations have been developed by Freeman (BIBPIC
E 1974), Weiman and Rothstein (BIBTR 1972), and Rothstein and
Weiman (BIBPIC 1976). Applications range from image processing
to computer graphics. The discrete expression of these

geometric computations is often completely different from their
expression in continuous mathematics. The processes of geometric

IvV.1-14




abstraction outlined above play an important role in pattern 4
recognition in part because of the resulting computational
economies. One such economy is realized in approximating curves
by straight line segmen’s. Since the curve is completely deter-
mined by its endpoints, only they need be stored. In scene
analyais, straight lines alsn play an important role because
: of the projective geometric relation between the 3-D scene and
its 2-D image.

Dividing a picture into regions using any criteria, including
high-contrast boundaries, leads to an abstract description in
terms of region adjacency. That is, each region can be rapresent-

S e ey e g sy

ed as a node in a graph and edges connect nodes representing
regions sharing a common border. Besides being informationally
economical, the picture is described in terms of topological
relations rather than the exact pocsitions and shapes of its parts.

b s -+

Such a description is invariant under a large group of geometric
! and other transformations. This approach has been generalized to

what are called linguistic methods in pattern recognition (see
Miller and Shaw, BIBPIC 1968 and Kaneff, BIBPIC 1970). 1In the
- linguistic approach the relational description of a picture is
more important than simple classification. The relations may be
much more general than topological connectivity but the descrip-
tion is still graghical. The graph can be modified by rules
from a graph grammar to either parse or generate "legal" graphs,
i.e. those corresponding to valid pictures. This is a "more
intelligent® process than classification of pictures in the same
sense that parsing a sentence (word) in a formal language is a
"more intelligent" process than simply recognizing its constitu-
ent words (symbols). It has the important advantage over classi-
fication that a potentially infinite class of pictures, i.e.

including pictures never seen before, can be recognized or des-

. cribed. This kind of relational analysis is an important
charactertistic of many scene analysis methods. In our psycho-
logical model, it corresponds to comprehension of a whole as

more than the sum of its perceived or recognized constituent parts.
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The scene is compzrehended as an organization, rather than merely
a collection, of cbjects.

There are phenomena in the process of projecting 3-D scenes
into their 2-D images which traditional 2-D pattern recognition
techniques do rot address. Paramount among these is foreshcrten-
ing, a distortion in which the 2-D distance between image points
depends on the orientation of the line connecting the corres-
ponding 3-D points relative to the line of sight and also oa their
diatance from the image plane. The extreme case of foreshortening
occurs when the line connecting two 3-D points is a line of sight
(goes through the point of projection). For opagque objects, the
usual case, this yields occlusion, a discontinuity that abruptly
erases part of an object's image that may contain important
features for recognition. This phenomenon causes hidden surfaces
and on 3-D rctation of an object in a scene yields a succession
of 2-D views that cannot be continuously transformed into each
other. Projection is a many-to-one function and therefosre not
invertible. This loss of information and the discontinuities
in 2-D images of continuously transformed 3-D objects cannot be
overcome by cordinary feature extraction, 2-D geometric <ransfor-
mations, or template matching.

The information loss in projection is structured in the
sense that any two 3-D points that are mapped into one image
point lie on a straight line thiough the point of projection,
i.e, a line of sight. 1If there are two points of projection
then, the intersection of two lines of sight uniquely determines
the position of a point in three dimensicns, a property useful
in binocular stereoscopic vision. Geometrically related to this
property is the fact that a line in three dimensional space
together with the point of projection determine a plane in
three space. This plane intersects the image plane in a straight
line; hence 3-D straight lines have 2-D images in the picture
plane that are alsoc straight lines. This fact, together with
the informational economy in representing straight lines
discussed in the paragraph on chain-encodii.g earlier, make it
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natural that many cf -ha errliest efforts of scene analysis were
directed to analvzing scenes’ containing straight lines. Such
scenesa contained polyhedra, 3-D objects hounded by planar faces
which therefore intersect along s+raight line edges. The 2-D
images of the faces Are regions bounded by straight lires. 1In
simple lighting situations a planar face is usuzlly uniformly
bright, but the different orientations of faces relative to the
light source and the observer yield image regiors of different
grey levels. Thus, the images of erdges may be found by using
contrast features. We shall briefly examine gsome of *he techniques
used for finding these straight lines in gray-level pictures
before discussing the analysis of polyhedral scenes.

Identifying straight lines in gray-level pictures was a
much more difficult task than originally anticipated by researchers
in scene analysis. It appeared that one need only trace along
adjacent high-contrast features in pictures of pclyhedra to get
straight lines, but in reality such features were often spuriously
present in noisy picture regions not near straight lines and
difficult tc detect in some places alony faint straight lines.
Though smoothing (or low pass filtering) reduces noise, it alse
suppresses contrast. Special contrast fealure extractors can be
designed, however, which paradoxically enharce contrast while
suppressing noise; they combine spatial smoothing and the taking
of spatial derivatives. Smoothing a function can be accomplished
by taking the convolntion of the function with a fixed smoothing
functioi svsh as the gaussian function. In Lhe discrete version
of the process, the convolution integral reducas to a weighted
aversje of values in a local rneighborhood. The result in either
version is "blurring®” or smoothing. Now, regions of high contrast
are characterized by extreme values of derivatives. In a picture,
derivatives are deiined as the limits of ratios of intensity to
distance between points at which the intensities are observed.

From now on, the word "scene" refers to the 3-D configuration
whose image is projected onto a 2-D picture,
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In the discrete version the limit cannot proceed below grid cell
size, wnich if taken to equal unity reduces the dsrivative to a
kind of weighted finite difference. Smoothing and derivative
taking in the continuous case can be conceptually unified by
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congidering their representations in Laplace transform theory.
There, convolution in transform space corresponds to multipli-~
cation of the pattern transform by the transform of the smoothing

i

function. The transform of the derivative of a pattern is simply
a constant times the transform of the pattern. Since products

e

o

‘ commute, the same result is effected by taking the derivative of
a smoothed pattern as by taking the convolutioc.. cf the pattern

with the derivative of the smoothing function. In discrete form,
the latter coresponds to taking a weighted average of the
picture points in a neighborhood where the weights may be negative

. s s B

s e

as well as positive. Thus, smoothing and derivative taking can

e W o

be accomplished in one step no more complex computationally than
smoothing. Smoothing is analogous to a 0th order difference, and
various higher order derivatives are analogous %o higher order
differences. 1In the 2-D case partial derivatives correspond to 3
finite differences or weighting functions over neighborhoods i

rather than intervals. The choice of diameters of these neigh-

P
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borhoods is critical in effective feature extraction. Ordinarily
"noise" grain is much finer than "signal®™ {or true picture) grain,
If the diameter of averaging neighbhoods falls between these two
grain sizes, both noise suppression and contrast enhancement can

T ot s o )

occur simultaneously resulting in a better signal-to-noigse ratio.
Almost all contrast feature detectors can be considered as

.o
H
! '

weighted averagers as described in the preceding paragraph.
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Examples are fhirai's contrast Jetector (RIBSA 1973) which

e o

resembles a siroothing and first order derivative taken in a
direction perperdicular to a line. The Laplacian operator is a
second order partial derivative; Horn (BIBTR 1972 and BIBPIC 1974)
discusses its discrete analog. Hueckel's (EIBPIC 1971, 1973) .
operators are combinations of finite differences of various orders;

tor that reason they are particularly versatile in detecting and

Iv.1-18




H
i
i
t

describing a broad range of types of contrast; however they are some-
what more expensive computationally than simpler differencing schemes.
Smoothing and taking spatial derivatives of a picture of a
polyhedral sccne yields distinctive ridges and valleys along the
images of polyhedral edges and yields flat regions where high
frequency noise or uniform intensity prevail. The TRACK program
package developed at MIT and described by Lerman and Woodham
(BIBTR 1973) reduces such a picture to a line drawing. It uses a
Shirai type contrast detector to locate points of high zontrast;
with these it associatea more distant points lying close to the
best straight line fitting the original points, progressing from
point to point. A straight line is thus extended in the direction
best fitting (according to some mean square error criterion) those
points already assigned to it. When no more feature points are
found in that direction, the line is terminated. Thresholds can
be set to "tune" the program to various contrast levels and
acceptable line lengtha. 1In the end, the data structure that
TRACK presents to scene analysis programs consists of lines speci-
fied by their endpoints. Neither gray-levels nor features remain.
Using statistical mathematical models for noise, edge image
blurring, and light intensity variations over polyhedral surfaces
Griffith (BIBPIC 1971, 1973) derived theoretically the acceptance
criteria for straight line determination that are found experi-
mentally (by "tuning" thresnolds) in the TRACK program package.
Duda and Hart (BIBPIC 1972) use a rather different method for
recognizing straight lines in noisy situations which was applied
by O'Gorman and Clowes (BIBPIC 1973). It involves first finding
high-contrast neighborhoods and then scanning these in two perpen-
dicular directions with feature extractors resembling first order
derivatives. These two "directional derivatives" are components
of the local light intensity gradient. The direction of any local
edge is perpendicular tc this gradient, and can be considered as
a small segment of a straight line. The so-called Hough Transform
is applied to each small line segment (local edge) to represent it
as a point in a space whose two dimensions correspond to the angle
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the local edge made with the x-axis in the picture space and the
distance of the line on which it might lie from the origin. Any
extended line in picture space will yield a small dense cluster
of such points in Hough Transform space. The degree of cluster-
ing is therefore used as a criterion in deciding whether a
line exists in the picture; its endpoints can be found by locating
extreme values of the coordinates of the neighborhocods corres-
ponding to the edges in question. A crucial difference between
this method and tracking methods is that orientation of a feature
and its exiatence anywhere on the line locus are used as evidence
rather than feature continuity with respect to tracking order.
The result is that a line can be recognized even if interrupted
by many large gaps or crossed by other curves; in such situations
tracking could fail. The end result of the Duda-Hart process is
also a data structure representing straight line segments whose
end points are specified.

If, in our psychological analogy, light intensity measurement
corresponds to sensation, then pattern recognition, including
straight lire recognition, could be called perception. The next
level up in the hierarchy is then comprehension. In artificial
vision we shall here consider comprehension as understanding
something about the 3-D relations between parts whose 2-D images
have been perceived. The goal of scene analysis is that kind of
comprehension. We will now examine some of the first approaches
to recognizing scenes consisting of polyhedra based on the line

drawings of their images.

2.3 Approaches to Scene Analysis

2.3.1 Analysis of Straight Line Representations of Polyhedra .

In the history of scene analysis Roberts (BIBSA and BIBTR
1965) is credited with taking the first step in computer interpre-
tation of a 2-D picture as a monocular view of a 3-D scene.

His method was an extension of known picture processing and
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pattern recognitjon techniques. First, the grey-scale picture is
reduced to a lire drawing by fitting lines to contrast features.
Racognition is accomplished by geometric transformation and
generalized template matching, but in the 3-D realm xather than
the 2-D picture space. Picture regions are considered to be the
images of polygonal faces of polyhedra. The polyhedra in the

3-D scene are restricted to be examples of certain known models,
hencs the 2-D images of faces can only be of certain known types,
subjected to projective distortions. The final image is a product
of rigid motions of the polyhedra in three dimensions and the
projective transformation. In cartesian coordinates the former
are linear and the latter nonlinear transformations. Roberts
overcame the computational difficulties in expressing this mixture
by using homogeneous coordinates which permit a unified linear
rapresentation of all relevant transformations. This notation
originated in projective geometry (see Coxeter BIBGEN 1964) where
it greatly simplified and unified description of phenomena diffi-
cult or impossible to describe in Euclidean geometry. The next
step in Roberts' recognition process is to invert the transforma-
tions which yielded the image to identify the visible faces of

the 3-D polyhedra. PRecognition consists in matching the resulting
3-D structure with a known model, a generalization of template
matching.

Roberts' method cannot correctly label picture regions as
faces of blocks in a 3-D scene when that scene contains unknown
types of polyhedra or known types which partially occlude each
other. Guzman (BIBTR and BIBSA 1968) tried to overcome these
weaknesses as well as avoid the computationally expensive numeri-
cal approach by using more linguistic, relational methods. Given
the line drawing of a scene, Guzman's SEE program does not use
the exact coordinates of points and lines as does Roberts' program
but rather the geometric relations between them. SEE concentrates
on points at which several picture lines intersect. These junctions
are the images of polyhedral vertices, the meeting points of
several faces. The acuteness or obtuseness of the angles between
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these junction lines depends on the viewer's position relative to
the plares of the polyhedron. For example, when looking at a
corner of a cubical building from the street, the two visible
roof edges and the intersection of the walls at the corner form
an image junction which resembles an upward pointing arrow. After
a vertical helicopter ride to a position above the plane of the
roof, the junction resembles a two pronged fork; the angle between
the shaft of the arrow and its barbs has changed from acute to
obtuse and the roof surface has become visible. These and
several other junction configurations are recognized by Guzman's
program. From observing cases, heuristics are derived for infer-
ring whether or not regions on either side of a junction line
should be considered as images of adjacent faces of a polyhedron.
An abstract model of the scene is constructed by representing each
region as a node in a graph and face adjacency is denoted by
linking appropriate nodes. The phase just descriped yields a .
representation based on information local to junctions. A moréN
globally plausible structure is derived in the next phase by
examining the graph and ruling out certain unlikely configurations
such as incorrect connections between distinct polyhedra.

The graphical representation of distinct bodies by Guzman
has a linguistic flavor and is a higher level abstraction than
Roberts' representation of examples of models. This permits
analysis of much more complex scenes witn many objects partially
occluding each other and containing objects never seen before,
One key to the power of this approach is that junction properties
exploited by the region-linking heuristic¢s are invariant under a
large class of 2-D and projective transformations. Therefore,
transformation inversion which Roberts needed, is never necessary.
Junctions are informationally rich kecause they capture at a
single point the relations between several extended parts (the
faces) of polyhedra.

Guzman's program was a first step in junction analysis, and
it had several unforeseen weaknesses. After a more careful analy-
sis of scenes and their images, Rattner (BIBTR 1970) embodied an
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improved set of heuristics in his program SEEMORE. One of the
weaknesses of Guzman's program was that in scenes with many

E objects close to each other, shadows are thrown across faces and
E‘ their edges can be misinterpreted as the images of polyhedral

3 edges. Orban (BIBTR 1970) studied these configurations and

E developed heuristics for detecting and removing such lines from
d junctions.

E' wWaltz (BIBTR 1972) attacked the same scene analysis domain
as Guzman, Orban, and Rattner but instead of using a set of
heuristics based on empirical observations he analyzed geometric
relations between 3-D vertices and the junctions that are their
i projective images. His fundamental object of analysis was also
i the junction type, but inhstead of considering only shape, he

l examined the 3-D configurations that could give rise to such

' shapes. He then labelled junction lines with descriptors of the
3-D properties they could correspond to. These labels were
originated independently by both Huffman (BIBSA 1971) and Clowes
(BIBSA 1971) to distinguish between 3-D edges which are concave,
convex, occluding bordering surfaces or cracks between objects.
Huffman used these four labels to determine whether or not line

i it G

e e

drawings could be interpreted as pictures of "real" objects.
This involves attaching labels to lines and progressing to other
lines through junctions until all lines are labelled. The
existence of one kind of label at a junction constrains the
label of other lines. Any line can only be assigned a single
label. If it is impossible to label a picture consistent with
these constraints, it could not be the picture of a real object.
An example is the "devil's pitchfork", a picture which locally
iooks "real" but is inconsistent globally. Waltz exhaustively
examined all possible views of vertices where three (and in a
few cases, more) polyhedral faces met and labelled the lines
accordingly. For any particular junction shape, a large number
of possible labellings, each corresponding to a Aistinct 3-D
configuraticn, is possible.

Waltz' program associates with each juncticn in a picture
a list of all its possible labellings. Those are ruled out for
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which no adjacent junction has a lzbelling compatible along the
line they share. Waltz originally thought a tree search would be
necessary to examine all consistent labellings, with the accumu‘a-
tion of interacting constraints leading to a single or few
possible complete picture labellings. To his surprise, most
junction labellings were ruled out in simply progressing from
junction to junction. The reason was that the apparent increase
in descriptive complexity is more than offset by the fact that

the number of geometrically realizable labellings of any parti-
cular junction share is far smaller than the number of combinations
possible if the lines could be independently labelled. Thus
compatibility between adjacent junctions is much less likely than
if lines were labelled independently. Waltz next introduced
shadow labellings for lines; exactly the same phenomenon occurred
resulting in even better scene analysis with no tree searching
necessary. Shadows, instead of interfering with scene analysis

as in previous approaches, actually contribute information.
Newborn (BIBTR 1974) embodied Waltz's picture labelling algo-
rithms in New York University's high-level set theoretic language
SETL.

The descriptive labels on the lines of an analyzed picture
can easily be used to derive object identity. Waltz goes beyond
Guzman, however, in that even more gecmetric information about
the 3-D scene is found. Crude shape descriptors for edges tell
something about the relative positions of planes in the 3-D
scene. A drawback is that instead of a small number of junction
labels, a large dictionary, with thcusands of entries, must be
stored or computed.

Waltz's improvement over Guzman is a result of generalizing
Guzman's heuristics which were seen as special cases of the
geometric semantics relating 3-D vertices and their 2-D images
(junctions). Mackworth's program POLY (BIBSA 1973) is an
extension in this tradition. His approach is based on the
following geometric representation. Any 2-D picture of a 3-D
scene consists of the projection of the latter's visible pointe
through the image plane to a single special point called the
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viewpoint. In a camera, for example, the photographic £ilm
occupies the image plane and the viewpoint lies in the lens.

The 2-D image of a line in the 3-D scene is also a line. This.
image line and the viewpoint determinz a plane which must also
contain the line in the 3-D scene which gave rise to the image.
This is called the "plane of interpretation" by Mackworth; the
polygonal image of a polyhedral scene yields a bundle of planes
of interpretation all of which contain the viewpoint. Now, if

the scene consists of polyhedral objects, their faces intersect
along straight line edges whose images determine the planes of
interpretation. The relations between the orientations of these
sets of planes c. n be exploited to infer the former from the
latter. The cumbersome scene representation of planes as sets

of points is avoided by representing ecach plane as a single point
in dual space. 1In brief, any plane in three space can be
characterized by the direction of its normal and its distance
from™“the origin: thus in dual space each plane is represented

by a point at the tip of a vector stariing at the origin pointing
in the direction of the normal and having magnitude egqual to the
distance of the plane from the origin. Relations between planes
have the following representations in dval space. A set of
parallel planes corresponds to a set of points lying on the same
line through the origin. The intersection of a numbe. of
planes in a single pcint (polyhedral vertex) corresponds to the
vertices of a planar polygon in dual space. All planes of inter-
pretation are represented as peints in dual space 1lying in a
single plane:; that plane is the dual of the viewpoint. The edges
bounding a single face of a polyhedron correspond in dual space
to lines passing through a single point, the dual of the planar
face.

Mackworth's program POLY operates on the dual space repre-
sentation of scenes and their images to determine edge types
(such as Huffman and Clowes types), surface orientation, body
identification, and hidden structure. It tries to link neigh-
boring image regions by labelling the lines separating them as
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the images of "connect"” edges in the scene, i.e. intersections
of the planes whose ilmages are - ragions. In dual space,
identifying a connect edge between two planes corresponds to
drawing the dual of the edge (a2 line) through the duals of the
planes (two points). Progressing from region to region in the
image corresponds to connecting points with straight lines in 'i
dual space. Constraints imposed by incidences in the image hLave t
their counterpart congtraints in dual space, preventing many |
edges from being interpreted as connect edges. Since the back- 3
ground ordinarily consists of a single plane, the program begins
by attempting to connect it to all regions bordering it. There,

; the large number of simultaneous constraints greatly reduces the

]
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amount. of backtracking necessary in searching for correct picture 3
| interpretations. The eventual aim is a picture in which every
edge is labelled as connecting or occluding two neighboring
‘ regions. Pclyhedral objects in the scene correspond to poly-

Ml b ke e m B

hedra ir dual space; completing missing portions in the latter
; corresponds to solving hidden line and surface problems in the
former. Pictures for which this is impossible are generaliza-
- tions of Huffman's illegal or "nonsense" sentences, for example,
E the "devil's pitchfork" mentioned in the discussion of Waltz'
approach.

Mackworth's purely geometric, projective approach appears
superficially to be a step backward from the abstract, symbolic
approaches of Guzman and Waltz to the numerical methods of Roberts.
That this is not so stems from Mackwroth's dual space represen-
tation in which pcints correspond not to points in the scene but
to sets of points (planes) bearing some relation to each other.
Kkoberts' approach was based essentially on transformation and
template matching, though with a novel twist; in Mackworth's
approach object identification results from interpreting the
dual graph in terms of connectivity rather than shape and posi-
tion of picture parts. This extraction of high-level relations
is in the spirit of Guzman and Waltz and is one property which
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characterizes artificial intelligence approaches as opposed to
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pattexrn recognition approaches. 1In addition, however, the dual
space representation can yield geometric information about the
scene inaccessible to Guzman and Waltz. Distances and angles in
dual space correspond to quantities describing geometric rela-
tions between entities in the scene. Among these are orientations
of faces and edges; Waltz's classification of these was restrict-
ed to binary distinctions such as convex vs. concave. Waltz's
dictionary of junction types is a list of special cases of
phenomena Mackworth can represent in their entirety. Waltz's
surprise at the small number of realizable parsings of sentences
over words in this dictionary would have vanished if he had known
about the general constraints of positioning points and lines in
dual space. Mackworth's dual space representation is capable of
yielding an infinite dictionary,including all the difficult cases
of polyhedral vertices formed by more than three coincident planes.
Though he did not include it, there is room for representing
shadows as projections of edges through the light source onto a
surface in the scene and then through the viewpoint to the image
plane. This new projection point (the light source) ought to add
many of the scene analysis capabilities of binocular visual systems;
the dual space equivalent of this point is a plane which would
further constrain relations between dual space points.

The polyhedral scene analysis programs just described (from
Roberts through Mackworth) are characterized as "bottom up".
That is, before scene analysis proper begins, small regions of
high local contrast (features) are found and linked together by
least squares or similar statistical methods into straight line
segments. These line segments are the primitives on which the
scene analysis programs operate. A serious drawback of this
approach is that feature detection is very sensitive to threshold
and appropriate thresholds may differ in different parts of the
picture depending on the high-level (semantic, 3-D geometric)
structure of the scene. This high-level information cannot be
known in advance of the low-level or line finding phase of the
operation. In using a uniform threshold throughout the picture,
high sensitivity yields spurious feature detection where noise
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is present. Noise is inevitably high due to camera imperfections,
bad lighting, uneven reflective properties of objects in the

scene and digitization truncations (HORN, BIBTR 1969). Lowering

i sensitivity of feature finders to avoid false positive detections
results in failure to detect faint lines between regions which are
the images of nearly equally bright adjacent faces of a polyhedron.

Falk's (BIBSA 1971,1572 and BIBTR 1970) approach to solving
] the problems described in the preceding paragraph was to append a 5
"top-down" phase to the bottom-up phase. Spurious lines are ‘
2 removed and missing lines are added after the initial bottom-up
i phase by considering the initial line drawing as the projected
; image of a scene consisting of a collection of polyhedra of known
types. Inverting the scene~to-image projection in the manner of
- Roberts and solving hidden line and surface problems leads to a
E best model of the scene in terms of the known polyhedral types.
Missing or extra lines resulting from the bottom-up phase are
added or deleted respectively to make the final line drawing
‘ conform to the model of the scene. Thus, it differs from Roberts'
approach in that a Guzman-like bocttom-up phase first predicts
the scene objects and only after that relatively cheap computation
(list processing rather than matrix operaticns) does the projec- §
tive analysis occur. The advantage is not only greater i
simplicity, but the Guzman-like phase of the operation is far ;
superior in analyzing scenes with large numbers of objects which 5
occlude portions of each other. One drawback of this method is §
that the scene is limited to collections of objects from a fixed
set. The hidden line and surface algorithms are also computation-
ally expensive,

Shirai (BIBTR 1972 and BIBSA 1973) overcame many of the draw-
backs of the bottom-up approach using a method that looks decep-
tively low-level, but succeeds as a result of efficient use of
heuristics based on high-level properties of polyhedral scenes.
§ . His overall strateqgy is to proceed from the most distinct (high-

; est contrast) edges to the least, searching for lines only in
places suggested by earlier, stronger evidence. Lines are ]
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, classified into three categories. Those in the first, contour

] lines, are characterized at the low (picture processing) level
as consisting of picture points whose grey levels contrast greatly
with local neighbors. At the high (3-D scene property level,
contour lines correspond to the separation between, for example,
: a light object seen against a dark background. The second
category consists of boundary lines which are characterized at
the low level by slightly smaller contrast values; at the high
level they correspond to the separation between an object and
another object, or between an object and the background. Contour
lines are special cases of boundary lines. The third category,
internal lines, contains those exhibiting least contrast; they
- correspond to lines separating adjacent faces of a body.

‘ Shirai's process is begun by sampling a grey scale picture ,
once in every 8 x 8 cell region. Samples whose grey levels differ
greatly from the picture average are singled out as contour points;
full resolution is restored and the same criterion is applied to ¢
find contour points missed by the original sampling in the 8 x 8
nreighborhoods of those found by the original sampling. The chains
of contour points resulting from this process are traced and
broken into straight lines whose endpoints are local maxima of
hain curvature. These constitute a set of contcur lines, strong
candidates for delineating the outlines of objects.in the image
of a scene because an object and its background usually differ

e e i, AR Ake St . ikt b —end

more from each other in optical properties and position relative
to the light source than adjacent faces of the same object or
nearby faces of neighboring objects of a similar type. This is

an example of the semantics of projective geometry relating 3-D
objects and their 2-D images embodied in Shirai's heuristics.

Most of the other nine heuristics involve attempts to extend lines
from their endpoints or find lines going in new directions
starting at the endpoints of other lines. The semantic justi-
fication for these heuristics is obvious from looking at the

_ junction types of Guzman or Waltz. That is, lines ir a picture

| are images of polyhedral edges. Edges terminate in vertices with
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other edges. Therefore their images are junctions of lines; the ;
logical place to lock for extensions of 0ld lines or beginnings
of new ones. Since an occluded neighboring object often
contrasts less with its occluder than the occluder with the
background, the extension of a contcur line along the top of a
TEE junctior is usually a boundary line. This is embodied in
heuristics by increasing the sensitivity of the line findar when
searching for the extension. Similarly motivated heuristics are
, used to find all boundary lines. Finally, the sensitivity is

F increased even more to find internal lines at :ikely places such
] as the stems of arrows.

P The final product of Shirai's system is a iine drawing of a
] scene, with lines labelled as contours, boundaries, and internal
lines. Individual objects (polyhedra) are identified by tracing
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contour lines and their extensions into boundary lines; this

usually yields a simple closed path that is the ocutline of an
object. The selective use of increased line finder sensitivity
in places determined by earlier stronger evidence results not

oL only in considerable computational economy but also in the avoid-

e Lo,

é ‘ ance of false positive line detection in noisy regions. There
‘ are two underlying principles behind Shirai's approach. The

[PUSRTURP SN

first is careful exploitation of the projective semantics which
relate straight line edges in a scene to their sctraight line

4 images. The other is the constant interplay between high level
3 knowledge of scene properties and low level line following.

e e AR St Lt s

This interplay is an example of heterarchical rather than
hierarchical control. The term heterarchy was used by McCulloch ¥
(BIBGEN 1945) to describe neural networks in which feedback

dertroys the usual distinction between high and low level control.

Iﬁdanalogy with linear systems theory, feadback often gives

systems greater dynamic range, flexibility, and computation power

than their hierarchical counterparts. Minsky (BIBTR 1970)

suggested that heterarchical control might be valuable in AI E!

systems. This contention is strongly borne out by Shirai's system gi
i

T T P T

which not only often yields far better line drawings with less

computation than conventional bottom-up apprg@ches but also
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achieves rather good high level separation of objects and identi-
fication of edge types. Remarkably, this higher level "semantic"
type of information is acquired without the use of tree searches,
dictionaries of junction types, or projective transformations
characteristic of other approaches. These omissions prevent
Shirai's system from separating neatly stacked bcdies and detecting
certain kinds of concavity, i.e. situations which are not pointed
to by the images of convex edges; the lack of 3-D semantics is a
limitation. However, Shirai's program could be used as a superior
(to conventional line-finders) preprocessor for bottom-up programs,
though such service violates the spirit of heterarchy!

This completes discussion of polyhedral scene analysis based
on straight lines and their junctions. Combinations of this
approach with semantic methods embodying knowledge of physical
structure and purpose will be discussed after describing other
methods which can also be so combined. The first of these is
region analysis.

2.3.2 Region Analysis

Minsky and Papert (BIBGEN 1967) suggested avoiding the diffi-
culties of line finding by constructing the regions that might be
bounded by such lines directly, joining neighboring cells which
have similar light intensities. Brice and Fenema (BIBSA 1970)
incorporated this suggestion in a scene analysis svstem. The
first step is to scan a pisture, introducing a short boundary
between any two neighboring cells whose intensity values differ
by more than some threshold. The magnitude of the difference in
intensities is stored in association with each such boundary.

In terms of our earlier discussion of contrast features, this
process yields first order differences, analogous to first order
partial derivatives with respect to the coordinate axes. The
resulting boundaries resemble the edge-elements of O'Gorman and
Clowes, yielding a picture with many short-perimeter regions
bounded by these edge elements. Brice and Fenema's departure
from previous contrast detecting methods at this point consists
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| in merging these small regions according to heuristics based on i
qualities of regions rather than line-fitting. The first of ]
] these, the phagocyte heuristic, merges adjacent regions, erasing ]
- their common boundary if the contrast along it is low and the

1 ratio of its length to the perimeter of the shorter region is

. large. The reasult is a less choppy picture with many of the

former small enclosed or almost enclosed regions being merged ;
¢ with larger ones. Next, a weakness heuristic is applied,

3 merging regions if the ratio of the langth of low contrast
common boundary to length of common boundary is high. This
differs from the first in operating without regard to perimeter i
. length. Thus the phagocyte heuristic cleans up small enclosed
1 ! islands which are unlikely to be real region outlines and the
- weakness heuristic reduces the tendency to see spuriocus large
region outlines where intensity gradients are present but weak.

L S ———

. The next step in Brice and Fenema's scheme is to find
i vertices (places where three regions meet) and join adjacent

' ones along their connecting reg¢ion-boundary with straight line

masks. The latter are thin rectangles anchored at vertices;
their widths represent limits of acceptable deviation of boundary
points frcm a straight line joining vertices. After successful

e sl

fitting, each mask is replaced by a line and the picture is j
represented as a line drawing. Guzman-like techniques are ‘
applied to propose objects, which are assumed to be wedges,
cubes, wall or floor. The last two constituents are also sought i
on the basis of their vertical location in the picture. Line
drawings are corrected in a manner similar to Falk's; missing
or extra lines are added or deleted respectively on the basis
of models of objects. This lack of object generality, is not _
the fault of region-growing but crudeness of higher-level i

processing. This is onec of the first attempts at region-growing
and predates the work of Waltz and Mackworth, who had more 1
sophisticated high-level representations.

In deriving the line drawings of polyhedral scenes, region
growing and line-finding should yield the same result. A picture

i’ whnia il

specified by a line drawing can just as well be specified by
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the regions those lines enclose. However, region-growing ought
to be more robust than line~finding because the heuristics which
merge regions account for global properties of intensity distri-
butjions throughout a region. This is usually a much larger area
than the small neighborhoods used in line-finding so local high
spatial frequency noige is much lesa disruptive.

The usefulness of the heuristics in the region-growing
method just described is predicated on the existence of rather
large regions with simple boundaries, not necessarily straight
lines., Line fitting was the result of a later pass designed
specifically for polyhedral scenes. An atcractive feature of
region growing is that it may be applied to more natural scenes
whose images contain no straight lines. Regions may correspond
to irregularly shaped areas with characteristics distinct from
the surround. These characteristics need not bhe restricted
to light intensity but may include texture, color , or binocular
disparity between two pictures. The characteristic used need not
have constant value throughout the region but simply be free from
sharp discontinuities. Systems embodying gencral region analysis
will be described in the following paragraphs.

Krakauer (BIBTR 1971) embodied a unigue kind of region
analysis in a program to distinguish between various fruits such
as apples and pears. This task is representative of those in
which humans easily recognize objects though examples within
a class may differ in ways difficult to express explicitly.
Recognition cues seem to include gross 2-D image shape, 3-D shape
and reflective properties inferred from intensity gradients and
roughness or texture. All of these are incorporated in a simple
tree structure derived from an intensity contour map. The tree's
structure can be wvisualized by considering an intensity contour
map as a set of stacks of planar regions of uniform thickness,
each level corresponding to picture points with higher light
intensities than the threshold associated with that level. As
examples, a uniformly bright disk of light corresponds to a stack
of poker chips and a disk with progressive darkening away from
its center corresponds to a conical stack. Each distinct
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connected region (and there may be many in a complex picture) at
any particular level corresponds to a diatinct node in the tree
at that level. If one region supports a region above (that is
if the boundary of the former encloses the boundary of the latter)
a path connects the corresponding nodes. Thus, the tree structure
describes set-nesting relations of contour curves. A picture
of a "speckled" object corresponds to a "bumpy" contour map with
many disconnected regions; this in turn corresponds to a tree with
many branches. Krakauer distinguishes between types of such
texture by plotting number of branches against tree level. This
profile has characteristics immune to geometric transformation
of the obhject being recognized, changes in illumination, and
irrelevant texture details. In addition to the structure of the
tree, each node can carry information about the size orxr shape of
the corresponding region. For example, pears can be distinguished
from apples by the eccentricity or elongation of regions at most
levels. The advantage of this kind of measure is that statistics
can be gathered on regions at fixed levels easily ever if their
boundaries zre not "clean". That is, ragged edges, holes, and
sharp turns need not be eliminated by region growing heuristics
in order to measure useful properties of regions.

Barrow and Popplestone (BIBSA 1971) used region analysis in
a somewhat more general manner than Krakauer to recognize
pictures of household objects including a teacup, hammer, wedge,
spectacles, pencil and the like. Regions are found using a
merging algorithm in which all cells in any particular region
must have gray-levels within a narrow range. When ranges overlap,
regions may overlap. Instead of defining a tree using set-contain-
ment and intensity thresholds, Barrow and Popplestone define a
graph which expresses more general relations between regions.
Each region corresponds to a node and links between nodes
correspond to relations between regions such as relative position
(above, beside), relative size (bigger), distance, and shape of
adjoining boundary. In addition, each node carries descriptive
irformation about the corresponding region such as shape and
brightness. These cues were subjectively chosen to correspond
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to those which might distinguish common objects in cartoon-like
drawings; such drawings resemble the result of region growing
programs operating on gray-level pictures.

Recognition in the Barrow and Popplestone approach consists
in matching the relational graph of a picture with that of the
rnodel it remembles. This involves matching not only graph shape
but also the attributes attached to nodes and links. The model
comes from training sessions in which samples of known objects
are procegsad to gather statistics on the resulting graphs. The
gystem performed 85% correct recognition in distinguishing nine
household objects, using an average of five minutes of computer
time per picture on an ICL 4130.

Region analysis and other approaches can be combined with
semantic methods to improve scene analysis. These topics will be
discussed immediately after the next section which deals with
numerical approaches exploiting geometric semantics.

2.3.3 Numerical Region Analysis Methods Using Geometric Semantics

Though the region analysis methods just described allow great-
er flexibility in scene types and problem solving tools than line
analysis methods, the loss of projective semantics relating scenes
to their images is a serious drawback. For example, a shadow
thrown across a region leads to its erroneous separation into
distinct regions in the graphical description of the picture.
Occlusion of objects by others has similar undesirable results.

For this reason the methods of Krakauer, and Barrow and Popplestone,
fail to correctly identify objects when applied to scenes with

many objects. The ad-hoc heuristics on which recognition is

based are not easily extended w0 account f£or such prejective
phenomena. An approach by Horn (BIBTR 1970) analyzes regions but
in a strictly numerical, geometric way, accounting precisely for
the projective relations between object and image. The goal is

to infer 3-D shape of smooth objects from gentle (as opposed to
edges) gradations in light intensity (shading) in their images.

The underlying assumption is that the object's surface is

v.1-356




et i+ =

W T e R

B
L_—_ : I .
LR ik TS S e Y

i ———_ s —— <.

'
'
'
t

optically uniform. That is, in approximating any small area of a
surface by its tangen: plane, the relative light intensity of its
image is a function of the relative directions of its normal and
lines to the light source and observer. Different models of
surface optical properties lead to differeant functions. To

invert such a function and infer the 3-D surface shape requires
solving a first-order nonlinear partial differential equation
which can be reduced to a system of five ordinary differential
equations. Horn's rigorous, mathematical approach not only enables
him to incorporate heuristics to tune the parareters of numerical
methods to solve the system of equations efficiently, but also
leads to interesting observations on the significance of shading

in human vision. The roles of cosmetic makeup and lighting
techniques in photography are discussed in terms of the mathemati-
cal model. Horn's approach is strictly mathematical; it doesn't
produce the abstract, relational data structures usually associated
with AI. Just as in Mackworth's approach, however, such data
s+xuctures can be derived from the inferred 3-D shape. For
exampie, the visual boundaries of any smooth convex object are
characterized by surface normals perpendicular to the line of
sight; thus the normals could be used to identify indiwvidual
objects. Contour maps of 3-D depth of objects should provide a
more reliable base for analyzing relations between picture regions
than simple intensity contour maps because the former are invarianc
under 3~0 transformations with suitable change in viewing position
alcne, while the latter are not. Shadows cast by objects onto
others are used to infer shapes and relative pcsitions; they do

not interfere as in the other region analysis methods.

High contrast loci (edges or region boundaries in earlier
methods discussed earlier) are the terminators of Horn's solution
paths rather than being the objects of attention as in line-finding
methods. In Ramer's approach (BIBTR 1973 and BIBPIC 1975) they
play the latter role, but in scenes which can be as general as
Horn's. This suggests fruitful combination of the two methods
for identifying (isolating) distinct objects in real world scenes
and inferring their 3-D shapes. The capabilities of the two
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nethodg are complementary. Ramer uses Hueckel's operator (BIBPIC
1971,1973) to detect the positions, orientations, and strengths
of high-contrast edges in a picture. He uses Freeman's chain-
encoding to approximate their orientations and links short
chains into longer ones using heuristics based on statistical
confidence criteria such as strength, length of chain, local
signal to noise ratio, and directions of adjacent neighbors.

Long chains resulting from this process are classified as shadow
edges, cracks, texture, boundaries of bright specular reflection
(highlights) and object boundaries on the basis of constituent
edge properties and relations to other chains. For example,
shadow edges are generally less sharp than boundaries of objects
in a scene; the chains corresponding to the former are therefore
characterized by lower contrast features and a broader range of

; local variation in direction of constituent edges. Resulting

% : chains are fitted to quadratic curves; this is the simplest

- computational extension of linear interpolation. The increase in
: computational complexity yields mors general bcundary curve detec- i
b tion. Quadratic curves are particularly important because they :
' are the images of sections of quadric surfaces (spheres, cylinders,
ellipsoids, cones, etc.) which bound objects in a more general

class than polyhedra. Methods for fitting quadric surfaces to

) objects are described by Agin (BIBTR 1972) and Agin and Biaford

S (BIBSA 1973). In a sense, Ramer's approach does for this class 2
J of objects what Shirai's method did for polyhedra; namely, it ;
E yields a classification of curved edges which can be used to
determine 3-D structure of objects viewed. The tools used in
these two cases are quite different, however.

Another purely numerical method exploiting the projective
semantics relating a 3-D scene to its 2-~D image is used by Hannah
(BIBTR 1974). While Horn's method may be characterized as
region-growing based on extending solution paths of partial
: differential equations, Hannah's method consists of region
growing based on intensity profile correlations between two
pictures of the same scene taken from slightly different positions. :
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This process is related to binocular depth perception. 1In the
first phase, a small region (window) with distinctive statistical
characteristics (e.g. large gray-level variance) is founé in one
picture. Looking only at parts of the other picture with the same
characteristics, an attempt is made to correlate the original
window with a window in the other picture. When this succeeds,
the two windows are considered as being in registration with
each other, i.e. they correspond to two views to the sawe part
of the scene. A recion is grown around this window by moving
the windows in both pictures the same distance and direction.
When an abrupt change in 3-D depth occurs, such spreading will
fail because of binoculzr disparity, a shift in the images
relative to their original registration positions. Thus each
region eventually found corresponds to a surface in space bounded
by abrupt depth changes. Correlation and search for regions in
registration with each other is extremely expensive computationally.
Hannah greatly reduces the number of computation steps necessary
by exploiting statistical properties of the picture, using fast
algorithms such as the PFast Fourier Transform, and restricting
the search to areas deemed likely by scene and image geometry.
The latter involves employment of a Camera Model, using techniques
developed by Sobel (BIBTR 1970 and BIBSA 1973,1974). This is
a mathematical model which relates camera positions to image
properties. For example, an image point in one picture corres-
ponds to a point in three space which could be located anywhere
on a line of sight in three space. The image of this line of
sight in a second picture is a line rather than a point if tbe
camera is not in the same position in both cases. In searching
the second picture for the corresponding image of a point in the
first then, one need only look along this line even if the
depth of the point in the scene is completely unknown. Guesses
about its depth correspond to restricting the search to segments
of this line. Thus, the fact that straight lines are preserved
as a class under projective geometric transformations can be
exploited to great advantage even when there are no straight

lines in ‘the 3-D scene or its images.
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A property that makes Hanpah's approach more powerful than
any discussed so far is that her resgion analyeis is not impaired
by camouflage, shading, texture, sharp shadows or intensity con-
trast edges because it is not based orn intensity levels and
their local variations but on correlations between arbitrarily
structured intensity distributions in two pictures. She has
exploited a binocular geometric semantics which appears to be
much more powerful than the monocular geometric semantics of
other methods. We will now examine some other kinds of semantics
used in scene analysis.

2.3.4 Incorporaticn of General Semantics and Mechanical Aids

Feldman and Yakimovsky (see BIBTR and BIBSA, both autanors,
either order and several titles relating to Semantic Region Grow-
ing) improved the results of region growing by using merging rules
based on semantic or (real world) phenomenon in the scene. The
first step is to conservatively apply non-semantic region grow-
ing rules with merging based on similarity of color as well as
light intensity. The result is a large number of small regions.
Next, semantic meanings, depending on the problem domain,
are attached to regions. For example, in a typical view
through the windshield of a car, blue regions at the top of the
picture are considered sky; they are merged with each other and
while (cloud) regions which may intervene. At the bottom of a
picture, green, yellow and brown regions are interpreted as
grass and merged tcgether. Regions in the middle of the road
with distinctive shapes are idantified as cars; in this case
merging proceeds as long as the geometric shape of the regions
better approximates that of known cars. Similar criteria are
evaluated in merging regions in other parts of the picture. The
criteria are based on training sessione in which the trainer
evaluates results of certain merges. In the actual recognition
process, a Bayesian strategy is follcwed to maximize the proba-
bility of making the best choice. The end result is a
partitioning of the picture into regions, each of which is
labelled according to its meaning in the real world. Regions
are identified much more realistically than in methods where
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semantics are not employed in the region growing rules. ©
In the VISIONS system, Hanson and Riseman (BIBTR 1974) incor- i

porate a heterarchical combination of high-level (semantic)
and low-level (geometric feature extraction) methods using
parallel computation. At the semantic level, objects which i
might be in a scene are modelled by abstrict relational struc- 1
tures similar to those of Barrow and Popplestone or Yakimovsky. ;
Low and high-level processes interact in the following manner.
First, low-level processors detect features which suggest a
subset of objects which might be present in a scene. The coxres-
nonding semantic models are selected; they direct low-level

' processors to seek features which would confirm or deny model

i validity. 1In the case of denial, new features found could be

! used to suggest other models, and so forth. The low-level

| feature detection capabilities are very flexible and include i

e Al o ke b

detection of local color, texture, brightness, and contrast. :
i The selection of paticular features at the direction of high
level models greatly improves efficiency by restricting the
o search to relevant information.
winston (BIBTR 1370) developed a system which learns to
recognize complex high-level structures constructed of blocks
(polyhedra). Feature extraction and line detection are low-level !

(o s bt

TR

processing whereas identifying polyhedra, as in the programs of

Guzman and those who followed, is considered high-level proces- i
sing. An even higher level description of a scene is one in

which the blocks form structures such as arches, tables and towers.
Such structures are represented in Winston's system by graph data
structures whose me jor nodes correspond to substructures and links
between nodes are relations such as is-supported-by or

is-a-part-of. Additional nodes correspond to blocks ard are

;" linked to other nodes describing their attributes (posture, type
| of polyhedron). Different kinds of structures have different
kinds of graphs, but many times one type of structure can have
variations yielding different graphs. The goal is to train the
system to distinguish which of these variations are crucial in
order to correctly identify structures consisting of arrangements
of blocks. It is accomplished by presenting the learning program
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with "near miss" examples, those for which small changes transform
one kind of structure into another. Thus instead of using a
statistical training approach which would blur critical distinc-
tions, the latter are singled out for special attention.

Winston's approach is closedly related to Minsky's idea of
frames (BIBTR 1974), a relational data structure for representing
certain global situations or scenes. The frame is subject to
transformations which are considered to be minor perturbations of
a single global gestalt. The nature of the transformations is
complex, however, involving alterations of the list structure
that may be interdependent and difficult to anticipate. The
semantic relations transcend those of the real world in AI. This
very interesting and difficult topic lies at the heart of much
current Al research but is beyond the intended scope of this
survey: for further discussion the reader is referred to the
general AI texts in BIBGEN, to Minsky, Papert and Winston (BIBTR,
all references to any of the names) and in particular to Winston
(BIBSA 1975).

The aim of scene analysis is machine comprehension of real
world scenes; hopefully under natural lighting conditions. Some-
times, however, an immediately useful application is desired, for
example in robot assembly of parts in a factory, and cne must
fall back on less sophisticated methods for determining 3-D
configurations. These include touch sensors attached to probes
to mechanically measure distance, sonar, and artificial lighting
situations. The latter exploit highly structured lighting which
is usuwally used to infer distance by triangulation between the
known position and direction of the light source, position and
direction of the camera, and the image of the light on an object.
Agin and Binford (BIBSA 1973) use a laser in such a system at
Stanford University. Shirai and Suwa (BIBSA 1971) use a slit
beam for range finding by triangulation in scenes with polyhedra,
Will and Pennington (BIBSA 1971) illuminate a scene with striped
lighting and infer planar face orientation from properties of
the 2-D spatial fourier transform. All of these methods represent
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a retreat from the tradition of analyzing natural scenes under
natural lighting. In part, this retreat is an admission of the
failure of attempts to correctly analyze any but the most arti-
ficial of scenes. Successful scene anaiysis, as modest as it is,
is achieved only at great computational expense. Evidence for
the latter is expressed by Smith and Coles (BIBGEN 1973) who report
that analyzing a single complete scene requires ten minutes of
central processor time on a large, high-powered computer at
Stanford University. This is hopelessly slow for a pfactical
robot to skillfully navigate a fork-lift loader, let alone drive
a car. In the next chapter possible ways of overcoming this
frustrating limitation will be examined.
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CHAPTER 3. OVERVIEW

WY

The performance of artificial visual systems is far below even
; that of rather primitive natural visual systems. Though machine
r recognition of objects could be improved by combining several of
the methods discussed previously, the result would be a cunber-
some system requiring large amounts of computer time and memory
space. The expense and physical size of such a system could cf
. course be significantly reduced by the currently decreasing ccst %
and size of computer components. However, speed cannot be signi- i
1
|

T " Y

T g

ficantly improved using conventional methods; without a thousand-
fold speedup, mobile robots which interact with reascnable
environments are impossible. This 1s precisely the kind of

impasse which haunts many other areas ir AI; methods successful :

P ey

e e i =

in toy worlds do not generalize effectively to real ones withcut

drastic reduction in performance. 'The combinatoric explesion

: which occurs when complexity increases

world situations is often combatted by
the real .rld in heuristics. The way

in generalizing tc real

S

embodying semantics of
C

in which such semant:
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are represented is crucial and there are no general rules i«

choosing either the semantics or their best representation. This

situation applies to the linguistic approach to scene anaiysis
as well. There, objects, structures, and functional agure

jates

€2

of objects correspond to nodes in a graph whose links ccrrespcernd
to relations between these objects. As the number ot nodes
increases in ge~- ‘alizing to more complex situations, the number
of pe . .ui 17 _ . increases exponentially. The problem of
deciding which links are relevant becomes increasingly difficult
and, in dynamic situations, relevance may change in noncbvious
ways. Minsky's c- ~rept of frames represents an attemgt to

isolate subparts che real world and thereby reduce linkage !

\ i complexity.

The problems discussed above are general to Al and it appears,
regrettably, that many artificially intelligent systems cannot
be significantly generalized from their toy worlds. Chandrasekaran
and Reeker (BIBGEN 1972) and Dreyfus (BIBGEN 1972) discuss
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some apparent limitations in AI research. However, in scene
analysis it appears that breakthroughs can be realized by proper
exploitation of geometric semantics. Since the phenomena of
projective transformations are completely expressible mathemati-
cally, their semantics are much more tractable than those of
other Al areas. Any mathematical system, however, can be E
expressed in a large number of different ways equivalent formally
but enormously different in terms of the complexity of carrying
out certain kinds of computations. Roberts, Mackworth, Horn and
Hannah explicitly used projective semantics but in completely
different representations, and for different purposes. 1Is there
a better, mcre universal representation? Biclogical examples

7 may help answer that question. Examination of biological

E ; processes has not been profitable in most areas of AI because

‘ i very little is known about neurophysiclogical correlates of
conceptual phenomera, e.g. words, thoughts or logic. In vision
however, much is known about the neurophysiology and its low
level computational capabilities. Computational geometry is a
tesm used by Minsky and Papert (BIBSA 1969) to describe the
logical mechanisms which are used to deduce geometric properties :
in quantized spaces. They discussed computations for topological
geometry. The computational geometry of some affine transforma-
tions is discussed in Weiman and Rothstein (BIBTR 1972). Lateral
inhibition is a good example of bioclogically observed geometric ]
camputation. This is the inhibition of activity of neighboring :
nerve cells by an active cell in a network. It is a phenomenon i
common to many sensory nerve networks; in vision it provides a i
mechanism for smoothing and taking spatial derivatives just like
the finite differencing cperators mentioned in the discussion of
contrast features. Marr and Pettigrew (BIBTR 1973) and Marr :
(BIBTR 1974) have examined more subtle geometric computation '
capabilities of neurophysiological structures in the visual ‘
} . system.

TR TN R AT TR TR
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Some of the problems of inferring 3-D scenes from 2-D pictures
involve the solution of partial differ.ntial equations (PDE's)
relating geometric quantities. 1In Horn's approach the differential
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quantities were components of tengenta to surfaces and gradations
in image intensity. Though Hannah's method dues not use FPDE's
explicitly, the binocular disparities used as a basis for region
analysis are angle differentials which are related to depth
differentials. 1In fact, the relations between those quantities
have been expressed in terms of differential geometry by Luneburg
(BIBGEN 1947) to yield some rather rcmarkable and counter-intuitive
conclusions about our binocular perception of visual space.

A closely related topic that is virtually unexplored but probably
fruitful is projective differential geometry (Wilczynski BIBGEN
1905). A computational advantage of representing pictures in
discrete space (for example a retina or a digitized picture) is
that derivatives of various orders correspond to finite differences
and the operations of calculus are easily approximat:-d by simple
arithmetic operations as we saw in the discussion of contrast
detectors. This fact is exploited in numerical analysis using
grids for the numerical solution of PDE's where the analytic
solution is not known or intractable. These numerical solutions
are usually solved sequentially, one cell at a time. In the
biological case, many nerve cells are active simultaneously.

Thi.s kind of parallel processing gives biological organisms the
capability of reacting much faster than artificial visual

systems despite the fact that biolegical components are much
slower. Parallel computation cannot cnly increase speed but
often completely changes the expression of algorithms (Traub,
BIBGEN 1973). In many cases, complex sequential algcrithms

can be expressed in terms of a large number of simple, cooperat-~
ing, simultaneously active (parallel) algorithms. This is
particularly relevant to the solution of PDE's; algebraically
complicated global functions are often the solutions of simple
differential (local) equations. Recently formal models of
biological developmental processes have bean generalized and
studied in the theory of formal languages. Called L-systems
after the biologist Lindenmayer who originated them, these
systems are important to the theory of parallel computation
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as well as biological models (Herman and Rozenberg BIBGEN 1975).
Born (BIBPIC 1974) has recently incorporated parallel, discrete
algorithms in a system for inferring illumination of surfaces
from image intensities. Since image intensity is a function of
surface orientation and illumination, this problem is closely
related to his Ph.D. thesis topic discussed earlier. Remarkably,
his approach explains perceptual phenonena previously poorly
modelled and points to actual neurophysiological components of
the mammalian retina which could be carrying out the parallel
algorithms.

The parallel, numerical, PDE approaches just discussed in a
sense deal with what could be called lower level data in vision.
That is, they show how 3-D depth contours can be inferred but do
not deal directly with the higher concepts of shape recognition,
isolation of distinct bodies, and determination of relations
between objects. Global abstractions are considered in gestalt
psychology as being the result of associating parts on the basis
of something they have in common (Haber .and Hershenson, BIBGEN
1973). This includes grouping parts that are geometrically clcse
to each other and grouping together parts that are similar to
each other. Lester (BIBTR 1974 and 1975) has quantified the
concepts of proximity and similarity in programs which group
together very general kinds of genetric objects. Though he only
considered 2-D pictures, application of this kind of idea to
inferred 3-D structures could be useful. Hannah's approach
implicitly joins regions on the basis of lateral and depth
proximity while other region growing methods use a combination of
similarity and proximity. 1If one generalizes "common fate" gestalt
grouping concepts to include "common transformation"” the role
of motion in vision becomes very important. This is an area
which has L~en virtually ignored in artificiil vision which
usually concentrates on analyzing form in static pictures and
regards motion as an interpolation between two static pictures.
This ignores completely the fact that motion detectors are
present in large numbers in all mammallian visual nervous
systems and that when images are stabilized on the human retina,
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vision ceases. The roles usually ascribed to motion detectors
are providing feedback for eye movements and attracting the eye
to parts of a scene which may move. Though there is certainly
great adaptive value in these roles, motion detectors could also
play a fundamental part in the perception of geometric form and
inferring 3-D shape. Platt (BIBGEN 1960) has shown how null
responses from motion detectors when a pattern is moved on a
retina can be used to recognize straight lines and circles as a
regult of self-congruence properties of such figures under certain
transformations. These particular figures are of central impor-
tance in projective geometry. Generalizing this motion to three
dimensions, Johannsen (BIBGEN 1975) presents strong experimental
evidence that human assumption of 3-D self-congruence of okjects
in a scene plays a powerful role in interpreting motion visible
only on a 2-D display. This characteristic is explcited in the
kinetic depth effect in computer graphics. When a 2-D image is
transformed as it would be if the rigid 3-D object it represents
were rotated in space, the image immediately "looks" 3-D.
{(Newnan and Sproull BIBGEN 1973). Human perception of moving
objects does not appear to be a succession of static frames; in
real life stagecoach wheels do not appear to rotate backwards
due to frame strobing as in motion pictures.

In summary, perceiving motion directly could provide a method
for separating the effects of projective transformations and 3-D
motions. Once these have been isolated, scene organization can
be based on "common 3-D motion" as a gestalt grouping mechanism.
For example, a still picture of a flock of brown birds flying
together hetween the branches of a large brown tree would be very
difficult to analyze purely by the methods of either region analy-
sis, edge analysis or binocular disparity analysis. There are
too many significant small regions and sharp edges to analyze,
and many weak edges separate tree branches from birds. A motion
detecting method, however, would group togethexr all edges sharing
the same speed and direction. This idea is very much in keeping

with Gibson's (BIBGEN 1966) who proposes that sensory systems
measure invariance of certain stimulus properties under transfor-

mations rather than properties in isolation. Mechanisms for
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detecting such invariances could be incorporated in integral
geometry schemes. These are generalizations of the Buffon needle
problem from statistics and probability and have the advantage
that geometric properties can be measured to any desired accuracy
independent of coordinate systems using statistical inference
(Novikoff BIBGEN 1962). A pool of edge detectors wculd be an
ideal candidate for embodying such mechanisms. Combining

the ideas of this paragraph with the discussion of PDE's in
analyzing static scenes, motion is the derivative of position.
Contrast feature detectors linked by delays can be used as motion
detectors. Relative motion of eye and image reduce motion detec-
tion and edge detection to the same kind of computation. Now, the
systems of PDE's for static picture analysis are augmented by
equations in which derivatives with respect to time are invclved.
This adéed constraint and the integral relation between motion
and distance ought to be explored for possible embodiment in
artificial visual systems.

The fact that the new approaches suggested in the preceding
paragraphs do not strongly resemble traditional approaches is not
meant to discredit the latter. All of them have elements which
are important stepping stones incorporated into the new sugges-
tions. Linguistic, traditionally AI methods have not been
greatly discussed because I feel there are many geometric
semantic problems which can be solved to put us far ahead of
where we are now; at that time the conceptual, semantic structures
such as Minsky's and Winston's will be even more important than
they are now. Vision and intelligence can be treated separately,
though intelligent vision is more powerful-than vision alone.
For example, the lowly housefly has excellent visiorn which is
used to navigate at high speed, avoiding collision in environ-
ments containing far more complex objects and lighting extremes
than those current robot vision systems maneuver through. It is
doubtful that high level concepts and abstractions are involved.
It appears quite feasible to build a system with similar capabili-
ties. If in addition we incorporate knowledge of real world objects
and relations into such a system, so much the better, but the
latter is not necessary for excellent machine vision.
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CHAPTER 4. DESCRIPTION OF BIBLIOGRAPHY

il

The bibliography is divided into four parts whose names are _
’ also the names of indirect access permanent files on the CDC 6600 3
i at the Courant Institute. The first three letters of the names
of these files are always BIB; remaining letters are acronyms for
the type of contents of each file. The format of these files is
such that copies onto Hollerith cards yield symbols compatible
{ with most computer systems, permitting pcrtability. Each biblio-
‘ graphic reference is formatted for easy visual perusal and
elementary information retrieval or updating using string
processing languages or standard text editors. To simplify these
] tasks, all references are in a standard form that encompasses the
wide diversity of publication types which range from disserta-
tions to textbooks. 1In this standard form, each reference
occupies three lines. The first three or four columns of each
line are reserved for keys, handy links for infoi.nation retrieval
or quick visual reference. The first line of each entry contains :
the author's name(s), last name first followed by initials followed i
by the date of publication in parentheses (see BIBGIDE file which
follows this section for other format details). References in the
text are given by author(s) followed by the file name and date.
The division of the bibliography into four files is based on
document accessibility and topic. The file BIBSA contains refer-
ences closely related to scene analysis (hence SA in its acronym)
and publically available in journals (key JP) books and conference
proceedings. The key JP stands for journal paper, in which case
the third line (key S for source) gives the name of the journal,
volume number, and pages in that order. The journals Artificial
Intelligence (American Elsevier, New York or North-Holland,
amsterdam) and Computer Graphics and Image Processing (Academic
Press) contain the bulk of scene analysis literature in this form.
Another important source are in the set of Proceedings of the
International Joint Conferences on Artificial Intelligence refer-
red to as PIJCAI in the bibliography and described at the bottom
of the file BIBSA. Also important is the Machine Intelligence
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series, proceedings of international workshops in AI held in
Edinburgh, Scotland., Information about this collection is also
listed at the bottom of the file; references to it in the biblio-
graphy are abbreviated as MI in the third or source line. Often
papers in both these collections are reworked and publishad in
the journal Artificial Intelligence as can be deduced by looking
at authors and titles; this redundancy is useful if one of the
sources is unavailable. Finally, these collections also contain
descriptions of robots which incorporate scene analysis and
other methods in problem solving systems.

Two books (key BK in the second line of a reference) should be
singled out for special attention in BIBSA. The first, a textbook
by Duda and Hart (BIBSA 1973) gives comprehensive coverage of
the areas in its title, excellent overviews, and good biblio-
graphies. The second is Winston (BIBSA 1975) which could be
subtitled "Scene Analysis at MIT." The coverage is not compre-

hensive over the field of scene analysis but contains versions

of Minsky's paper on the concept of Frames, and Horn's and Waltz's
dissertations; previously these were only available as technical
reports.

The file BIBPIC contains a small selection of references in
picture processing methods which were precursors of or are
connected with scene analysis. Most important are the surveys
by Rosenfeld which lead to further references in picture proces-
sing in a comprehensive and clearly presented way.

BIBGEN contains general references in mathematics, biology,
and AI related to the discussion in Chapters 1 and 3 primarily.
The Handbook of Sensory Physiology, Volume VII (the first entry

in BIBGEN) is the most complete source cn the neurophysiology
of vision and can lead the reader to further references in that
area. Most of the titles of other references in BIBGEN are self-
explanatory.

BIBTR lists technical reports, dissertations and memos (keys
TR, DI and ME, respectively, on the title line) and similar
documents related to scene analysis but not easily accessible.
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The source line (key S) lists the inatitution, department, degree
if dissertation, and report number if any, in that order. Most

of the work listed in BIBTR was carried out at the AI labs at MIT
or Stanford University, California. These two institutions have
strong professional interconnections and in the past have
received considerable federal funding for Al research. Hence
dissertations usually become technical reports, the most accessi-
ble type of document in BIBTR. Even if the technical reports
are unavailable, the dissertation titles give the reader an idea
of the major research interests of their authors; seeing the
names later in journal articles can lead to a good guess about
the topic of an article. 1In addition, revised versions of

papers listed in BIBTR often find their way into those listed

in BIBSA; thus, to find a more publically accessible form of

a paper one need only match authors and seek similar titles irn
BIBSA.

The least accessible documents in BIBTR are memos, papers
intended only for internal circulation within the source insti-
tutior. Those of the artificial vision research group at MIT
are often called Vision Flashes (abbreviated VF in the bi.lio-
graphy) ; other MIT memos in AI are often called Working Papers
(abbreviated WP in the bibliography).

For information on obtaining the bibliography files as a deck
of Hollerith cards, write to Malcolm Harrison, the principal
investigator of the sponsoring grant, at the address on the title
page of this report. In the listing of the deck which follows
each single quotation mark (') comes out as a not-equal sign (#);
the former was removed from the printer chain at the Courant
Institute to make room for special sym.ols. The card code is a
4-8 punch which is interpreted as a single quotation mark by
most systems.
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818GIDE: GUIDE TO FILES FOR SCENE ANALYSIS SURVEY BIBLIGGRAPHY.

BIBGEN -~ BIBLIOGRAPHY OF GENERAL TOPICS SUCH AS MATH AND
: NEUROPHYSIOLOGY RELATED TO THIS SURVEY
E BIBPIC <~ BIBLIOGRAPHY OF PICTURE PRUCESSING AND EDGE DETECTION
. BIBSA - BIBLIOGRAPHY OF EXPLICIT SCENE ANALYSIS PAPERS AND
] BOCKS» PUBLICALLY MARKETED (JOURNALS AND PUBLISHERS)
BIBTR = BIBLIOGRAPHY OF TECHNICAL REPORTS AND SIMILARLY HARD

10 GET DOCUMENTS CLOSELY RELATED TO SCENE AMALYSIS

1) IN ANY FILE EACH REFERENCE CONSISTS CGF THREE LINES; THE FIRST
: ONE OR TWwO COLUMNS OF EACH LINE HOLD A KEY WwHICH REFERS TO THE KIND
f OF INFORMATION CONTAINED ON THAT LINEe THE FIRST LINE ALwWAYS CONTAINS
Lo THE AUTHOR#2S NAME{(S)s LAST NAME FIRST STARTING IN COLUMN FOUR,
FOLLOWED BY INITIALS AND THEN THE YEAR GF PUBLICATION IN PARENTHESES;
Do THE KEY TO THE FIRST LINE IS #A# (FOX AUTHOR) IN COLUMN 1.
T 2) THE SECOND LINE IS ALwAYS THE TITLE ENCLOSED IN SINGLE GQUOTES
i STARTING IN CGLUMN SIXs, BUT THE TwO LETTER KEY IN COLUMWS GNE AND
TWO GIVE THE TYPE GF PUBLICATION AS FLLLGwS:

BK FOR BOOK,

t ; CF FOR CONFERENCE PROCEEDINGS (UNLESS PUBLISHED AS A BLOK
WHICH IS PUBLICALLY MARKETED)

01l FOR A DISSERTATION OR THESIS

IN FOK A PAPER IN SOME OTHER wORK

%"‘
b
E

JP FOR JOURNAL PAPER
KE FOR MENRO
TR FOR TECHNICAL REPGRT

3) THE THIRD LINE GIVES THE PUBLISHING SOQURCE (XEY 5 IN CCOLUMN
ONE) OF A wORK STARTING IN COLUMN SIX. EXAMPLES OF THIS ARE
THE PUBLISHER FOR A BOOK, THE NAME OF A JGURNAL, THE INSTIWUTION
FOR A TECHNICAL REPCRT CR TKESIS, THE AUTHOR(EDITOR) AND TITLE FOR
A COLLECTICON A PAPER APPEARS IN.
WHERE CONTINUATION LINES ARE NECESSARY, THEY APPEAR wWITHOUT KEYS.
A BLANK LINE FOLLOwS £ACH REFERENCE. SEE MCOELS BELCw:

A LASTNAMl,IeJdos LASTNAM2,KeL. AND LASTNAM3,)MeN. (YEAR)
JP #TITLE OF PAPER#
S JOURNAL TITLE, VOUL 3» PAGES 234-345.

A LASTNAMsI.J. (YEAR)
TR #TITLE OF TECHNICAL REPORT#
S INSTITUTIONs DEPARTMENT, LOCATIUN, TECH REPORT NUMBER.
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'BIBGENS GENERAL REFERENCES IN MATH, BIOGLGGY, NEUROPHYSIOLQGY,

ARTIFICIAL INTELLIGENCE, PSYCHOGLUGY, AND PHILOSGCPHY,
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ASSORTED EDITORS (1972 AND LATER FOk VARIJUS PARTS)
#HANDBOOK OF SENSORY PHYSIOLOGY#, VOLUME VII, VISION
SPRINGER-YERLAG» BERLIN ANU NEW YORK.

BUSEMANN, A. AND KELLYs Pede (1953)
#PROJECTIVE GEOMETRY AND PROJECTIVE METRICS#
ACADEMIC PRESS, NEW YORK.

CHANDRASEKARANs B« AND REEKERy, LeHe (1972)
#ARTIFICIAL INTELLIGENCE- A CASE FGR AGNCSTIClSM»
OHIO STATE UNIVs COMP AND INFO SCI DEPT» CISRC-TR=72-9,

COXETER, H.S .M. (1964}
#PROJECTIVE GEUMETRY=
BLAISDELL PUB CO» NEW YORK.

DEUTSCH, S. (1966)
#CONJECTURES ON MAMMALIAN NEURON NETWORKS FOR VISUatl
PATTERN RECOGNITVION®
TRANS ITEEE,» SSC2» DECEMBER, PAGE 81,

DODWELL, PeC. (1970)
#VISUAL PATTERN RECGGNITION®
HOLTs RINEHART, AND WINSTONs, NEw YORK.

DREYFUS, Hele (1972)

#WHAT CGMPUTERS CANsT DO - A CRITIwUt GF ARTIFICIAL REASON#
HARPER AND ROWs, NEW YORK.

FIRSCHEIN, C.» FISCHLERs M.Aes COLESs, LeS. AND TENENBAUM, JuM.
#FORECASTING AND ASSESSING THE IMPACT CF Al ON SUCIETY=
PIJCAI 3, STANFORDs PAGES 105-120.

GIBSON' Jedoe (1966)

#THE SENSES CONSIOERED AS PERCEPTUAL SYSTEMSH#
HOUGHTON-MIFFLINs BGCSTON.

HABERs RoNo AND HERSHENSON, M. (1973)
#THE PSYCHOLOGY OF VISUAL PERCEPTIUN=
HOLT, RINEHART, AND WINSTONs NEW YORK.

HERMAN» G.T+. AND ROZENBERGs Go (1975)

#DEVELOPMENTAL SYSTEMS AND LANGUAGES=
NORTH=HGLLAND, AMSTERDAM.
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A HEWITT, C. (1971}
IN #PRCCEDURAL EMBEDODING OF KNOWLEDGE IN PLANNER®

5 PIJCAL 2, LONOON, PAGES 167~184

A JUHANNSONs G. (1975)
JP #VISUAL MOTION AND PERCEPTION#
S SCIENTIFIC AMERICAN, VOL 232, JUNE» PAGES 76-88.

i nd-

LRl B

A JULESZ, B. (1971)
BK #FOUNDATIONS OF CYCLOPEAM PERCEPTION®
S UNIVERSITY OF CHICAGO PRESS, CHICAGO, ILL.

A LUNEBURGs ReK., (1947) y
8K #MATHEMATICAL ANALYSIS OF BINGCULAR VISIUN# :
! 5 DARTMOUTH EYE INSTITUTE, HANOVER, NEw HAMPSHIRE.

A MCCARTHY, Jo« AND HAYES, Pedo (1969)
IN #SOME PHILOSOPHICAL PROBLEMS FRUM THE STANDPOINT OF Al#

S MI 4» PAGES 463-50c.

A NCCULLOCH, W.S. (1945)
JP #A HETERARCHY GF VALUES DETERMINED BY THE TOPOLOGY OF NERVOUS NETS»

S BULLETIN OF MATHEMATICAL B8ICUPHYSICS, VAL 7, PAGES 89-%3, ;

; A MCCULLOCH, WeSe 11965)
i BK  #EMBOOIMENTS 0OF MINO#
S MIT PRESS» CAMBRIDGEsMASS,

SSGATL AN

/ A MINSKYs M. AND PAPERTs So (1967)
i BK #PROJECT MAC PROGRESS REPORY Ivs
S MIT PRESS, CAMBRIDGE, MASS.

T R L P A W A ORI, Mot W C MO Y,

. | A NEWMAN, W.M. AND 3PROULLs R«Fs (1973)
5! BK  #PRINCIPLES OF INTERACTIVE COMPUTER GRAPHICS#
B ! s MCGRAW=HILL, NEW YCRK.

>
.

B! A NILSSONsNed. (1971)
g BK  #PROBLEM SOLVING METHGDS IN Al
W S  MCGRAW-HILL, NEW YCRK.

ST e T SR SN SR RN == g A

‘ A NOVIKOFF», A, (1962)

‘ IN #INTEGRAL GEOMETRY AS A TOUL IN PATTERN PERCEPTION®

B 5 VON FOERSTER AND ZOPF (EDS)» #PRINCIPLES OF SELF=ORGANIZATION#
i PERGAMON PRESSy MACMILLANs NEW YORK, PAGES 347-368.

PLATT, JeRe (19601
P #HOW WE SEE STRAIGHT LINES#
SCIENTIFIC AMERICAN, VOL 202, JUNE, PAGES 121-129.

K #MACH BANDS? QUANTITATIVE STUDIES ON NEURAL NETWCRKS IN THE REVINA#

A
J
S
i A RATTLIFFs F. (1965)
£ B
S HOLDEN~DAY, SAN FRANCISCO.
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REISSs ReFes (EDITOR) (1964)
#NEURAL THEORY AND MOODELLING#
STANFORD UNIV PRESSs STANFORD,» CALIF.

ROTHSTEIN, Jo. (1956)
#INFORMATION, LOGIC AND PHYSICS»
PHILOSOPHY OF SCIENCE, VOL 23, PAGES 31-35.

SMITH, M.H. AND COLES, L.S. (1973)
#DESIGN OF A LOW COST, GENERAL PURPOSE RO3QT»
PIJCAL 3, STANFORD, PAGES 324-335.

SPRINGERs C.Es (1964)
#GEOMETRY AND ANALYSIS OF PROJECTIVE SPACESH
We He FREEMAN» SAN FRANCISCG.

#COMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL ALGORITHMSH
ACADEMIC PRESSs NEW YORK.

TURING, AoMe (1947)
#INTELLIGENT MACHINERY#
MI 5, 1970, PAGES 3-23.

VON SENDEN, M. (1960)
#SPACE AND SIGHT»
THE FREE PRESS, GLENCOE, ILLINOIS.

WILCZYNSK1, EoJe (1905)
#PROJECTIVE DIFFERENTIAL GEOMETRY GF CURVES AND RULED SURFACESH
CHELSEA, NEW YORKs (1961 REPRINT OF 1905 TEUBNER PUBLICATION).

WINGGRAD, T. (1972)
#UNDERSTANDING NATURAL LANGUAGE®#
ACADEMIC PRESSs NEW YORK.
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8IBPIC: BIBLICGRAPHY OF PAPERS» BOOKS, AND CONFERENCES ON

PICTURE PROCESSING» PATTERN RECOGNITIGN AND EDGE DETECTION.
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A DAVIS, L. So (1975)
JP #A SURVEY OF EDGE DETECTION -TECHNIQUESH#
S COMPUTER GRAPHICS AND IMAGE PROCESSING» VOL 4+ PAGES 248-270.

A DUDA,R«Os AND HARTsPoEssy (1972)

JP #USE OF THE HOUGH TRANSFORM TO DETECT LINES AND CURVES IN
PICTURES®» }

S CACM, VOL 15» PAGES 1ll-15.

A FREEMAN) H. (1974) i
JP  #COMPUTER PROCESSING OF LINE ORAWING IMAGES# 4
S ACM COMPUTING SURVEYSs VOL 6» PAGES 57-97.

A GERARDINs LeA. AND FLAMENT, J. (1969)

IN #GEOMETRICAL PATTERN FEATURE EXTRACTICON 8Y PROJECTION ON
HAAR ORTHONORMAL BASIS*#

S PIJCAI 1, WwASH DCy, PAGES 65-78.

o
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A GRASSELLI» A. (ED) (1969)
8K #AUTOMATIC INTERPRETATION AND CLASSIFICATION GF IMAGES#
S ACADEMIC PRESSs NEW YORK,

A GRIFFITH, As K. (1971)
IN #MATHEMATICAL MODELS FOR AUTOMATIC LINE OETECTION#
S PIJCAL 2, LONDON, PAGES 17-26.
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A GRIFFITH, A. K. (1973)
JP #MATHEMATICAL MODELS FOR AUTGMATIC LINE DETECTION®#
S JACM, VOL 20s PAGES 62-80.

A HORN» BeK.Ps (1974)
JP #DETERMINING LIGHTNESS FROM AN [MAGE#
S COMPUTER GRAPHICS AND IMAGE PROCESSING» VUL 3, PAGES 277-299.

A HUECKEL» M.Hs (1971)
JP #AN OPERATOR WHICH LOCATES EDGES IN DIGITIZED PICTURESH
S JACM, VOL 18, PAGES 113-125.
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A HUECKELs» M.He (1973)
JP #A LOCAL VISUAL OPERATOR wHICH RECOGNIZES EDGES AND LINESH
S JACM, VOL 20, PAGES 634=647.
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A KANEFF, S. (ED) (1970)
8K #PICTURE LANGUAGE MACHINESH
S ACADEMIC PRESS, NEWw YORK.

A LEVINEs M<Ds» O#HANDLEY, D.As AND YAGIl, G.sM. (1973)
JP #COMPUTER DETERMINATION OF DEPTH MAPS#
) COMPUTER GRAPHICS AND IMAGE PROCESSING, VOL 2, PAGES 131-150.
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LIPKIN) 8.5, AND ROSENFELD» A. (EOS) (1970}
#PICTURE PROCESSING AND PSYCHQPICTORICS#
ACADEMIC PRESS, NEW YORK.

O#GORMAN F. AND CLOWES, M.B. (1973)

#»FINDING EDGES THROUGH COLLINEARITY OF FEATURE POINTSs
PIJCAL 3, STANFQRDs PAGES 543-555.

MILLER, We AND SHAW, A. (1968)
#LINGUISTIC METHODS IN PICTURE PROCESSING = A SURVEY#
AFIPS PROC FALL JOINT COMP CONF» VUL 33, PAGE 279.

PINGLE) KoKe AND TENENBAUM, JoM. (1971)
#AN ACCOMOOATING EDGE FOLLOWER®
PIJCAI 2, LONDON» PAGES 1-7.

QUAM, LeHe (1971)
#COMPUTER COMPARISON OF PICTURES#
STANFORD UNIV, COMPUTER SCI DEPT, PH D, AIM=144.

RAMER, U.E. (1975)

#EXTRACTION QF LINE STRUCTURES FRUM PHUTCGRAPHS OF CURVED 0BJECTS#
COMPUTER GRAPHICS AND IMAGE PROCESSING,VOL 4» PAGES 81-103.

REEDs SeKe (1973)

#PSYCHOLOGICAL PROCESSES IN PATTERN RECIOGNITICN=
ACADEMIC PRESS», NEW YORK.

ROSENFELD, A. (1969)
#PICTURE PROCESSING BY COMPUTER®
ACADEMIC PRESS, NEW YORK.

ROSENFELD, A. (1969)
#PICTURE PROUOCESSING BY CGMPUTER™
ACM COMPUTING SURVEYS, VAL 1l» PAGES 147-176.

ROSENFELD, A. (1972)
#PICTURE PROCESSING: 1972#
COMPUTER GRAPHICS AND IMAGE PROCESSING» VOL 1, PAGES 394=-4lob.

ROSENFELD, A. (1973)
PPROGRESS IN PICTURE PROCESSING: 1969~1971+#
ACM COMPUTING SURVEYS, VOL 5, PAGES 81-108.

ROSENFELD, A. (1974)
#PICTURE PROCESSING: 1973»
COMPUTER GRAPHICS AND IMAGE PRUCESSINGs VOL 3, PAGES 178-19¢.

ROSENFELD, A. (197%5)

#PICTURE PROCESSING: 1974»
COMPUTER GRAPHICS AND IMAGE PROCESSING» VOL 4, PAGES 133-155.
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A ROTHSTEINs Jo AND WEIMAN, C.F.R. (1976)

JP #PARALLEL AND SEQUENTIAL SPECIFICATION OF A CONTEXT SENSITIVE
LANGUAGE FOR STRAIGHT LINES ON GRIDS»

S COMPUTER GRAPHICS AND IMAGE PROCESSING (TO APPEAR).

JP #A NEW ALGURITHM FCR EDGE DETECTION=#
S COMPUTER GRAPHICS AND IMAGE PROCESSINGs VOL 4» PAGES 55-62.

A STAMOPOULOS, CsDs (1975)
JP #PARALLEL IMAGE PROCESSING»
S IEEE TCy» VGL C-24, PAGES 424-433,

A TOUs JeTe AND GONZALEZ» R.Cs (1974)
8K #PATTERN RECOGNITION PRINCIPLESH
S ADDISON-WESLEY» NEW YORK.

A TOUSSAINT, G.T. (1975)

JP #SUBJECTIVE CLUSTERING &ND BIBLICGRAPHY CF BOOKS ON
PATTERN RECOGNITION#

S INFORMATION SCIENCES» VOL 8, PAGES 251-257.

A UHR, L. (1973)

8K #PATTERN RECOGNITIONs LEARNING, AND THOUGHT»
S PRENTICE-HALL, NEwW YORK.

A YOUNGy, Jeo Fo (1973)

BK #R3IBOTICS»

S BUTTERWORTHS, LONDCN
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'BIBSAt BIBLIOGRAPMY OF BOOKS» ZBURNAL ARTICLES AND SIMILAR
PUBLICALLY MARKETED PUBLICATIONS CONTAINING EXPLICIT
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APPENDIX IV. 2

b et

TWO ALGORITHMS FOR CONSTRUCTING A ‘
DELAUNAY TRIANGULATION

(R T TR G TS SRR e

This appendix presents a comprehensive description of methods used to create a type
k of Voronoti tessellation known as Delaunay triangulation, This presentation unifies
material from a variety of sources. The algorithms which are presented here provide

for efficiency in representing, storing, and displaying ground surface coloration and
texture,
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SUMMARY
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This paper provides a unified discussion of the Delaunuy
triangulation. Its geometric properties are reviewed and
several applications are discussed. Two algorithms are
presented for constructing the triangulation over a planar
set of N points. The first algorithm uses a divide-and-
conquer approach, It runs in O(NlogN) time, which is 1
. asymptotically ogtima]. The second algorithm is iterative
; and requires O(N¢) time in the worst case. However, its
average case performance is comparable to that of the

| first agorithm,
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INTRODUCTION

In this paper we consider the problem of triangulating
a set of points in the plane., Let V be a set of N#3 distinct
points in the Euclidean plane. We assume that these points are
not all colinear, Llet E be the set of (g) straight line segments
(edges) between vertices in V. Two edges e, ,e,cE, e fe,, will

be said to properly intersect if they intersect at a point

other than their endpoints. A triangulation of V is a planar
straight-line graph G(V,E') for which E' is a maximal subset
of € such that no two edges of E' properly intersect [16].
There is no conceptual difficulty involved in constructing
a triangulation. Any set of points can be triangulated if
edges are added with the proviso that no new edge intersects
an existing edge. We will investigate a particular triangulation

cailed the Delaunay triangulation [ 3]. It has the property that

the circumcircle of any triangle in the triangulation contains
nc point of V irn its interior,

This paper is the result of a recent study whose objective
was to develop an efficient algorithm for fitting triangular

faceted surfaces to digital terrain data, A piecewise planar

surface is used as a terrain model by all visual flight simulators. -

It was concluded that the Delaunay triangulation is an excellant
choica for this application, based on the initial objectives of

minimizing computation time and producing a good visual display.

IV, 2-8
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In the next section, we will formally define the Delaunay :

A triangulation and review its properties. Then in Section 3, we

will provide two algorithms for its construction. Section 4

will cover some applications of the triangulation.

e v aaeRan

P 2. DerFiINITION AND PROPERTIES OF THE DELAUNAY TRIANGULATION

Lk

Suppose that we are given a set V={v],...,vN},N;3,

(e e

of points in the Euclidean plane, Assume that these points are

\ not all colinear, and that no four points are co-¢ircular. Let

d(vi’vj) denote the Euclidean distance between points v; and vy

e oo e

The bisector B(vi,vj) of vertices v and Vj is the locus of

‘. H
J ;

- i

; points equidistant from them; i.e. B(vi;vj)={xsEzld(x,vi)=d(x,v.)1

The half-plane H(v,,v,) is the locus of points closer to v, than

J 1

Vj)= erzld(x,vi)Sd(x,vj); J#i}. The
A
s/

to any Vj’ j#is H(vi,

{
N
polygonal region VD(v 1

; ’j}iH(Vi’vj) is the locus of points closer {

to vertex v, than to any other vertex. Each vertex v, therefore :

defines a region VD(v;) called the Voronoi [37] (Dirichlet,

Wigner-Seitz , Theissen [36], or "S" [24]) polygon associated

with the vertex. The coliection of these N Voronoi polygons is
referred to as the Voronoi diagram VD(V) of the set V of points
[28,32].

Voronoi polygons may be thought of as the cells of a growth

process. Suppose that we let each vertex in V be the nucleus

of a growing cell, Cells will propagate cutward from their nuclei,
simultaneously and at a uniform rate. The border of a growing

cell will freeze in place at its points of contact with the border

of another growing cell,

Iv.2-9
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Eventually, only the cells whose nuclei are on the convex hull i

3 of V are stil] expanding. The remaining cells have completely

Y

partitioned (or tessellated) a region of the plane into a set

of non-overlapping closed convex palygens, one polygon about

each nucleus. These closed polygons, together with the open polygons

on the convex hull define a Voronoi tessellation of the entire plane.
Let us take a closer look at this process. Since all cells

L expand at the same rate, the first point of contact between two cells !

‘ must occur at the midpoint between their nuclei., Likewise, every

I point of continuing contact must be equidistant from the two nuclei.

E ! These points are on the commom edge (called a Voronoi edge) of two

developing Voronei polygons. This edge continues elongating untii it 1
encounters the border of a third expanding cell. The point of contact
(called a Voronoi point) of this edge and the border of the third cell
must be equidistant from the growth centers of all three cells. It is :
therefore the circumcen*er of the triangle defined by the three nuclei.

Voronoi cells which share a common edge are called Voronoi ;
neighbors. The aggregate of triangles formed by connecting the
growth centers of all Vorounoi neighbors tessallates the area within
the convex hull of the point set. This tessellation is calied the

Delaunay trianguiation DOT(V) of V. An example of a Voronoi tessellation

and its dual is shown in Figure 1, é

Each Voronoi point corresponds to a triangle and each Voronoi
Lo edge to a Delaunay edge. Since the number of Voronoi points and
F edges are both O(N)l, the number of Delaunay triangles and edges i

are O(N). To be more precise we have the following.

L I R e et R L T L L ke

1. Note: We say that g(n)=0(f(n)) if lg(n)
and all sufficiently large n. We say that g
for some constant ¢>0 and all sufficiently 1
g(n)=8(f(n)) if both g(n)=0(f{n)) and g(n)=n

IV. 2-10

(n) for some constant ¢
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Lemma 1 Given a set V of N points, any triangulation T(V) ‘
nas the same number of triangles, Nt=2(N-1)-Nh, and the same

number of edges, Ne=3(N-1)-Nh, where Ny is the number of points

o e e

on the convex hull of V.

Proof By induction, see [11] for example. ;

Now we will state without proof some properties of the !

e Rl TE TERY L el R T

Delaunay triangulation DT(V).

Lemma 2 Given a set V=iv]....,vN} of points, any edge (Vi’vj) is a

Delaunay edge of OT(V) if and only if there exists a point x such

that the circle centered at x and passing through Vs and Vj does
not cortain in its interior any other pnint of V.

Corollary Given a set V={v],...,vN} of points, the edge (Vi’vj)

on the boundary of the convex hull of V is a Delaunay edge.

e e e i S i - A

Lemma 3 Given a set V={v],...,vN} of points, Vv LYy is a Delaunay

triangle of DT(V) if and only if its circumcircie does not contain

any other point of V in its interior.
The proofs of these lemmas can be found in [13 323. The latter

property is called the circle criterion. It is often used as a

[
)
j
3

rule for constructing a triangulation. Triangulations may also be

e

constructed according to the MAX-MIN angle criterion, i.e. the minimum o

r.2asure of angles of all the triangles in the triangulation is o

maximized., We shalil investicate the relationship between these *two

criteria.

ek RS S

3
I
4
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The following analysis follows that given by Lawson in [ 9] and
(10] (see also Sibson [33]). Consider a very simple triangulation,

that over the ve-tices of a strictly convex quadrilateral. A

quadrilateral is called strictly convex if its four interior angles
are each less than 180%, A quadrilateral can be partitioned into

two triangles in two possible ways. Each of the criteria described

above can bhe chought of as a rule for choosing a preferred triangulation.

By examining the case of four co-circular points (Fig.2 ), one
can show that the two criteria are equivalent. Suppose that for this
example line segment (v2,v3) is shorter than (v3,v4), (v4,v]) and
(v],vz). Let the angular measure of the arc Vpsvy be 29. Then the
angles V3sV1aYy and V3sVgavp are each 3, Thus the two possible
triangulations over the four points have the same minimum angle. The
choice of a preferred triangulation is then artitrary according to
the MAX-MIN angle criterion. The Voronoi tessellation of the
quadrilateral also exhibits a tie case. All four Yoronoi poiygons
meet at a single point.

Further analysis shows that moving one point, say point Va in
rig. 2, inside the circle causes V34940V to increase and points
vy and vy to be the growth centers of Yoronoi neighbors. Consequently,
the twe criteria and the Yoronoi tessellation of the polygon all now
prescribe the connection of vertices Vs and Vg

A fourth criteria has been studied, that of choosing the minimum
length diagonal, Shamos and Hoey [32] claim that a Delaunay
triangulation is a minimum edge length triangulation. Lawson [9 ]
and Lloyd [16] prove by counterexample that this is not the case

(Fig. 3).

Iv.2-12
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Lawson [10] gives the foilowing local optimization procedure (LOP)

for constructing a triangulation. Let e be an internal edge (in

contrast to an edge on the convex hull) of a triangulation and Q be k

the quadrilateral formed by the two triangles having e as their common

edge. Consider the circumcircle of one of the triangles. This circle

et dei e e

passes through three vertices of Q. I[f the fourth vertex of the
quadrilateral is within the circle, replace e by the other diagonal
of Q, otherwise no action is taken. An edge of the triangulation is

i said to be locally optimal if an epplication of the LOP would not

swap it. Since for any set of vertices, the number of triangles in

any triangulation is a constant, a linear ordering over the set of all
triangles can be defined as follows. To each triangle in the
triangulation we assign a value, which is the measure of its minimum
angle. Let Nt denote the number of triangles. For each triangulation

we have an indicator vector of Nt components, each component corresponding
to the minimum angle of its corresponding triangle, Triangles

are sorted in nondecreasing order. Given any two triangulations

T and T', define T<T' if and only if the associated indicator vector of
T is lexicographically less than that of T'.

L Theorem 1 (10,13] Given a triangulation T, if an application of the LOP
‘ to an edge e results in a swapping of the edge with any other edge e',
thus producing a new triangulation T', then T<T}; i.e, T stricf]y
follows T in the linear ordering defined above.

Proof Let I be an indicator vector for T. The measures of the smallest
angles in the two triangies of T sharing the edge e occur as two of the

components of I, say Ij and Ik with j<k and thus Ij=51k. Since a swap

Iv.2-13
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was made when applying the LOP, the smaliest angle in both of the
two new triangles of T' sharing the edge e' must be strictly greater
than Ij. It follows that the indicator vector I for T is

lexicographically less than the indicator I' for T' and thus T<T'.

Theorem 2 [10,13]A11 internal edges of a triangulation T of a finite
set V are locally optimal if and only if no point of V is interior
to any circumcircle of a triangle of T,

Proof If no point of V is interior to the circumcircle of any
triangle of T, then the application of LOP to any edge will not
swap it. Thus all edges are locally optimal. If all edges are
locally optimal, then we show that no point of V is interior to

the circumcircle of any triangle. Suppose that the circumcircle

K of a triangle aabc contains a point v of V. Let § be the distance
of v to its nearest edge, say (a,c) as shown in Fig. 4. Assume

that among all triangles of T whese circumcircles contain v as an
interior point, none has an edge which is at a distance less than 3
from v. Since v is on the opposite side of (a,c) from b, the edge
(a,c) is not a boundary edge of T. Thus,there is another triangle
1acq sharing an edge with triangle cabc, The vertex q cannot be
interior to the circle K as this would contradict the hypothesis
that edge (a,c) is locally optimal. The vertex q cannot be in

the cross-hatched region of the diagram, or sacq will contain v in
its interior. Suppose that edge (c,q) is the nearest edge of aacy
to v. Note that the distance rrom (c,q) to v is less than 5. Since
the circumecircle of tacq also contains v in its interior, we have a
contradiction that 2abc is the triangle with an edge at the smallest

distance from v.

v.2-14
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By the above theorem, the edges of the Delaunay triangulation
of a finite set V of points are locally optimal. If we assume
that no more than three points are co-circular, the uniqueness of

the Delaunay triangulation [33] suggests the following theorem,

Theorem 3 A triangulation T(V) is a Delaunay triangulation if
and only if its indicator vector is lexicographically maximum, i.e.
no triangulation follows it in the linear ordering.
Proof If the triangulation T is lexicographically maximum, then
all the edges of T must be locally optimal, which implies that no
circumcircle of any triangle will contain any other point of V in
its interior (Theorem 2). Thus, T is the Delaunay triangulation
DT(V). To prove the converse, suppose that the Delaunay triangulatien
is not maximum in the linear ordering, That is, there exists another
triangulation T(V), such that DT(V)<T(V). Repeatedly applying
the LOP to T(V) will produce a triangulation T'(V) in which all
the edges are locally aptimal. Since DT(V)<T(V)<T'(V), T'(V) would
also be a Delaunay triangulation by Theorem 2 and Lemma 3. However, since %the
Deiaunay triangulation is unigue, 7'(V)=0T(V), a contradiction.
corollary 1 The Delaunay triangulation of a set of points satisties
the MAX-MIN angle criterion. (Note that a triangulation whicn
satisfies the MAX-MIN angle criterion is not necessarily a Delaunay
triangulation.)2
We have shown that the Delaunay trianguiation of a set of points
is a maximum in the linear ordering over the set of possible triangulations.

Now we are ready to describe twc algorithms for its construction.

2. Consider a triangulation T whose indicator vector is (i
where i, is the minimum angle. Suppose that aabc is the triangle

with thé smallest angle. If applying LOP to the edges of ab,bc.ca will
not result in a swap, then T satisfies the MAX-MIN angle criterion,
Since we have only checked one triangle in the trianqulation, we cannot
say that T is a Delaunay triangulation., However, if we apply the LOP
to all edges of T, until no more swapping occurs, the resulting
triangulation will be Delaunay.

ol
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3.1

TECHNIQUES FOR CONSTRUCTING THE DELAUNAY TRIANGULATION

We will present two algorithms for constructing a Delaunay
trianguliation. The first is rather involved, but its running time
is asymptotically optimal. The second algorithm is simpler to
understand, simpler to program, and requires less overhead. These
features make it especially attractive for small and medium size
data sets (=500 points or less).

The first algorithm is comparable to the one given by Lewis and
Robinsen [15] in that it divides the original data set into disjoint
subsets. After obtaining a solution for each of these subsets, it
combines solutions to yield the final result. In [15], Lewis and
Robinson claim, without proof, that their algorithm runs in O(NTlogN).
But in fact®, the running time of their algorithm is O(NZ). The
second algorithm that we will present is iterative. [t follows

the idea proposed by Lawson [9]. Nelson [23] gives a similar method.

Divipe - AND - CONQUER

Shamos and Hoey [32] present an a(NlogN) algorithm for constructing
the Voronoi diagram for a set of N points in the plane. Green and
Sibson [7] also implement an algorithm for this purpose, but tne
running time is O(Nz) in the worst case. Lee [14] modifies the
procedure given by Shamos and Hoey and extends the method to any
Lp metric, l¢pge~.

Once the Voronoi diagram is obtained, its dual graph (i.e. the
Delaunay triangulation) can be constructed in an additional C(N) time.
To eliminate the need for a two step procedure, we have developed

- . D " - T S b P D S T D R e W AR D W T = e W W

3. There are at least four triangulation algorithms in the computer
literature which claim to be O(NlogN), but which are in fact 0(N2),

A counter-example for several of these is given in the Appendi.,
Iv.2-16
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the following algorithmn which constructs a triangulation directly.

The running time of the algorithm is shown to be O(NlogN). Shamos

and Hoey [32] show that the construction of any triangulation over N

% points requires Q(NlogN) time. Thus, our algorithm is optimal.

o it st LaniF

L L e

We will begin by describing the data structures and notation

to be used in the sequel. For each point Vis we keep an ordered

Ll pasti i o

adjacency list of points Vipsee oYy where (v Yy §=1,...Kk, is

iV
- a Delaunay sdge. The 1ist is doubly-linked and circular. PRED(vi,vij)
! denotes the point v].p which appears clockwise (CW) of and immediately

b after the point Vs The counter-ciockwise function SUCC operates

it
in a similar manner. For example in Fig, 5 |, v5=PRED(v],v

6) and

v5=SUCC(v],v4).

[f the point v is on the convex hull CH(VY), then the first

. i sk

entry on its adjacency list is the point denoted FIRST(vi), which

appears after v if we traverse the boundary of CH(V) in a CCW

o direction, Let Z(Vi’vi) denote the line segment directed from v,

to v,.
J

Now we are ready to construct the Delaunay triangulation,
First, we sort the given set V of N points in lexicographically
ascending order and rename the indices so that v]<v2<...<vN, such

that (xi,yi)=vi<vj if and only if either XjXg 0P X =X, and YiYj-

. . . \ = 1 ;
Next we divide V into two subsets VL and VR’ such that IL {V1,...,VLN/2J, :

and VR={VLN/2J+],...,VN;. Now we recursively construct the Delaunay ;

v triangulations OT(V ) and DT(Vp). To merge DT(V ) and DT(Vp) to form ;

DT(VLUVQ), we make use of the convex hull CH(VLUVR). The convex hull

can be obtained in Q(N) time [ 26 ] from the union of the convex hulls

L) and CH(VR). The convex hulls can also be computed recursively.

: l CH(V
! Forming the union of CH(Y

L) and CH(VR) will result in

v.2-17
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two new hull edges which are the lower and upper common tangents of

CH(V,) and CH(VR). These two common tangents are known to be in the

L)
final Delaunay triangulation.

The following subroutine finds the lower common tangent of CH(VL)
and CH(VR). For each convex hull CH(S), we maintain two points
LM(S) and RM(S)}, which are the leftmost and rightmost points of S,

respectively.

SusrouTINE HULL

(Comment: HULL 1is input two convex hulls., It finds their lower
common tangent (Fig. 6). The upper common tangent can
be found in an analagous manner.)

(Comment : 1(X,Y) denotes the line directed from X to Y.)

X=RM(V, )3 Y+LM(VR)

)
Z+FIRST(Y); Z'<«FIRST(X); Z"«PRED(X,Z')
IF {Z is-right-cf 2(X,Y))
Z+SUCC(Z,Y)
Y+Z
ELSE
[F (Z" is-right-of 2(X,Y)
Z"+PRED(Z",X)
X«Z"
ELSE
RETURN (X,Y)
ENDIF
ENDIF
GO TO A

END HULL
IvV.2-18
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The lower common tangent will be used as an input to the following

ek

subroutine which merges the two triangulations DT(VL) and DT(VR).

SuBrROUTINE MERGE

(Comment: MERGE is input two triangulations and the upper and lower

common tangents of their convex hulls. It merges the two triangulations,
starting with the lower common. tangent, zig-zagging upward until the

upper common tangent is reached. )

(Conment: Initially, the points adjacent to the endpoints of the lower

X common tangent are examined. Using the circle criterion, we either

e b sk e il s

connect:

(i) the left endpoint (in VL) of the lower common tangent to a

T T T T T T T T T Y Y e TN P e T

point adjacent to the right endpoint (in VR) of the lower
P common tangent, or
(i1) the right endpoint (in VR) of the lower common tangent to a

paint adjacent to the left endpoint (in VL) of the lower

P P R T S U g U PR

common tangent.
The above process is repeated with the newly found edge taking the place i
of the Tower common tangent, and each succeeding new edge taking the place
of that. The subroutine continues in this manner until the upper common
tangent is reached. )

(Comment: The adjacency list of the right (left) endpoint in VR(VL) of

the current edge being considered is examined in a CW (CCW) direction
starting with the left (right) endpoint of the edge. ) *
(ggggggy: INSERT(A,B) inserts point A into the adjacency list of B and
point B into the adjacency list of A at proper positions. DELETE(A,B)
deletes A from the adjacency list of B and B from the adjacency list

of A.)

v, 2-19




step

step
step
step
step
step
step
step

step

step
step
step
step

step

step

step
step

step
step

step

9:

10:
11
12:

13:

14.

16:
17:

18:
19:

20:

G ~N O OV &= WP

(Comment: QTEST(H,I,J,K) tests the quadrilateral having CCW ordered
vertices H,I[,J,k. It returns TRUE if the circumc . rcle of tHIJ does

not contain K in its interior, and returnsFALSE otherwise. )

: INITIALIZATION

BT«lower common tangent
UT+upper common tangent
L+«left endpoint of BT
R«right endpoint of 8T

DO UNTIL (BT equals UT)
A+B+FALSE
INSERT(L,R)
RrPRED(R,L)
IF (R1 is-left-of (L,R))
RZ*PRED(R,RT)
DO UNTIL (QTEST(R],L,R,RZ))
DELETE (R,R])
R,+R
1
Ry-PEED(R,R, )
ERD DO UNTIL

ELSE
A +TRUE
ENDIF

L]*SUCC(L,R)
IF (L] is-right-of 1(R,L)
L2+SUCC(L,L])

DO UNTIL (QTEST(L,R,L;.L,))
DELETE (L,L,)
Ly=SBec(L,L,)
END 00 UNTIL
ELSE

B«TRUE
ENDIF

IF (A)
L+,

ELSE

IF (8B)

ELSE

IF (QTEST(L,R,R1,L]))
R*R]

ELSE
L*Ll

v.2-20
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step 21:
step 22:
step 23:

step 24:

ENDIF
ENDIF
ENDIF
BT«2(L,R)
END DO UNTIL
END MERGE

To show that the above algorithm merges two triangulations
correctly, it is sufficiert to show that each edge we insert into
the triangulation is a Delaunay edge (step 4). lInitially, the
first edge (L,R) is a lower common tangent and is known to be a
Delaunay edge. Steps 5-8 delete the edges in DT(VR) which are
not Delaunay edges in DT(V) by determining if L is within the
circumcircle of AR,R],RZ. If so, the edge (R,R]) is not a Delaunay
edge and must be deleted. Steps 10-13 perform the same operation
on the edges in DT(VL). An example of this process is shown in
Fig. 7a. Now the circumcircle KR of AL,R,R] does not contain
any point of VR in its interior and the circumcircle KL of AR,L,L]
does not contain any point of VL in its interior, Now as shown
in Fig. 7b, we have a choice of either connecting L] to R or R,
to L. Step 19 chooses the correct edge by applying the circle
criterion. In Fig. 7, KL contains R1 in its interior, so we
choose the edge (L,R]). A1l that we have left to do is to show
that the edge (L,R]) is a Delaunay edge, or equivalently that the
circle KR does not contain any point of VL in its interior.

Since the edge (L,R) is known to be a Delaunay edge, by Lemma 2 there
exists a circle K passing through L and R which contains no point

of V in its interior., [t is also known that the circle KL contains

Iv.2-21
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no point of VL in its interior. Since the circle KR lies inside

the union of K and KL’ it follows that KR contains no point of

Vi in its interior., We combine this result with the fact that

KR does not contain any point of VR in its interior to conclude

that KR contains no point of V in its interior. Thus, the edge

(L,R1) is a Delaunay edge. The edge (L,R]) can now be inserted

to replace the edge (L,R). In showing that the next edge to be added after
(L,R1) is a Delaunay edge, the circle X, plays the same role as

the circle K just did.

Not let us analyze the algorithm MERGE. Wwe first note that
during the merge process, once an edge is deleted, it will never
be re-examined. Since the total number of edges deleted is O(N)
and the total number of edges added is aiso O(N), the time needed
for the merge is O(N). Let t(N) denote the time required to
construct the Delaunay triangulation for a set of N points. We

have the following recurrence relation

t(N) = 2t(N/2) + M(N/2,N/2)

t(1) = 0,
where M represents the time required for the merge process. Since

M(N/2,N/2)=0(N), t(N)=0(NlogN).
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The algorithm presented in this section iteratively triangulates
a set of‘points within a rectangular region. If the point set does
not include all four vertices of the rectangle, the missing vertices
are implicitly added. The algorithm uses the swapping approach
developed by Lawson in [ 9] and [10]. Since the convex hull of our
point set is a rectangle and is known in advance, we need not
compute it, as is done in lLawson's algorithm. The initial ordering
of the point set also differs from that used by Lawson,

This algorithm was developed with the terrain fitting problem in
mind. Terrain regions are processed in rectangular blocks. Adjacent
terrain regions must fit together without any gaps. Once a triangular
facetedsurtace is fit to a terrain region, the accuracy of the fit is
usually computed. If the approximation surface does not meet the given
accuracy constraints, additional vertices are added and the triangulation

is updated. An iterative triangulation algorithm is ideal for updating,

ALGORITHM SWAP

INITIALIZATION

step 1: Given a set V of N points within a rectangle, remove any points
which fall on the vertices of the rectangle.

. . . 2 .
step 2: Partition the rectangle into approximately Nl/ bins (smaller
rectangular regions).

step 3: Re-order the points by bins, starting at some bin and proceeding
to neighboring bins (see Fig.8).

step 4: Place the first point into the rectangle. J{onnect the point to
the four corners of the rectangle to produce an initial trianqulation.

Iv.2-23
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{Comment : The remaining points in V will be iteratively added to the
triangulation. After each point is added, it will be connected to
the vertices of its enclosing triangle. The triangulation will tnen
be re-structured so that the MAX-MIN angle criterion is globally
satisfied. [See Fig. 9.])

step 1: Input the next point to the existing triangulation. Connect
this point to the vertices of its enclosing triangle,

step 2: Step 1 will produce up to four strictly convex quadrilaterals.
(Four quadrilaterals only occur when a newly introduced point falls

on the edge of the triangulation.) Each of these quadrilaterals has

an alternate diagonal. Swap a diagonal with its alternate, if doing

so is required to satisfy the MAX-MIN angle c¢riterion within the
quadrilateral (i.e. use the LOP within the quadrilateral).

step 3: Each swap performed in step 2 may result in two new quadrilaterals
that need to be tested. If one of these quadrilaterals doesn't satisfy
the MAX-MIN angle criterion, swap its diagonal with its alternate.

step 4: This swapping procedure may propagate further outward. Lawson
(10] has shown that this process will always terminate.

step 5: If all points in V have been used then stop, otherwise go to
step 1.

END SWAP

Step 1 requires the identification of the enclosing triangle of
a point. This can be accomplished by tre following very simple
subroutine [ 10]. The subroutine assumes that the triangulation is
stored using a variation of Lawson's data structure (given in the

Appendix).
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SuBrouTINE TRIFIND

k (Comment: The triangulaticn 1is stored in the form given in‘ é
Appendix 2. This subroutine locates the triangle t which encloses the ;
point (xo,yo).) ‘
(Comment: X(t,i) denotes the x value of the i-th vertex of triangie t. )

t+last triangle .. 2ated
LOCP: DO FOR I«l to 3
IPLUST+I{mod 3)+]

b A A ] ket bt it T T

i IF [{yy=Y(e 1)) (X (x,IPLUST)=x ) .GT. (x -X(t,))*(Y(x,IPLUSY)-y )]

Comment: If (xo,yo) is not in 7, jump to the neighbor of t which !
is in the direction of the point.

r+N(t,IPLUST)
q 60 TO LOOP

| ENDIF

: END DO FOR

RETURN (r)

END TRIFIND

Each iteration of algorithm SWAP requires an O(N) search performed

by TRIFIND, followed by an O(N) swapping procedure. Thus, the algorithm
: is O(NZ)‘

B L el v ol
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B
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An empirical examination of algorithm SWAP yields somewhat better

PR

results. If the initial point set is uniformly distributed within its 3
'i enclosing rectangle, then the number of data points in each bin will be ;
approximately O(Ng). Thus the search procadure will be O(N%). The 3

swapping procedure which updates the triangulation can be propagated

sufficient to globally satisfy the MAX-MIN angle criterion. Thus the

algorithm is roughly 0(N3/2), empirically.

% many times. We have found that two levels of swaps are nearly always
1 Iv.2-25
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EXAMPLES AND APPLICATIONS

(1) RanpoM DELAUNAY TRIANGULATION

A two-dimensional Poisson process of intensity A can be used

to describe a random distribution of points in the plane. This process

is characterized by the property that the expected number of points
within a region of area A is )MA, irrespective of the shape or
orientation of the region.

Suppose we let *he points chosen by a Poisson process seed a
Delaunay triangulation. The resulting network of triangles inherits
the properties of humogeneity and isotropy from the driving point
process.

A random Delaunay triangulation is probably the only non-regular
triangulation which is mathematically tractable. Many of its

statistical properties have been derived by Miles [20], Its nrincipal

first order statistics are given below, the paper by Milgs also provides

the associated second order statistics.

E(cell area] = n/x '
E[cel] circumference] = 32/(3r(2/2x)7]
E(call in-radius] = (8A/v)'5

Miles has also derived the probability density function f{a) for an

arbitrary angle a in the triangulation,

fla) = 4 (ﬂ-a)COSu*'S'ina}éi—:&

For certain applications, we would like a triangulation with as
few small angles as possible. The distribution f(a) provide. a

characterization of the "goodness” of a triangulation.

IV.2-26
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(2) INTERPOLATING FuNcTiONS OF Two VARIABLES

A major application of triangulations is the interpoiaticn of
functions of two variables, where the function is initially defined
only at an irregular set of locations. These locations are used

as the vertices of a triangulation. The value of the function at a

point, other than a vertex, is computed by performing an interpolation

within the triangle containing the point. A trianqulation composed
of nearly equiangular triangles is considered good for this purpose.
McLain [19] and Lawson [10] have used the Delaunay triangulation

for this purpose. Also see Powell and Sabin [25].

(3) DecomposiTioN ofF PoLycons INTO Convex SETs

An algorithm for decomposing polygons into triangles may be

pasad upon the concept of the Delaunay triangulation. There are
applications in pattern recagnition and computer graghics for which
one wants to combine adjacent triangles into larger convex sets.

An 2(mN) algorithm for decomposing a non-convex polygon of N sides
and m reflex angles into convex sets is given by Schacnter [29].
(An O(NlogN) polygon trianguiation algorithm not based upun the

Delaunay trianéuIation is given by Garey et al, [51.)

(4) TerrAIN FITTING

A rectangular terrain region may be represented by a) array of

elevation values, A two-dimensional digital filter (e.g. a Wiener

filter) can be applied to this data to extract local extrema (i.e.
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g e g Rt o

P ST TR, 2




t
!
\
[
i
H
]

2 T T

. T

- L
s ———— — o N, S

T T T

L RSRTE TRR

A oA W T

beaks of mountains ana “"pits" of valleys) and ridge line segments.

We would like the local extrema to be the vertices of a triangulation
and the ridge Iine seqments to fall on the edges of the trianqulation.
This structure can be 6btained as follows. let L denote the set of
1oca1 extrema and E the set of endpoints of tﬁe Eidge segmerits.

For each element of LUE falling within the smallest circumscribing
circle of a ridge segment, construct a normal projection onto the
segment. Let P denote the projection’point set., Now, let the points in
LUEUP seed a Delaunay triangulation. Each element of LUEUP has an
associated elevation. The triangulation tnerefore defines a piece-wise
plarar approximation to the terrain surface. For certain applications,
an approximated surface must fit the original data to a given error
tolerance, If this error bound is rot satisfied, additional vertices
are added, and the triangulation is updated. An iterative algorithm

is well suited for updating.

The above technique assumes that the line segment set is sparse in
the piane. A good saolution for the more general probiem of triangulating
any planar set of points and line segments is giv.a by Lee [13].

A Delaunay trianguiation is an excellent choice for the terrain
fitting and display problem. Triangles with very small angles produce
a poor computer graphics display. Maximizing the minimuin angle within
the ‘Criangulation insures ;he best possible visualization of the data.

Further requirements are met concerning speed of construction.

(5) SpatiaL PATTERN MoDELS

The Voronoi and Delaunay tessellations have been extensively used
to model spatial patterns in a wide range of fields inc'uding astronomy
(3], bio-mathematics [1,18,24,35], computer science (4,11,12,30-32],
gecgraphy [2,17,27], meteorclogy [36], metalurgy {6], numerical
inalysis [10,24,25], and packing and covering [22,28]. We will
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briefly consider two somewhat representative examples.

Suppose that we are given a collection of sites, where each site
has a random variable associated with it. Let these sites seed a
Voronoi tessellation. Thg statistical dependence between (Voronoi)
neighboring sites may be specified in terms of the Delaunay edge
length between sites and the Voronoi border length between their cells,
See Besag [ 1] for details and references.

Stearns [34] poses the following problem:

"/, domain wall in ferromagnetiz materials can be considered as a
two-dimensional membrane which, when subject to an r.f. field, will
oscillate in a manner determined by the boundary conditions. One
possible set of boundary conditions would correspond to pinning the
wall at impurities whose positions are random in the wall. In
describing wall motion, we must know the area distributions of
triangles formed from three impurity sites. These triangles will
contain no other impurity pinning points in their interior and will
be called 'good' triangles. What is the probability distribution
of the areas of the resulting network of ‘good' triangles formed
by choosing N points distributed uniformly in a given area?"

Miles [21] interprets 'good' to mean Delaunay, and proposes a solution.

Discussion

We have presented two algorithms for constructing the Delaunay
triangulation for a set of N points in the Euclidean plane. The
first algorithm is based upon a divide-and-congquer approach. [t
runs in O(NlogN) time, which is asymptotically optimal. The second
algorithm iteratively adds points to an existing triangulation,
updating the triangulation to include each newiy introduced point as
a vertex, Although it could take O(Nz) time for a worst case, it

runs fairly well for the average case.
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APPENDIX 1: Data Structure for a Triangular Network

The data structure used by the iterative algorithm will be

described by an example.

vertex X Y
T 7T
2 1 31
3 18§ 17
4 K} 3

5 31 1

triangle neighboring triangles {counter-clockwise)} vertices (counter-cicckwise)

T N(T,1)  N(T,2) ®W(T,3) V{T,1) w(T,2) v(T,3)
1 2 0 4 1 2 3
2 1 3 0 3 5 1
3 4 0 2 4 5 3
4 1 0 3 2 4 3

The following conventions are used: Triangles N(T,1), N(T,2) and T
meet at vertex V(T,1). Zero denotes a null triangle.

“’- 2"3 1
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APPENDIX 2: AnExample for Which lterative Algorithms Work in
O(Nzl,worst Case Time,

.

Consider 10 points on the parabola y-%xz. The points in the diagram are

R R T ki

i
{
|
numbered in the order in which they are added to the existing set. i
/

” o 1

vy .
v 1 ' 4
?}’ /’ 1
. [} 3
- s !

- (4
|
fg Y 3
1 : e
\ i
P 10 3
!
{ ‘ Let S=(1,2,...,9}. DT(S) is given below. ;
;
g
o X

Now when point 10 is added, all the 2dges incident with point 9 are

deleted. The resultant triangulation is givan below,
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Figure 2 Lawson's example showing a triangulation over four coecircular
points. The Voronoi tessellation is shown as dashed lizes.

Figure 3 Lloyd's counter-example %o Shamos and Hoey's claim that a
Delauzay triangulaticn is a minimum edge leogth triangulation.
The Voronoi tessellstion (shown as dashed lines) indicates
the use of the longer diagonal for a Celaunay trisngulation,
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Pigure U TIllustration of the proof of Theorem 2.
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Figure 5 Example illustrating a doubly~-linked circuiar Jist.
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upper common tangent

lovwer common tangent

Figure ¢ Illustration cf the upper and lower common tsagents of two
convex hulls.

Ta

Figure 7 Illustmtion for the merge process, Y0ld lines are

uew Delounay edges introduced by the MERGE slgorithm.
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APPENDIX IV,

A SURVEY OF COLOR VIDEO FRAME BUFFER DICPLAY
SYSTEMS FOR DESIGN GRAPHICS RESEARCH

This appendix presents the results of a comprehensive color display aystem survey
conducted at the General Electric Corporate Research and Development Center during
1980. The information contained {n the sui'vey report should be highly useful in
selecting a display configuration for a sensor prediction techniques recearch system.
It should be noted however, that this survey was conducted for purposes of serving
specific needs by a specific Genecul Electric organization in the area of Jesign
graphics research. Hence, much of the author's commentary is given in that

context.
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The purpose of this survey is to investigate the frame buffer marketpiace
as it is today and project near future developments in order to recommend &
' suitable replacement for the DeAnza 2000 series sysiem presently .n use.
: Video frame bulfer technology has been very dynamic in recent years result-
2 ing in some very powerful systems being offered a1 dramatic cost reductions.

After stodying the requitements for design graphics rescarch, the following
criteria were established to restrict the survey to those vendors that would
successfully satisfy ihese requirements:

o Refresh color video display type system

* Minimum of 512 x 512 pixel resolution

& Minimum of 8 bite memory per pixel

* Minimum of $ bits per co! ' gun in the color map

o Workable interface to PD: 1 and VAX computers

In terms of design graphics requirements, the real ditferences in cost among
the viable systems seem (o vary directly with the sophistication of the relgted
processor. Some information on svailable hard copy units, video disks, and
NTSC encoders is also included in this repurt.
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A SURVEY OF COLOR VIDEO FRAME BUFFER DISPLA.Y SYSTEMS
FOR DESIGN GRAPHICS RESEARCH

P.R. Atherton

INTRODUCTION

The Daiga Graphics Program, which is part of the Information Techaology Branch of
the Automation and Control Laboratory & General Electiic Corporate Research and De-
velopm=at, has been working with a DeAnza 2000 series color video frame buffer system
for over a year. Image displays have consisted mostly of output from SynthaVision® wnd
MO VIE.BYUt imagery for various applications primarilv oriented toward CALYCAM de-
vedopment. Recently, some new and very exciting frame buffer systems have been developed
by various vendors and are being offered at excellent price/performance ratios. With the
appearance of these new powerful higher resolution systems, it was deemad necessary that
Design Graphics should update their system to provide & more suitable unvironment for
color video computer graphics development.

The color video (rame buffer mazketplace is a very dynamic environment which has
made information gathering a difficult tack in that various sources will often have diiferent
responses, and what is said today may be obsolete tamorrow. The author of this report wel-
comes any questions, comments, or added information pertaining to color video {rame burfer
systemns, especiaily {rom those people who have iad experience on any of the elated sysiems.

*SynthaVision is a three-dimensional modeling sysiem developed by the Mathematical Ap-
" plications Group, Inc. (MAGI) of Elmsford, NY.
+MOVIE.BYU is a polygonal display program primarily used for movie animation developed
in the Civil Engineering Department at Brigham Young University in Provo, Utah.

Manuscript received February 12, 1980
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VIDEO FRAME BUFFER DISPLAY SYSTEMS FUR DESIGN GRAPHICS RESEARCH

Deflaition:
A video frame bufler sysiem is basically a video rasss scan display driver centersd around
& large plece of memory which contains image information.

amvesmm— —-——————————\

/

N\ FRAME DURFER SYSTOM

eme— \—“——n—-——-.-._—

/

The trame buller system allows the user to update and read back (rom the image memory,
while at the same time, the eatire digital image information it sequentially resd-out and
converted to analog video signals foe display on & TV monitor st refresh rates (from 20 to 60
timees per second).
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IMAGE MEMORY AND COLOR MAP ORGANIZATION i
For most of the systems discussed in this survey, the image memory structure is sssentially E

the same. A modular section of memory is dedicated to an entire diaplay, tuch that one bit
of information rorresponds to a single pizel location on the scrusn. The number of memory
modulcs corresponds to the number of bits of information dedicated 10 evch individual E

i ‘ pizel. The pixel bit inform.a:on descrides an addres: in 2 color map table.

f w (o] s 3
- vwor | 1000 | aven :
3 e | o0 [ dvnn j
| s
: i
‘ [ osarras vo ananoa cowverrans | :
J :
i ;

IMAGE MEMORY i
- VIDEO GENERATORS H j
!
The color table consists of a list of intensity values. Each location in the table contains (L
refative intensities for each red, green, and blue color gun. During the sequential pixel scan- \ :1
out (read), these values are taken (rom the lable in the ordet that the image memory dictates, !

converted to analog signals then to video for display. The whole image memory is read out,
converted, and displayed during a single refresh. There are some variations and enhance- :
mants to this basic design which will be noted in the system descriptions. 1
i

.
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SYSTEM PROCE2OORS

Maay frams buffer sysoms wtiline miero- and/or arvey-prossners v hendie commands
passed dowa from (e hon and 0 speud up the smecution of various graphies eperations.
The prosssecr aormally sits betwesa the imege Mmemory and the host compuiny with astiss
o various special Jerpoes hardware medule.

=== =)=

The system processor will accept commands (rom the host computer, transiate them,
and perform the appropriate operations to the image memory. These tasks may range in
complenity from simply writing a pixel 10 enhancing all the visible edges in a digitized photo-
graph. To ipead up the execution of some of these procmses, many vendors have provided
spacial purpost hardware mcdulet. A prime exampie of a hardware moduie useful for De-
tign Graphics is the vector genarator. Some vactor generators are capable of rendering vec-
tors on & color video display at rate of up 10 16,000 vectors per second.

Many of the system processors can also be user programmable in micro-code. User
programmability may prove to be a nice feature for Design Graphics in that 1t may allow us
10 put in the processor capabilities to do such things as fast parametric surface rendenng —
an operation no vendor offers today.

Sysiem processors can become very big and powerful and that power 1s usually reflected
in the cost of the {rame buffer system. In this survey. a lot of discussion will be devoted o
the system hardware, firmware, and soltware facilities. ln most cases, tirmware and hard-
ware facilities will reflect the power of the system processor and reiated hardware modules,
while software facilities will describe code that exists on a host computer and is often FOR.

TRAN callable. User programmability will describe capabilities for the user to down load
ot directly program the sysiem processor.

IV. 3-6
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] DESIGN GRAPHICS CONMDERA TIONS
mwmummummmmwmm
range from basic scan-line displays and nteractive Opsations to sophisticated surface im-
agery and mhancernetit procsdures. Some of the comsiderations inciude:
1. 2D and 3D moda! space controt
¢ Viewport
¢ Window
¢ Rotation
¢ Translation
» Scaing
‘ 2. Display of design and manufacturing models E
s * Wire frame drawings 3

|
|
)

ot o

o

PEN PR

* Sculptured surfaces
* Complex solids
¢ Finite element results
* Text genaration and control 3
! 3. Capabilities for various image generation techniques
i * Pixel by pixel
A ‘ ¢ Scan-line via run-iength encoding
* Polygon and area fill
4. Ease of program development and implementation
* FORTRAN callable sofiware
* High level graphics language
» SIGGRAPH CORE graphics standard
S. Speed and ease of user interaction
¢ Hardware ot firmware facilities (i.¢., zaom, scroll, or vector generation)
¢ Peripheral devices (i.¢., tablet, light pen or trackbail)
6. Animation capabilities (i.e., cutter path or assembly visualization)
® Run-length decode facilities
¢ Image memory and color map controls
¢ Video disk fucilities
7. Image enhancement capabilities
* Edge detection
¢ Anti-aliasing q
s Countrast enhaacement i
* Hue, intensity, and brightness controls ;

¢ e
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3. Transportation of image displays outside of laboratory area
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PRELIMINARY DESIGN GRAPHICS REQUIREMENTS
The foremost congideration involved in the selection of a vido frame buffer system is
the cupabllity of displaying the desirable imagss (SymhaVision, MOVIE.BYU, Sculptured
Surfaces, #1c.) in a mors effective manner than the existing DeAnza 102000 series system.
The most obvious improvement would be the increase in image resolution from 236 x 286
(medium resolution) 10312 x 512 (high resolution) or 1o 1024 x 1024 (ultra-high resolution).
Another iraprovement that could significantly enhance image display is the increase of the
color table depth to allow for a grester variation of intensities over the range of a specific
hue. In particular, changes across & curving surface would appear much smoother, and the
effectivity of various lighting, texture, edge-smoothing, and anti-aliasing models would be
greatly enhanced.
To restrict the survey 10 those vendors that could successfully fulfill our needs, prelim-
inary requirements for selecting a video frame buffer display system are described:
1. Arefresh display system to allow continual visual feedback 5f image updates,
2. A workable interface to the POP11/70and VAX computers.
3. Minimum of §12 x 512 pixei resolution.
4. Minimum of 8 bits of information per pixel, thus allowing 256 colors to be displayed

simultaneously.
$. Minimum of § bits per color gun in the color map.
Note that this survey does contain some systems that do not satisfy requirement 5. These

systems were included for completensss in that some people might choose 1o live with the
4 bits of color intensity it the system is extremely successful in regard 1o other Design

Graphics considerations.
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SYSTEM CATEGORIZATION
" 1n terms of Dusign Graphics requirements veraus system design versus price criteria there
seem to be 4 basic types of {rame buffer syitems available.

1. High resolution (512 x $12)

2. Ulira-high resolution (1024 x 1024)

3. High resolution upgradabie (modular) to ultra-high resolution

4. Image processing systems for both high and ultra-high resolutions

In some cases, there is difficulty in discerning the image processing systems (4) from the
image dispiay systems (1, 2, and 3) since soime systems try 10 bridge that gap to entice both
markets. However, this is to our advantage in that the Design Graphics considerations pre-
viously discussed do reflect 3 need for some image processing capabilities such as edge de-
taction and anti-alissing. Therefore, | have classified as image procesiing only those systems
for which a high price would be paid for powerful facilities that would do littie to sausfy
our needs.

A major point of contention pertains 10 the high versus ultra-high resolution decision.
Afier some market study, it apperrs that the ultra-high resolution systems are not quite ready
for consumption. Mot vendors believe that the ultra-high resolution systems will not really
be effective until the 64k chips become readily used. The significance of this probably will
not be felt in the frame bulfer marxet for about 2 or J years. Many hardware and firmware
facilties offered with the high resolution systems simply are nct available with ultra-high
resoluiion. Peripherals, particularly video recording hardware, simply does nat exist for
1024 x 1024 displays. Finally, software that was developed for high-resolution pixel data
executes much slower and often demands more host memory on ultra-high resolution sys-
temns. O the other hand, the high resolution systems offer a very cost effective solution in
that it is the same resolution of standard television. Thus, most of the video equipment re-
lated to the sysiem has been in use for years and is greatly refined. It is ciso relatively less
expensive. The high resolution frame buffer systems have m!m it use for many years
30 that there are now many viable vendors who are operating in a very competitive market-
place. All these considerations make it pretty apparent that we shouid be directing curseives
toward the high resolution systems while keeping & cloas cye on the ultra-high resolution
market developments.

Nu 3-10
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VENDOR SURVEY

This initial survey was specifically designed to obtain the general system configurations
and capabilities in order to determine what types of systems satisfy our needs, to what ex-
tent, and at what cost. A number of drcisions have already b..en made regarding the minimal
requirements and the high versus ultra-high resolution question. We can now cut through a
lot of extrancous information and concentrate on the system configurations that really con-
cern Design Graphics.

For each system, pertinent information has been extracted and er.‘ered on a foem sheet
w,ich can be found in Appendix A. Following each form sheet is a system diagran pro-
duced by the vendor (if one was available). Note that all technical and cost information has
been based on high resolution (512 x 512} systems. The basic system cost refers to a simple
system containing:

* 512 x $12 Image memory with at least 8 bits depth at each pixel

® System processor

¢ [nterface to host computer (PDP 11/70)

¢ 19-Inch color monitor ($4000 if not offered directly)

Added 10 the basic system cost are the optional peripherals and facilities that would help
satisfy our needs resulting in a total system cost.

The tabie following this section is an attempt to squeeze the tables from Appendix A
ont3 a single sheet of paper to give the reader a very generalized overview of thesystems sur-
veyed. Some of the things to look for are:

Approximate Total Price: How much system power is needed in relation to the time of

next foreseeable purchase?

Memory Configuration: Modularbitplanes(512 x 512 x 1)arcpreferredtoallowamore

flexible initial purchase with easy lower cosi upgrading later. Remember the 8 bits depth

per pixel requirement (no. 4, page 7) meationed earlier.

Pixel Access: The timie required to read or write a nixel is very important in user inter-

action and critical for repeated operations.

Color Map: The greater the number of intensicies al'owed per Red-Green-Blue color

gun, the smoother a color change can be made. Note the $ bits per color gun require-

ment (no. S, page 7). Also, the lunger the color map (the number in parenthesis), the
greater the number of colors that can be displayed on the screen for a single image if the
corresponding number of bits per pixel are provided.

Programmable Procestor: May allow the user to do specialized fast processing of image

generation.

Hnot Interfuce: Look for DMA, because extended memory sonfigurations could cause

troubles going to the VAX or other host cornputer. Also, extended memory systems

that work on other PDP 115 are more difficult to implement on the 11/70.
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Desirable Facilities: Purely a personal reaction to the hacdware, firmware, and soft.

ware facilities a system has to offer. The rezder should consider che requirements, ex-
3 amine Appendix A, and establish his own reaction about the desirable/offered facilities

‘ 1024 x 1024 Display Upgrade: [( there is a strong near-term desire (0 display images at
ultra-high resolution, even for just test purposes, we should definitely value this category
as a very high priority item. [f we want to hold off for 2 10 3 years unti! more viable

gystems are availub!e, this factor can be consideres® in very low priority.
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BRIEF SYSTEM COMMENTARIES

This section contains a commentary on each video (rame buffer system in which | wilt
try 10 anphasize the strong and wesk poinis of each system refative (0 the needs of Design
Graphics.

DeAnaa ID5000 is the big brother of the DeAnia 2000 now in use. Relative to the other
newer systems in this survey, most commentaries must be directed to the system's short-
comings which include:

¢ Limited memor: configurations

¢ Restricted and siower memory access

< Only 4 bits of intensity per RGB in the color table

® Very limited faciities
The only real positive thing about the DeAnza ID5000 is its low price.

AED 512 was one of the big stars of the SIGGRAPH '79 vender exposition. 1t can act
as a reasonably powerful pixel addressabie frame buffer display system, ot as a sophisticated
character oriented graphics terminal and alsc somes with a Tektronix emulator. In terms of
price versus performance, the AED $12 is very hard 1o beat in the lower price range of this
survey. The only limitations (within the lower price range) that | see are the maximum of
8 bits depth per pixel.

Three Rivers CVD is basically designed for the play back of animation sequences. The
major limitation of its Run-Length-Encoded (RLE) based memory is that man color vari-
ations across a single scan line cannot be executed. Smooth surface imagery generated by
SynthaVision or scuiptured surfaces would have to be approximated resulting in low quality
imagery. The CVD does not even attempt to utilize most of the facilities we need and can
oaly display 64 colors at one time (equivalent to 6 bit. of depth per pixet).

Grinell GMR27 is g pretty good low cost image display type of frame buffer including
a 1024 long color map. However, the GMR27 lacks the facilities of some newer compx: -able
systems.

Grinell GMR27C is the image processing version of the GMR27. Basically, we would
be paying more for the GMR270 than the GMR27 for image processing (acilities chat ‘we
have little use for.

ADI Light-50 is a newcomer to the frame buffer marketplace but it appears (o be quite
viable and it is the only system that includes a NTSC encoder. The RGR intensity control in
the color map is somewhat limited and memoiy planes can only be acquired in $12 x $12 x 4
units. However, the system does provide a way for the use: 10 down load micro code to
the TMS 9900. At this point in time, the AD! Light-30 has not yet beer: tested as a consumer
product since most recent efforts have involved software interfacing with CHILD, Inc.

Lexidata 3400 is a very flcxible modular system that oifers some nice (acilities in a pretty
comfortabie price range. Some of the options include:

¢ Integer zoom controller

¢ Multiple scroll controllers

IV- 3‘ 14

L e

Pk

et ot

s A2 LM it

bl i s . e




¢ 1024 L.~ng color table with 8 bits per RGB

¢ Keal-time edge smoother for 2X and 4X zoom

® Multiple overlays

Genisco GC 123000 does offer some good facilities at a fairly reasonable price. However,
aside from the Grafnac 11 software package, the system offers little more than the AED 512
which costs almost haif as much; and the GCT-3000 cannot compete with some of the higher
price systems in terms of processor power. Considering this middle-market price/perfor-
mance position Genisco has taken along with rumors of hardware unreliability, it would be
more judicious for Design Graphics to avoid the GCT-3000.

DeAnzs YCS009 looks like an attempt to move away from the norm of frame buffer
systern dejign . . . but not in ow direction. The user has to buy 2 512 x $12 x 16 image
memory configuration and at the same time be limited to only 4 bits of intensity per RGB
color gun. There is 3 reasonable vector generator and character controller, but little else
in the way Of faciliries . . . and a relatively high price tag.

Aydin 5216 is the system to bea. in terms of hardware, firmware and software facilitics
which include 3D object transformations and Z-sort hidden surface removal. The system
even offers a user prograrmmable intel 8086 with one Megaword of memory and the Forth
programming language. There is a very long (2048) color map, and with an extra video card
(costing about 33000) can offer 8 bits depth of intensity per color gun as a non-standard
configuration. However, at this point in time, the soltware packages are not yet compiete.

Nerpak VDP is a Canadian com,any that is new o the high level frame buffer market.
They offer many nice feacures but it seemed as though every time | wanted (o get some de-
tail, | got a response like ““well . . . its not quite complete yer.”* For that kind of money 1'd
want to sex it compieted and tested before buying.

DeAnzs PS80 is good image processing system at 2 reasonable price, but really quite
overpriced for Design Graphics nse.

ikonas is probably the best frame buffer system or: the market to do computer graphics
image display researck on. The possibilities for their 32 bit microprocessor siong with
somne of the built-in hardware facilities are really quite interesting. 1konas claims to have de-
veloped a system that is modular enough to keep them on top of the research graphics
market for at least Jhe next few years. Engincers from other frame buffer companies say to
leok for good thungs in the near futurce from lkonas.

Ramtek 9400 probably has the best vector generator in the market (although Aydin's un-
tested hardware shows promise). It also offers some other nice facilities like 2D rotation,
eatity detection and down load list processing. For an additiona! $6100 of hardware they
will also offer 8 bits of color depth intensity per RGB which is non-standard.

Comtal Vision Ous/28 is the top of the line for image processing systems. They offer a real-
time pan of 8 4098 x 4098 x 8§ bitimageanda moviecapability to viewinga 512 x 512 x $12
bit arvay. It is basically 8 very powerful high priced system to perform operations we do not
really need.
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RECOMMENDED SYSTEMS

In terms of price/performance criteria, | see aix video frame dbuffer sysizms that stand
out from the others. In order of approximate price they are:

AED 512 $19,820

ADI Light-40  §23,200

Lexidato 3400 $25,800

Aydin 5216 $42,300

Ikonas $48,000

Ramtek $53,100
The six systems scem to fall into two price ranges:

lower price range:  §19,820 t0 $25,800

higher price range: $42,500 to $53.100

The lower price range systems are good, fast modular systems that will satisfy our needs
quite nicely. The higher price systems are Quite similar, except that they huve much bigger
processors, mor:: hardware facilities and are upwards compatible to the uitra-high resolu.
tion displays.

In the higner price range, Aydin and Ramtek both provide the best hardware support
modules, and extensive firmware/software facilitics. Ramtek seems 10 offer a superior vec-
tor generator, but Aydin does support 3D object trensformaticus and offars an easily pro-
grammabie micro which could certainly prove valuable for surface generation. One the
other hand, [konas provides a more state-of-the-art techaology with the 32 bit 200 Nsec
cycle processor with fast hardware :multipiier and vasious special purpose hardware facilities
including 3D transformations. lkonas =iso has its image memory configured in such a way
that an yltra-high reso'ution upgrade would only require & monitur change and setting a
software switch, All other available systems require some hardware changes. So at the
higher price range it comes down to a preference between Aydin's alteady developed facilities
10 konas’s more advanced enginaering.

At the lower price range, the task of selecting a better system becomes more difficult.
In iy opinion, either the AED 512, AD! Light: S0 or the i exidata 3400 would be gooc! selec-
tions that would stand us in good stead for the next two to three years. To help wilh this de-
cision, | believe that we should look further into any speéial deals or company relationships
that might provide more incentive one way or another. The following s~ction will discu.s a
suggested approach (3 making the final selection.
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THE NEXT STEP

1 believe 1he next logical step would be to evaluate our present needs and place into per-
spective our near term goals and our long term goals. Using that criteria, we should de-
termine whether we need to put down the money for a high powered system, or whether we
can satisfactorily pursue our goals with & lower cost system. la either case, the following
. questions should be asked of sach critical vendor and responses requasted in writing along
E with & formal detallcd quote:
3 : 1. Whatis the delivery lead time?
! 2. Whatare the levels and costs of factory and fleld service? i
e

ke ek

bl AR

3. What is the actual mechanical packaging (i.¢., parts supplied)?
- 4, Arethere any spacial compaay relationships tc conzider?

S. Are there any special price cuts to consider?

§. What are the planned future capabilitics and 10 what extent or cost will thay be avail-

able to us?

The responses to these questions may well provide the thrust to select ane vendor over
another. For exampie, Genigraphics received a handsome discount from Lexidata with
the intent of future quantity buying. Some of the vendors suggested a company contract
that would allow us to utilize their software packages on many in-house systems for one set
ntice. [konas, for one, has stated that it is virtuaily impossible (c deliver a system before
1980. We must undersiand all these factors, evaluaie them, and then compare the trade-
offs in order to make u final selection.
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OTHER HARDWARE TO CONSIDER 3

Thare are somne other devices related to video frame bulfer sysiems that may help satisfy !
some of oyr requirements. They all represent ways by which we may record our images i
for communication or spacial applications.

et e e

NTSC Enceders d

The purpose of an NYSC encoder is to transform the RGB video signals that are dis-

. played o high quality monitors, to standard television signals so we may record imagery
‘ directly. 1 found only 1wo encoders that sold for under $3000.

Lance Ine. offers NTSC encoder that **was specifically designed to encode high resoly-

tion color graphic computer displays irregardless of scan rates.'' They do claim tha it

will encode 1024 x 1024 resolution displays. Cost: 31595

Vides Medular Systewe offers an NTSC encoder that does not presently handle

1024 x 1024 resolution displays, but they suggest that they will have that capability in

b 2to 3 moaths. Cost: $540
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| Video Disks
' A video disk i a disk unit especially desigoed to store and play back video images. It is
presently being used quite successfully for computer animation in that it allows the storing
of images at a slow rate and will play them back at a real-time rate. This allows for a much
more flexible recording system than the traditional movie {rame-by-frame photography
method because there is no wait for film processing, and also because the animator may
selectively edit random frames. The major problem with video dis..s is that most of them
use laser technology making them quite expensive. A price tag above $100,000 is not
anusual for a good digital system. However, there are some alternatives.
Oktal offers an anaiog video disk sysiem for $40,000 which is being used in various
places including Cornell’s lab for Computer Graphics. As | understand it, the analog
nature of Oktal's system requires 50 much tweeking that a video engineer should be on
hand most of the time.
Eigen Video recenily announced a lower guality low cost solution in the form of a mag-
netic disk. The monochrome ;ecorder costs about $16,000, and the additional time base
cor.ector for color recordir g boosts that system's cost (o $24,500. The Eigen system
can record up to J00 frames which is good for about 10 seconds of animation. The mug-
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netic cassettes last approanimately 100 hours before they must be rebuilt at a cost of
$10¢ex h. .

T

T T

The G! television development group in Portsmouth is looking into video disks and ars
planming or buyiny one already develond elsewhere, If animation is a definite requirement,

Py

| wauld recommend finding it at a system level because the costs of video disks are so high.
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Some frame bulfer systems now or soon will offer disk controllers in combination with
hardware rundength decoders which may well satisfly most play back animation speed
requirements. A lower cost solution would be the Three Rivers' CVD frame buffer system
which is ezpecially built for animation (discussed earlier in this survey). It could be pur-
chased as a second frame bufler for $13,000 and used totally for animation display.

Hard Copy
At this point in time, color video hard copies are hard to find in a reasonable price range

relative to their monochrome counterparts. The most notable systems available today are:
Trileg Inc. offers a system called COLORPLOT 100 which is based on a impact printer
costing $9990. It produces a copy with 100 dots per inch vertical and horizontal resolu-
tion in about 3 minutes costing about 5¢.
Dunn lastruments has a hard copy unit that utilizes a Polaroid camera 1o make high
quality 8 x 10 color photographs at about $5.00 per picture. The system will also allow
for 33 mm slides to be taken and costs about $16,000.
Matrix lastrucments produces a hard copy sysiem very similar to the Dunn but with a
basic system cost of about $12,800. It has the additional capability of formatting mul-
tiple images (2, 4, 6, 9, 25) on a single 8 x 10 Polaroid print which could result in sub-
stantial film cost savings. Unfortunately, each formatter costs $1000. Additional for-
matters are available for 35 mm slide (1-image-3$3000) and microtiche (92 images-$1300).
The total cost for a good sy stem is about $20.000.
Xerox makes a color copier that will accept serial computer data and output a 100 dot
per inch image. The system can aiso produce 35 mm slides and can operate in the
normal copying format. Nice sysiem for about $25,000.
Applicon now advertises an ink-jet plotter for about $40,000 that will make some nice
culor copies. Some examples of the ink-jet plotter output are on the wall in the Design
Graphics Lab.
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LOW-COST COLOR VIDEO DISPLAY SYSTEMS

Al this point, | would like to mote that some of the sysiens already mentioned may well
satisfy the low-cost requirements while offering upward comfiguration possibilities in a
modular fashion.

For czample, Advanced Electronics Design, Inc. (AED) can confligure a high resolution
(512 x $512) system with $ bits of depth at sach pixel, POP 11 interface, 14-inch color mon-
itor, powerful Nirmware capabilities along with a Tekironix Plot-10 emulator for under
315,000 — not including quantity discounts. With 2 bits of depth, the cost is less than
$12,500.

Applied Dynamics International (ADI) can put together a high resolution (512 x 512)
system with 4 bits of depth ar each pixel, PDP 11 interfrce, 14-inch color monitor, NTSC
encoder, power firmware and a Tektronix emulator (Tek-Light) with some nice extensions
for around $16,000.*

Thase systems represent the upper-end of the low cost frame bufler spectrum, but they
do offer some very nice features in a very cost effective manner.
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Appendix A

TABLES AND DIAGRAMS DESCRIBING
COLOR VIDEO FRAME MUFFER DISPLAY SYSTEMS
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SYSTEM CONTACTS Rizk Pizza Chuck Nordby
DPeAnza 1IDS000 San Jord, CA (408) 263-~71%%
IMAGE MEMORY 2 basic color systems
512 x 512 x 8 + color output 8 bits (3-R 3-G 2-B)
CONFIGYRATIONS 512 x 51c x 12 -~ color output 12 bits (4 sach color)
AND COSTS
PROCESSOR
{SEE ATTACHED)
MEMORY ACCESS OKE PIXEL VO AFTER INITIALIZATION 1:2 Ms (average 1.8 Ms)
Memory allocatad line by line along DMA interface
REFAESH RATE 30 Hz
INTERLACE 2:1
HOST POP 11/70 “Standard PDP-11 Unibus interface” - Unibus registers
INYERFACES VAX VNS I/0 Driver $650 or OMA Board -
PERIPHERALS
Jorstick $875
FACILITIES H| Color Table 256 x 12 (4 per gun) for 512 x 512 x § System
H-HARDWAKE 1024 x 12 (4 per gun) for 512 x 512 x 12
F-FIRMVARE
S-SOFTWARE S| VOLIB - Dec. !l compatible 5250
U-USER/PROCESSOR - Magnification functior - real value - interpclited
~- Polygon f£ill
- User interaction
H | Cursor
H{ Alpha -~ Numeric Generator
MONITORS
NTSC ENCODER
HARD COPY FACILITY Recosmend Dunn
T OF 8ASIC 8v 512 x 5i? x 12 Systam to allow 4 bits pexr RGB ~§18,500
DESIRED EXTRAS VDLIB, Joystick $19,525
TOTAL COST
COMMENTS
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SYSTEM 612 CONTACTS Gary Wilsen (Sales) Pete Harris ‘Eng.)
AED Bedford, Hass. (617) 275-640) Sunnyvale, CA (408) 733-3555 4
IMAG ;
AGE MEMORY 512 x 512 x 1 bit planes - Max. 8 $885 ;
(possible to hook uo 3 sets of 8)
CONFIGURATIONS i
AND COSTS ]
1
PROCESSOR j
(SEE ATTACHED) 6502A Micro - not user prigrawaable i
4
MEMORY ACCESS ONE PIXEL VO AFTEA INITIALIZATION  Line - 5C o 100 Ms initiasl A
- 30 Ms subsequent - 1 Ms RLE - 5 Ms per pixel .
- i
REFRESH RATE 30 Hz 3
INTERLACE Yes ;
HOST PDP 11770 (A Unibus Interface 32,000 :
INTERFACES VAX .
PERIPHERALS !
Keyboard with numeric pad and joystick (included) ;
FACILITIES F | Included: Vector Generation - 9 Ms/pixel after initial !
H-HARDWARE secroll
F-FIRMWARE Zoom 2x, 3x, 4x, 5x ... léx
S-SOFTWARE polygon £ill - after vectors A
U.USER/PROCESSOR Area £ill 1
Run Length Encode and Deccie 1
Cursor ~ joystick contrel H
"Area of interest" - similar to window
Circle generator
H| color table 256 x 24 (8 per gun)
MONITORS
Y 14" $1,630
19" $4,750
b NTSC ENCOOER N/A ‘et ]
E HARD COPY FACILITY Working on Applicon and Hard Disk interfaces
4 COST OF BASIC SYSTEM §12 x 512 x 8 $19,820 i
# DESIRED EXTRAS tncladed $19, 820 .
P TOTAL COS1
Yoo COMMENTS Tektronix emulation mode - Unmodified Plot-10 (4000)
E’ t included
No character generator
¢ vorking on floppy disk interface to unibus $4,000
o
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YSTEN CONTACTS Recasmend purchtase at McAir
™hrse Rivexs CC (412) 621~6250 (PRA 1978)
IMAGE MEMORY
CONFIGURATIONS Memory acts as add-on to PDP=1l Memory. It is much smaller than other
AND COSTS image memories since display information is compacted tc RLE format.
PROCESSOR Controls Run-Length encoding and decoding.
MEMORY ACCESS ONE PIXEL VO AFTER INITIALIZATION
REFRESH RATE 30 Hx
INTERLACE .
HOST POP 11/70  Extended PDP-11 memory ~ difficult on 11/70
INTERFACES VAX
PERIPHERALS

Tablet $1,500

FACILITIES
H-HARDWARE
F-FIRMWARE
S-SOFTWARE

U-USER/PROCESSOR

4| Run-Langth Encode/Decode

H| Color Map 64 x 16 (5 per RGB, 1 for repeat line)

MONITORS

NTSC ENCODER

HARD COPY FACILITY

COST OF BASIC SYSTEM % $20,000

DESIRED EXTRAS

TOTAL COST

COMMENTS

primarily of accounting information. It would not he suitable for
display of continuous surfaces.

IV. 3"26

Note: This system is designed for animation of simple imagery ....

PIPL K

iz

S Y5 o

gt




T p T

e TR 5 R Re it s _autelin
tam e m———

s
ko e ¢

STSTEM [ CONTACTS
Grinell GWi=27 Jobn Retzler o
MAQE MEMORY 512 x 512 x ) bit planes
quantities: 1 - $800 2 - $1200 3 ~ $1600 4 - $2000
CONFIGURATIONS (max 32 planes)
AND COSTS
PROCESSON Not uuar proqrammable
MEMONY ACCESS ONE PIXEL VO AFTER INITALIZATION 6 Msec first pixel
. ~1.5 Nsec aubsequent pixels
REFRESH RATE 30 Ha 60 Mz
INTEALACE 2:1 1:1
HOST POP 11/70 Get DRLLB from Dec. - Interface logic $500
INTEREACES VAX Similaer
PERIPHERALS Joystick $700
Trackball $2,500
FACILITIES H| Vectors, Rectangles, Characters 1.5 Ms/pixel included
H-HARDWARE H] Scroll included
F-EIAMWARE H] dot Cursor that blinks included
S SOFTWARE ) ; .
: £580 7| Image Function Memory Card $1600 (requires Video Drive Card)
U-USER/PROGC n = 13) 1024 x 8 color tables $1,200
R -« capauility for split scresn and image toggling
H| 4 axtra cursors ' $1,000
MONITORS

buy and resell Conracs

NTSC ENCOOER

HARD COPY FACILITY
COST OF BASIC SYSTEM controler $5000, Memory $4000, Interface logic $500 & DRIIB, Monitor
’ $15,000
‘ ’
DESINED EXTRAS Imaqge Function Memory Card, Video Drive Card,
TOTAL COST Joystick, Trackball $22,000
COMMENTS

video digitizing option $1200

IV, 3-27
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SYSTEM
Grinell GMR-270

sow— - - Y

CONTACTS  John Netzler
(408) 263-9920 Sar José

IMAGE MEMORY $12 x 512 x 1 bit planes
Qantities: 1 - $800 2 ~ $1200 3 ~ $1600 4 - $2000
CONFIGURATIONS {Nax 32 planes)
AND COSTS
PROCESSOR Not Usex Programmable
(SEE ATTACHED) o
MEMORY ACCEss ONE PMIXEL VO AFTER INMMALIZATION 6 Msec first pixel
1.5 Msec subsequent pixels
REFRESH RATE 30 Hz 60 Nz
INTERLACE 2:1 111
HOST POP 11/T0 Get DR11B from Dec - Interface Logic $500
INTERFACES VAX similar -
PERIPHERALS
Joystick $700
Trackoall $2,500
FACILITIES # | Zoom (2x, 4x, &x) and Pan $1,200
H-HAR?WAR! With cursor to denote screen center
:"' Tz::: H ] (3) 256 x 24 color tables {use only one at a time) $1,600

JusENPROCE3SOR |# | Image Function Memory Card $1600 (Video ODriver Caxd $1200)

=3 1024 x 8 color tables
- capability for split screen and image toggling

H | Image Processor Card (mltiply, divide...) $2,200
H | Image Analyzer Card (histograms...) $1,400
Window read and write contwol included

MONI?E -

buy and sell Conracs

NTSC ENCODER

HARD COPY FACILITY

COST OF DASIC SYSTF-

DESIRED EXTRAS
TOTAL COST

\ $15%,000
oom/Pan, Image Function Memory Card,
video Drive Card, Joystick, Trackball $23,200

COMMENTS

video Digitiazing Option $1200
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Serial 1/0 e=p__J Processor

Byt.-?unllclu ™S 9900
/0 |

Keyhoard

Host DMA
Interface

Element

Programmable

GeneTator

ADILIGHT 50
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Harold F. Clearwaters (Main)

SYSTEM CONTACTS Bok Pay -
. y loca) salasman
Apl - Light 50 Lowsll, MA (617) 459-2578
IMAGE MEMORY
512 x 512 % 4 bnard - Max 4 now, 8 future $2,500
{1024 x 1024 display not anncunced yet)
CONFIGURATIONS Py e
AND COSTS
PROCESSOR 16 bit Micro - TS 9900 - User can download
(SEE ATTACHED) 8k ROM & 4k RAM which can e increased
MEMORY ACCESS ONE PIXEL VO AFTEN INITIALIZATION 1.2 Ms
REFRESH RATE 30 M2
INTERLACE Yes
HOST POP 11/70 interface w/micro = host attachment -+ host I/O bus $2,500
INTERFACES VAX x/a
PERIPHERALS
Keyboard with numeric pad & 16 function switches $600
Soystick $200
FAc:-QL.:IlAE:DWARE H{1 pix (vertical) by 16 pix (horizoncal) scroll &nd zoom 2x;s;:;, 8x
F-FIPMWARE H | Fast Zlement Generator (£ill 2.5 Ma/piwel) (Vectors 1.3 Mx/pixelj
S-SOFTWARE $3,000
U-USENPROCESSOR H | Graphics Ovaclay - RSL70 (camera inmut) (512 x 512 x ) planc)
$2,500
H | Color table 256 x 16 (standard) 1024 x 16 (optional -)
{5-red 6E-<blus S-green)
£ ! Included
- arbitrary {real) scaling lx to 2%6x =~ must rebuild image
~ generate circles, arcs, characters, rectangles, conics
~ area f£ill and rectangle fill
~ cross~hair cuxsor
- multiple views with a 2D window (functiun of z00m & scroll)
MONITORS
N/
NTSC ENCOOER Yes Included

HAND COPY FACILITY

Tektronix hard copy- hook-up RS170 & Child System

COST OF BASIC SYSTEM $19,000
DESIAED EXTRAS ‘oom/scroll, Proq. element generator,
keyboard, joystick $23,300
TOTAL COST
COMMENTS Teklight ~ Tek emulator Prom $850
Can overlay text
Child System

S & § electronics dropped Ganisco & Ramtek - ADI locks good.
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svstam CONTACTS Art Praskie
Lanidata 3400 Burlingeon, Mass. (617)273-2700
WAGE MEMORY
CONFIGURATIONS 512 x 512 x 1 plane (%ax 16) $1120
AND COSTS 1024 x 1024 = 1 plane (Max 4) $4400
PROCESSOR 12 bit Ricro with lx=3k PROM & 1X BAM for Writahle Control Store
(088 ATTACNED) difficult user programming (2k-13k)
WEMORY ACCESS ONE PIXEL VO AFTER INITIALIZATION &) 2
REFRESH RATE {312) 30 ns {312) 60 um {1024) 30 ma
INTERLACE 21 111 2:}
HOST POP 1170 rocommend 16 bit parallel DMA interface ta Unibus 00
INTERFACES VAX similar
PERIPHERALS w/R$232 Joyatick $1400
Reyboard $ 900
trackball $2500
tablet $2000
(dropped lightpan support)
FACILITIES M| 200m (1x, 2x, 3x, 16x) and Scroll $1000
HW-HARDWARE M{ for 8 bit depth 256 x 24 (8 per RGY)
F-FIRMWARE Maximam of 1024 x 24 simultanecus $3405
saorrwame Milkipie sverlays
" RAM add-on for micro $ 500
P | Image Display Operating System - accessible via Softwara Driver
which is resident on host.
-¥ector generation each vector : 10Ms + 2Mz per pixel
-zamp feature for color look-up
-sovie feature using zoom and scroll .
Cursor $ 700
MONITORS 512° resolution $ 3,000
l.t)u2 resolution $8,000 to $11,000
NTSC ENCODER optional $ 3,000
HARD COPY FACILITY Tektronix .hardcopy $ 7,500
COSY OF BASIC SYSTEM ~$20,000
OESIRED EXTRAS Joystick, keyboard, tablet, zoom/scroll, RAM add-on ~$25,800
TOTAL COST
COMMENTS
Iv.3-33
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GENISCO DIGITAL DISPLAY SYSTEMS

Setting a new criteria of

modularity, display dynamics,
performance, reliability,

processing speed and
cost-effectiveness!
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PREPROCHNON
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INTRAACTIVE
D CAVICE OFTione ~NN
10 FORTY ! T
v A =t

Completely programmable. Gemsco Dwqital Graphic
Dicpiay Svstems are modularly expardable to cover
the widest range of application requirements You
specity the ieatures and options vou need Genisco
graphic Jisplav experts. using tuncticnaily proven
“buiding-biock  modules. tailor systems thdt cost
ettectively answer tnat need . aynamically, efti
Siently and reiably!

Basic 3000 System, Counsists of tne proper CPU in-
tartace tast entry MQOS/RAM Retrest Memary Moa-
ules ~ with read/write, word or bit capabihitws,
automatic DMA access tor block transters 1o 833K
16-bit words/second - and the \ideo Cantrol. that
generates the pasic system Liming 3nd formats the
output for RS170 wavetorms

Pre-Processor Options. The GCT-3C11 Programmanple

Graphic Processor, under contror of .15 own program
that s gasily moditied. converts data that ncluges

IvV.3-34

both vectors and characters, and routes «t to the
memory moduies A Hardware CharactersVector
Generator 15 aiso availanie for very fast dvnamic
apphcations.

Post-Processor Qptions. Monitor Control Mogules. in
a numoper of ap.onal configu ations, provige added
capabihity to the system such as Video Gating, Cir-
cumhil™ . Video Lookud ang Reaoback Overlay,
Cursor Conttol. DAC's. RS232 1/0 Ports, ara R517
composite video w~aveforms. A Scroli and Zoom -
Dy 1mage Or plane — s aise optionally avavanie.
Intersctiva Device Optioms. RS232 compatible inter-
actve devices like an ASC!l Aiphanumeric Keyboard
with 16 Lighted function switches, Trackbali and Joy-
stick, and an 11" x 11" Graphuc Data Tablet are avail-
aple trom Genisco.

For paruculars cn your specific digitai graphic display
requirements, contact Gemsco - a name thdt has
stood for advanced technology over the past 30 years
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Stu Robert (UP) Joea Tublan Bob Frey (UP)
YSTEM CONTACTS oy pay (calesman) Dan Jones  Dave Pauley
Genisco GCT-3000 Lowell, Mass (6171439-2378 Igvine, CA
\MAGE MEMORY
812 < 512 = 1 plane $1800
CONFW?MT'ONS 1024 x 1024 x 1 plane $2500
AND COCTS Max of 14 planes in 2 chassis
PROCESSOR 2rogrammable Graphics Processor (PGP)
(SEE AYTACKED) Graphic Operating System takes about 1/2 of the 4k RAM
MEMORY ACCESS ONE PIXEL VO AFTER INITIALIZATION
REFRESH RATE (512) 60 Preferred 40, 3O Ha (1024) 3O Mz
INTERLACE 1:1 Yes 2:1 Yes 2:1
HOST POP 11/70  (RSX1l-M available) Note: Driver w/demcs = $560 $1790
INTERFACES VAX $170Q
PERIPHERALS keyboard $1350
crackball $2900
joystick $1000
tablet $1500
FACILITIES H | Character/vector qenerator ~1Q Ms per pixel §£2000
H-MAROWARE H ] Scroll and 200m (2x, 4x, 8x) $1:00
E-FIRMWARE R Calor Table 256 x 24 included
S-SOFTWARE H| Fill Mode - will £ill hetween vectors (max 4 planes) included
U-USENPROCESSOR H | Cursor and blink contrel in licu of second cursor included
s | Graf pac Il ~ fortran callable graphics subroutine library
includes: area fill, some 2D trinslations,
curves, lines, vectors, text control §3000
MONITORS 512 x 512 . $ 3,240
1024 x 1024 315,200
NTSC ENCODER $ 4,500
HARD COPY FACILITY
COST OF BASIC SYSTEM $20,700
DESINED EXTRAS keyboazd, joystick, tablet, charactar/vector generator,
TOTAL COST zoom/seroll, Graf pac II $3.,050
COMMENTS

~VeCtors must be erased for movemant, hardvars rissoring
-character controls:

-plot-10 emulator available
-rumors of hardware problems from usars
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SYSTEM CONTACTS Rick Pizsa Chuck Norddy
DeAnga VC5000 San José, CA (4086) 263-715%
IMAGE MEMORY All systems are 512 x 512 x 16
System #1. Monochrome - 8 bits intensity, 4 overlay, 4 aux.
CONFIGURATIONS System #2. Color 12 bits RGB (4 per gun), 4 overlay
AND COSTS
R
PROCESS0 LSI-11 totally user programmable (24K bytes)
MEMORY ACCESS ONE PIXEL VO APTER INITIALIZATION 1.2 Ms
REFRESH RATE 30 Hx
INTERLACE 2:1
HOST POP 1170 FSKIL-H t.q\l!t‘l IPQC!II EIEE lﬂa Euz!’gc‘;mﬁn ;{,g;g
INTERFACES VAX
PERIPHERALS
Joystick (cursor) $875
ADM~3 Dumb Terminal $1,25%0
FACILITIES H | Color Tables with Image Transform Control - "Psudc Color”
H-HARDWARE Monochrome 2048 x 8 $400
F-FIRMWARE Color 1024 x 12 (4 per color) $1,950 «
S SOFTWARE Color 2048 x 12 (4 pur coloer) $2,000
U-USER/PROCESSOR
# | Dual Cursor (different modes) $1,400
H | Zoom (2x, 4x, Ox) and Scroll inclwded
S | Vector Generation 8.5 Ms/pixel included
? | Character Control ($1,000) w/Color $),%00
MONITORS
NTS$C ENCODER
HARD COPY FACILITY Recommend Dunn
COST OF BASIC SYSTEM | /) 4ing 1024 x 12 color tedle 831,400
DESIRED EXTRAS joystick, terminal, cu~sor 434,950
TOTAL COST
COMMENTS -Designed to stand aluna - terminal aad floppy 34,450
-Image from floppy appror. ll soc.
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Typical Model 5216 System Configurations
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Mechanicai Configurstion

The Mace 8216 15 peckaged n & fan cooled 19 incn
rRC-SHB MoUNTLDIn CNESHE. Eleven Module of .ull
GG IOt 8@ DOV DT CNOVIIS = JOFNE
MOOVIeE EQUHE ONty hatf Cards Up to three
chasus May De uniked together to form a 33 Mooue
conhipuration.  Each CRasss 8 56 Oowered by
maeng of 8 108! MOouMed. Set-Contaned. JoOwer
mModuie AN CONMechone are Made via Ix ard-
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anowy full 8CCELS 10 Car3-0008 CONNECHIONS 38 we'!
5 "0 ONY1eC DACK plaNes when INe ChasSiy 1t
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. Ralf Hubert (Sales) Customer:
SYSTEM CONTACTS (617) 649-67%4 Mon Melanson DEC
Aydin 5216 Mags. (617) 649-7472 (home) (617) 481-95)1 Ext. 6419
IMAGE MEMORY R
312 x 512 x 1 bit planc (no sanse) $2000 to> $2200
CONFIGURATIONS 1024 x 1024 x 1 bit plane $2500 to $2750
AND COSTS Maximun of 16 planes
PAOCESSOR Tatel 8086 - up to 1 Mega word user programmable using Porth language
(BEE ATTACNED)
MEMORY ACCESS ONE PMXEL VO AFTER INITIALIZATION 21 us
REFRESH RATE (256x256) 60 Hx (256x256) 30 Hz (512x512) 60 Hz {512x512) 30 Hz (l024x1024) )0 He
INTERLACE 1:1 2:1 1:1 2:1 2:1
HOST POP 14/T0 DMA - DR113 interface $ 850
INTERFACES VAX Same $ 8%
PERIPHERALS keyboard with 10 function keys $ 900
lightpen $ 99
45 function keys 3835 90 function keys 51470
joystick 3 690
trackball $2895
FACILITIES JH Vactor & Circle Generator (10x firmware spaed?) $3500
H-HARDWARE P & H | Zoom Control (Ix, 4x, 8x, 16x) and Seroll FQ
F-FiIRMWARE H | Alphanuneric Channel Module
S-SOFTWARE H | Cursor included with device controllar

U-USERPROCESSOR H | Color Table 2048 x 12 (or 4096 x 6) 4 per RGB

+Addicional modules to provide 8 per RGB * y3000
F L{S | AYGRAF (4 difterent versions) SIGGRAPH/CORE Version $750¢
~polygor: £ill witn firaware

~Z-depth sort of polygon filled areas (hidden surface)

~cyrve fitting & generation, conics, polar conrdinates

-color control with percont of hue, intensity & saturation

-2D & I manipulation and windowing

|

MONITORS (8024) - 13" diagonal - B0O TV lines 53073
(8025) - 19" diagomal - 300 TV lines $2995
(8026) - 19" aisgonal - 1000 TV lLines $7435
NTSC ENCODER
HARD COPY FACILITY
COST OF BASIC SYSTEM with 8 kil per RGB color tabls $30,000
vaybouard, lightpen, joystick, vactor generatar
DESIRED EXTRAS zoom cuntroller w/scroll, AYGRAF LORE 542,500
TOTAL COST
COMMENTS upyrade to ultra-high (1024x1024) resolution requires:
-chaige some DPROM chips, firmware & pussibly backplane
~monitor (changms are supposed to be minor)
IV. 3"39
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Block Diagram
Any
Host ) I Micro
Computer Micro Processor
\ | Processor Memory
p— \ (280) ram | Aom
Extendad /——
TEKTRONIX 4015
Cudes -——
- gisplay
Serial Line | Status]e 5 :"5"0'
to Host Switchl® el /
or Data Set : ;
Serial =
Vector
@ £ort9 Generatar
I Serial < Extended
Keyboard Port 1 Bicture
Element
Jad Men:no'y
Serial | ) 3
Port 2
Hard copy -+
- Serial QJ J -
P -+
C\ ort 3 r- _-
* Dats Cbmmdnicuionl rr
Taulet _—:
or Timing ¢ ] -
Generator -
\ ) Basic Picture
. I Element Memaory
i Video <,
Joystick Qulput
Module DISPLAY PROCESSOR
D ) }
Monitor
or Television
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SYSTEM CONTACTS ©ill Lalond
rpak VOP Pakenham (Ottawa) 1-613-624-5507, 5570
IMAGE MEMORY Two basic configurations
newar: 512 x 512 x 4 for 512 or 1024 displays $3500
CONFIGURATIONS older: 1024 x 512 x 1 for 512 displays only ¥s$1750
AND COSTS
PROCESSOR Bit slice micro-Fortran calls to access micro-instructions
(8EE ATTACMED) Not user programmable - can down load somewhat
MEMORY ACCESS ONE PIXEL VO AFTER INITIALIZATION 1.5 Ms
REFRESH RATE {512) 25, 30 Hz S0, 60 Hz (1024) 25, 30 Hz
INTERLACE 211 1:1 2:1
HOST POP 11/70 modified DR11B -~ DMA - Limitad to DEC(s) $2800
INTERFACES VAX
PERIPHERALS keyboard with numeric/cursor pad, 32 function switches, 8 lights  $1300
trackball $3300
Joystick $1900
tablet $2000
touch sensitive display (future)
FACILITIES F | Firmware included N
H-HARDWARE ~Points, vectors, arcs, polygons, text 1.5 Ms per pixel
F.FIRMWARE «Scroll (w/hardware) - each bit plane separately
S-SOFTWAR! ~%00m 2x, 4x, 8x (w/hardware)
U-USENPRO%ESSO! ~can use to do subwindows on screen (vwport)
-polygon fill and area fill
-Run-length encode and decode
~Cursor in overlay
H ] Color table 256 x 24 display and 256 x 4 overlay incl.
S | Fortran callabla routines to access micro-instructions § 350
S | SIGGRAPH CORE - not complete, waiting on SIGGRAPH
MONITORS Recoumend Conracy
NTSC ENCODER
HARD COPY FACILITY Micro-controlled interactive input & R8232 output firmware drive $3500
COST OF BASIC SYSTEM ~$35,000
keyboard, joystick, tablet, PFortran interface,
DESIRED EXTRAS input/output drive (need for peripherals) ~$44,000
TOTAL COST
COMMENTS

System is not really cospleted as yet, hard to pin down.
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| SYSTEM CONTACTS Rick Pizsa  Chuck Nordby , ]
DeAnza 1p5000 San José, CA (408) 263-7135 i 3
i IMAGE MEMORY All systems are essentially 512 x 512 x 24 bits : i
P Systea #l 2 channsls () scratch) monochrome 8 bits é
N Systea #2 ) channels RAGB 8 bits per color gun .
; CONFIGURATIONS ~ 1
E AND COSTS System #3 4 channels (1 scraich) NGB w/3 overlay planes §
3
-. PROCESSOR _ . : {
- (SEE ATTACHED) Pipe-line Arxay Processor - user programmable ; i
! !y
: MEMORY ACCESS | ONE PIXEL VO AFTER INIMALIZATION 50 44 _ !
] f
* AEFRESH RATE 30 He i
j INTERLACE 211 i
. ’ HOST POP 11/70 Traated as virtual memory-off UNIBUS by use of registers. %
'] INTERFACES VAX 1
PERIPHERALS joystick w/interface $ 875 C
. trackball w/interface $2450
lightpen w/interface $2950 i
v ' i
|
[
. FACILITIES H|Vactor generator -~ 2.5 Ms (estimate) per pixel I
H.-HARDWARE H]Z200m and Scroll (zoom 2x, 4x, 8x) i3
. ‘! F-FIRMWARE Hi{Color Maps 3 256 x 24 maps - display only one i
‘ . S-SOFTWARE =ITU - Image Translator - secondary color control ; i
E‘. . ' U-USER/PROCESSOR H]7ursor $1400 :
E— : ?7|Image processing functions ... for examplet ; i
B =can add two 512 x 512 x & images in 1/30 sec. I
21 ~zultiply two 512 x 512 x 8 images in 3/10 aec.
] ~can split screen with ssparate look-up tables ($4600) :
3| Alphanumeric overlay generator $1000 j
> L
B MONITORS ; ii
i L
b 4
£ NTSC ENCODER n/h e
E HARD COPY FACILITY Recommand Dunn A
L - y
S COST OF BASIC SYSTEM 4%, 000 P
Lo DESIRED EXTRA3 joy-tick, lightpen, ITVU, alpha/num generator overlay 448,025 P
. B
b TOTAL COET b
! COMMENTS 3
4
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THAGE Ry Couoh maP vora o e i
(Bsianie) ] (45,00 Me) | | B/ Cornicnn, [ G4 satoter PP conrret, ;
(marn M ar) e Q€ <
4o relln H
i
/ TRoNAs Bus - 100 NIEL CYCLE, B2 BIT DATA, 26 BT ADDRETS -/ 1
3
60 Jo H
T "
1 ]
‘ 208 NILC 10D NWEL 100 NWEC 2z Y 8 BT »/P ) 7
3 ML T PUER, D~ Paly DM, PR T 200 NSES. oMud <N j
3 homanme, | |rma (agusa)| || Remidenes) vipeo INNT i j
r i
s | Tyt:cal Systan Block Dugram 1
N :‘ K
Al
; The 1IKONAS processor 13 fully user programmabis A fasl. 12 Dit wide azchitefture Qives S
2t ungaraliend precison lor grabnca and IMage Drocessing tpummu The IKONAS processor 3
1peeds nmm COMpUIaliON Dy sxecuting many . e, rom p
am. G ang image processing n-v'ovmmcc 18 ‘urther eAnSNCeC by mwmq E
the nou mw(u dm\cl BCCHES 10 the /MaQe MEMO*y &3 weii &3 t0 ary other MemMory Ot
IKONAS Bu3 (COIOF \00k-up tADIS. MICIOCOTS 3L0re, 8iC. ). ]
‘
3 ' MAGE MEMOAY
2 [l
L IKONAS Imege Memory i3 Dit olane organized Each module can be addressed 33 1024x812x 1.
1 S$12x512x2. of. 1OF MUil-Dix@ #CCesS. a3 19K1I2. Pan. and 3Croll k1 Dixel iNCraments a3 stancard o E
18 Z00M 10 any intege: 7atio 1 110 258.1 Moduler nature of lho units ; iow memar; to e easy E
onpanaed from $12x512x2 up 10 $12x812x32 or 104N 1024x 18 3
FAST HARDWARE MULTIPLIER
The muttiplar lator MOJuiy L the rapvd ot many grabhics and \mage 1
NQ tashS WRICh reQuUire My..iply than add of SUDITEC! LyCies. @ g muml multiphication (3-0 1
point transiormaton), vec1of 89t and Cross product (shade 3 W
(ant-gh&¥ng) Fuur muduten 0L ating in parsikdl allow .ub-mncro*.tonu J-D pairi U snstormation !
!
VIDEO INSUT i
Vided $igniis May be wntten INt0 the tMege memoary (0 164 ime The Nigh 4p8e Dug srchitecture 4
of the IKONAS system ailows simuitanscus 1D Mbyld/Sec video Input, 10 Moyle/sec video output, 3
and 2 Mbyte/sec nost data tra~sier
ANIMATION 1
[of tor i A tast eng filo wit™ apy! n: physical system
mogeling, o-sauy of ime vary'ng date. ana cunoonmg IPUNAS systems supeort computer ]
MIMItion Liing Polot-mnp of 6.1-length encoding lechnqQues with a vanety of calor i00k-up tabler
N4 run-*ANGIR LACOGEM  MEGE MEMAry 3erves as & run-iength animalion buffer ror encooud 3
™ a3 wall as frame b Her 107 UNENCOAEY iMages. The Mass Image Storagh module can hoid up
10 &) $8C0ONAS OF MO wrutely COMDIGX MIMLLION fOr reBi~UIME DISYDACK Or can 9 used 10 store b
UNONEOIET L iapes 4
FLEXIBILITY, EXPANDABILITYY
IKONAS sy a4 enisrety omng i o 1OM varous Moauies Altached 1o 4
common Communication bus Svmms sre asily mapanaed One cage hoids 20 Cards. Multipie cage 3
contigurations 3. ¢ pOssibie A user Can degin with a 3impie (rame butter ang SIA OIOCESIOr. \Mage i
nput. aNG nardware muitipu® Maauies 'eter

CUSTOMIZED SYSTEMS

Moayier deMpn of COMPOnents means that systems are CoOnhigured 10 meet a CUtiOMer's DarICUIN

newds El'.ﬂllv' use of MICTOPrOQrammaey controliery ( the MOodulés Magns Lhat custom

MOdifiCATON, are €381ty parformed (it MEny cases A wide vanety of options ¢ dvaiabie 'MOWNAS k.
parhcularly nigrasitd «n Droviding state-of-the-art Ratdwere 'ur research ang 3PeCial puroose

QIADMICS Ar.0 IMAQE DIOCHISING SySIemS

AW N K
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SYSTEM CONTACTS Mary Wnitten or Wick Eagland
iXOWAS Ralaigh, WG (919) 813-5400 3

CONFIGURATIONS 1026 x S12 x 1 $2000

AND COSTS Max of 20 cards

mm Big and fast 32 bit 200 Mz Microprocessor ’

(aimcet 308 cost of the total system) i

MEMORY ACCRSS ONE PIXEL MO AFTER IMTIALIZATION 410 Meec accesa

100 wsac on hus (1 cycle) ... 4 cards can operate in alt. 100 Ns 1

REFRESH RATE (312) 20 Re  (512) 60 Mz  (512) SO Hzx  (512) 100 Hzx  (102¢; 30 Hz f

INTERUACE 1:2 1:1 1:1 112 1

HOST POP 11/70 DMA viu DRI1B $3000 ?

¢ INTERFACES VAX same
i PERIPHERALS none as yet -~ peripherals are hung off tha host
i

i

i

' k|
| 3
. FACULITIES P[(Pan) scroll & Zoom {(1lx, 2x, 3x, 4x, 5%, ... 256x) included i
H-HARDWARE H{Rumn-1~ Encede/Dacode ... animation possible $2400 ]

' F-FIRMWARE FlMin wu  nd Viewporting %
- S-SOFTWARE R{Curssr ;
) U-USENPROCESSOR #|color Table 1024 x 24 low Speed: $2000 High Speed: $2800 i
(Required for 1024 x 1024)

U|rPossible things to look for: 3

-fast vector generation (NASA) 3

-"real time" hidden-line/surface (NASA) 1‘

<20 & 30 model manipulation
~Edge detection and anti-aliasing

L1 e st bt s+

L

i
N MONITORS {
]
NTSC ENCODER gcommenG ance
HARD COPY FACILITY Mecc mend Dunn
COST OF BASIC SYSTEM ~§45,000
DESIRED EXTRAS RLE Zncoder./Decodsr
~$48,000 3
TOTAL COST ;
\ COMMENTS *Look for gocd things from Ikonas ..." (AED engineer)
-advertissd as tooi for graphics research ;
-no high-level language interaction
~upgrade to ultra-kigh resolution requires one suftware Lit change! ‘

' | IV, 3-45




The toliowing Daragraphs brietly describe the varnous
esiements of the RM-9400 Dispiay Generatar
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FIGURE 1. RMN-8400 FUNCTIONAL BLOCK DIAGRAM

» Computer Intertace (RM-9000-XX)

The Comouter intertace provices 3 ign-Speed ink Detween
tne nost camputer ana 'ne RM.9400 Display Generator A
Gereral purpose :niarface - 3PIF) s provided on the Disolay

 Processor Two adaional card Slots are reservea tor cusiom

nteriuces Othine.sheit ntertaces are avaiapie tor most
MiIMCOmMDuUters anc some large mainirames Al :ntertaces are
Y6-011 Darallel MOst .ncorporate or uhihie G:rect memaory
access

+ DM Sequencer

Tne TTL DMA Sequercer pertorms hign-speeq non.
OrOCessor transters . valving muil'pie Jevices on the System
Bus ‘or exampie etween ‘ne Computer intertace arg
Disniay Processor or Memory Cont-ol Processor Tne OMA
Sequencer can .nvolve as many a8 14 ports ana seven
SUDISODS

 Display Processor

Tre Disp'ay Processar direct'y OF inchirectly CONNo.s eacr
elarren) 2! [P @503y System in goaiten t gecudes

rece ved NSIrUClONS stores SuDMCtures ' commang lists, and
‘onts par'orms CNOTCiNAte 17ans!ormar-ons and Jrives tre
Memory Control Pracessor The Display Processor containg a
280 micro0rocessor wi'h 32R oyles eacn of EPROM ana
Rakt 3 GP'E nertace ihree senal poris a tmar memory
map cvcie-sleanng DMA ana aterrupt contror -0gc The
Memory Map accommogates Jun to 512K memcry tyles o
anich I6K Dyies are reserved 'O int@rnal contror software

« Processor Expansion Modu'e (RM-3400-PEMY 2 3 &)
Tne Prockssor € «0ans or \Vlocule agds a nigh-speed mat-
WPl 40 10 22K 9vtes EPACM potertal ang auaitinna” user
2AM ‘o tna Disolay Processor Memor: eapars.on mav oe
spec:hed n 12X Hyle ncrements to a Mmaximum ot 28K
Dyles . wnere = Aumoer of 32K ovte ‘ncrements:

+ Memory Control Processor

The \Mamoiy 2 yntenl Processor Araws 2 Mitves  aipha-
numerCcs QraonitTs Mages @ic .- Nio ‘e retreésn memory
and gerforms 2 oping @ntly Jetectcn pan and zoom Toe
MCP containg 3 specral-puroose ' 5-oit ;I0olar mcro-
processor acth ged catea R0M RAM and suppon '0g.C

IV, 3-46
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« Agfresh Mamory (RM.Y ‘X 2)

The Retresh MemMory conssis:s of sohd-state MOS RAM s tha!
store the picture(s) in raster scan dot matrix tormat The
memory 1s organized as one 10 eignt Jroups of up 10 16-Dits
each Each 16-0: ceil getings a 3ingie Dixed ON ONe OF More
CRT's Tapie ! usis the pOSSIDie reSolUNONS SSPEC! ralios.
and refregh frequencies

TABLE 1—-AM-9408 RESOLUTION TADLE

o | iy ] e
(FA-0400mX) | Linse | B Pl o)

9400 1X | 256 | sa0 (a2
AM-9400. 4x | 512 512 111
Red-J400- X | 512 840 |43
RA-9400 SX | 512 | 1024 1Y
Md 9400 X | $12 1280 3
AN-3400 8X [ 1024 | 1024 Yy
AM.3400 9% 1 1024 | ‘280 3

50 80w Repeat Fea
50 G0Nz Repeat Fe
S0 80rz Awoeat Fuva
S0 80z Repeat F v
S0 60NE Avpesi Fic
25 oMt Inteniaceq

25 J0m7 interaced

——m - =

Nole (1) Acine 728180 @ Centarea witwn 4 JTRT sadeCt 10

+ Senal Link/Currar Option (RM-9400-SLC2/4)

The Senai Link Cursor oplion processes 0perator input trom
keyDOArds and grapnic :nput Jevices. and ganerates two or
oyt Indepenaent Cursors that can De used 1o PoInt to the
face of ine display without attecting the data in retresh
memory The AM-3400-SLC consists ot a ZBO micro-
processor with geaicated ROM and RAM. tour or eight senal
POrLS and two Or tour 32 x 32 Drogrammagie cursor
gensralors Support SONtware 1s availanie for keyboards.
JOySHCRS. trackDalls agnt pes and graphic tablets

+ Video Generator (RM-9400-vn)

The Video Generator transtorms the stored pictures into
ngustry compatible viceo $'gnals that gnve Ramiek or other
commerc.ally availabie high rasoiution CRT monitars :arge
SCreen proieclors and hardcopy printers Al outputs are
comoatipie with E-A St¢ RS.170 or RS-343-A specihcations
tor Zomposite video

The viQuo generatars process aata on a Dixei-by-0ael Dasis
tnrougn PROM or 3AM getinec 100kuD 1abies Inal assign
Lutpul co1or and of niensity Each Diret inaexes the 100kup
la0le as it -§ $CANNED rom tne relresn memoty The contents
Ol 1he aadressed cel n Ine .QOkuD tabie are then cassed 'o
ha a3 .10g converters (DAC) ar vides amonters tnat
croc. out video s.gnais

Cursor ang Qveriay mxng s pertormed either n the «Qokup
tapie or at the DAC oy clamoing inhe oulput voilage 1o
MinIMUM or Max.Mym scale All .10 Generalors noorporate
2 DINK ttequenCy Qeneralor 1Nt Ailows Se2g!.ve Durke

There are thred oft.Ine-sneit vigeo yeneralors 'nat salisty
most appucanons

A Tre Type i 1080 Generator «RM.9400-\'1) S Jesignea 'or
general radres appncal.ons The RM.G40C-VY gnves @2
1Wo-0it 1 4- 2veh) v-aeo Huiduts t0 12 MoNQCNIome or ‘our
RGB cowr 1spays 'nagaicn the RM-9400-V: orovges
P3rgware DNk 3ng Tixes up 'Y ‘our ‘naepencent Curtors
AN any ot tne ' 2 outout channeis Color ntensiy
Overiay ang Cvt 3SS.GNMEnt are accomphshea by PROM
cedng Any ol hd coiors Or ‘our niensilies May be
Soec:teg

{
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SYSTEM CONTACTS gon Mullany
Ramtek 9400 Boston, Mass. (617)862-7720 Sunnyvale, CA (408)735-4800
IMAGE MEMORY S12 x 512 x 1 plane $ 489
1024 x 1024 x 1 plane §2345
CONFIQURATIONS Naximum of 8 planes per chassis ]
AND COSTS (add $2000 for larger chassis)
PAOCESSOR Z-80 trattic controller ... not recomssnded for user projramaing
(SER ATTACNED)
MEMORY ACCESS ONE PIXEL VO AFTER INITIALIZATION 1.12 Ms
REFRESH RATE (S12) 25, 30 Mz S0, 60 Mz (1024) 25, 30 H2
INTERLACE 2:1 1:1 2:1
HOST PDP 11/70 DRLLB & C (Will also quote Mass bus in future) /$2200
INTERFACES VAX Similar
PERIPHERALS keyboard $1500
tablat $2000
joystick $1400
lightpen $2900
trackball $3000
FACILITIES H|Vactor Generator « 16,000 Vectors/sec (S0 pixels/vector)
H-HARDWARE HiZocom (2x, 3x, 4x, Sx ... 16x) and scroll
F-FIRMWARE H|Color table (2) 102 x 16:4 per RGB and 4 monochrome hard copy
S-SOFTWARE + Second video board for 8 bits per RGB $6120
U-USER/PROCESSOR S{Arcs, Circle f£ill and Polygonfill $ 500
Flarea fill
F|2D translation, rotation and scaling $ 500
(8) | HjViewporting
{8) | H|Decluttering -~ increased detail with zoom
(S) | H{Entity detect into display list and raturn to host
(S) | H|Down~load display list board w/list processing $3280
~qives powsr to directly address image data commands
MONITORS
512 -~ 60 Hz $3970 1024 ~ 30 He $10,200
NTSC ENCODER
HARD COPY FACILITY Poloroid system $12,000 35 mm camera & adapter $4000
COST OF BASIC SYSTEM with © bits per RGB in color table $41,100
DESIRED EXTRAS keyboard, tablet, joystick, lightpen, polygon filler,
TOTAL COST 2D transformations, download display list processor $53,100
COMMENTS -Maintenance and training course - 4 weaks in CA $ 1,000
-Upgrade to 1024 requires sync and backplane change,
and possibly return to shop ~$ 2,000
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Vision One/20 Technical Specifications

0 Diplaved panal cesolutions of $12x512 or 10241 1024,
Ruaranteed to meet or exceed test specifications deiined in
“Quantilative Evaluation of Soit Copv Dinplave.

o Up 1o 512 \eparate bis can represent cach and every Diciure
alement 1n 3 $12xS12 dinplay presentanon (128 ints per pclure
vlements 1a 4 102421024 displavi.

© Up 10 11000000 hits o image reiresh déta have memary
availabie 1 3 single 8-100t electnical cobinet

« Evasn Ot the |14 D00 GO0 bits of the retresh memary are et
aul e deplay 10 1160 of a econd

« Enouith inlage retresh daty hase memory 1 availahle 10 aittw o
comphrte 309 1 4090 x 8 it array 10 he viewed in real-hime

v Ay e it (4 the retresh memory can be randomiy xidreswed and
real ot s U0 nanoeconds.

+ DvASINK INgnment of Imdge memory ior either the
eprenenlalion of YRR INCIEMEnts 0F An ir1age ar one bt dit
map onverlavs

v IMARe fertesh memoty may be atdved in \palial condiuraiRms o
S12032.768 or 12.768x 512 piciure elements of any Other
conhiguralion in 2 32.768x 12,768 pace

+ Retresh MEMOry CONRUIANON JsHRNMEn! Completely dvnamn
and entirely under Iirmware contiol

» Full color. hgh tidelity color pre tup to 2 brigh
levels image reiresh and display) available 1n all of the spatial
conlwguratioms menhaned Jbove

o Full $123512 re-Dlution real-lume roam of 3 iarge datd haw v
whed 1N 3 MOVING window PrEEnnn wih ao fnCiRI. o
the dIrECHON or raie Of movemewt Of the window preentaion
Jcross the reitesh memory data base
« Zoneed prevenialon ot Iny 236 256 or 1282128 pecture
elemmnt area of the retresh memory datd Base with tyll window
< wpainity 2 entioned sbove
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» LOOP AN Presenialions of up 0 bd epdiate $121512 vpatal
teoluhion 1tames 2Sh separate tames ot 2861 256 spatial
Asolution ana 1024 paratle tames it 1284128 \patial resolution
Each Irame may have up fo 254 brighimes levels

s Completely :ndependent use ol the ietrech memary daly base by
up 1o 4 yaer- Each user suppliert with wparate kevhourd control
andl inchepentent Wil colie video outpul

& Alleaion of portons o the (eiresh memary datla base
dvagrncaliv asanablie hetween ywen

¢ Retremh mennmny datd hase data s lnade completely independient
ot dinplay reeniaiion idual-poried comituciinn:

* Compicie random addtenahility ta o ungie picture element

o Agtoniatic bk transier o image data provicked with the abibiy 1o
It ~equeniially trom cither side 1o either sickt of 10 to bwllom or
bottom to top

o Frow2e 1rame 1eansies o image dala syachronousy ino image
nemory At IIes of 1730 ot 3 secomid

« Real-time rewniting 0 the retrenh memnry daty hase on the v
OF ROC OB AIRKOAIAML 10 The OUIPAH ABChon oF the dinplas

o HERHIVE re PROLUEIng OF 1he tetreb sarett dhata thiough cystem
contained proc ey algonthms peanomung 1toe " ipeline
(R enang - Thes reteesh o data with each pax eviag step
Tahing 170 ot 2 ~econd

o imape combrming cpmbilite 0n the ks o plus minus, muillipdy
il v e

» Real-ime bl h anct white of 1ull COME imuge COMPOuhon —

Al 10yt T DO (I Dve ST iU hon (N egulat of
srreulas Japed o 10s (8 i one upon (e Olhet with
compi com ol chen Hve traastalion of the suus
pteabion wChion nany direction  The reyiting COMPOON Can
b inslantis used o KOTM ared e N entirely new iIMage
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SYSTEM

COMTAL Vision Gne/20Q

CONTACTS :iarvev Raider
(213)797-117% Fasadena, CA

IMAGE MEMORY

CONFIGURATIONS incremental by 512 x %12 x B bit image grouvps $8,000 to $10,000
AND COSTS maximum of 64 groups » 512 bits per pixel
PROCESSOR Pipeline procesisr to recompute all picture elements

(SEE ATTACHED)

LSI micro to hadle user intexaction, system response, Bemory hanagement

MEMORY ACCESS

ONE PIXEL UO AFTER INITIALIZATION , . . (read 800 Ns)

REFNESH RATE 30 Hz 60 Hs
INTERLACE 2:1 1:1
HOST PDP 11/T0 ASX1l-N is available. Unibus board & DRI1B $3150
INTERFACES VAX Similar
PERIPHERALS keyboard
trackball
data tablet

magnetic tape trarsport
floppy disk

FACILITIES High powered image processinc facilities - unper range
-HARDWARE -can roam a <09€ x 4(96 x 8 bit array
F-FIAMAWARE 134,000,000 bits of refresh memory read in 1/60 sec.
S-SOFTWARE -animation of 64 S12 x S12 x 8 images in memory
U-USER/PROCESSOR -real time (1/30 s:c) image processing features
v
(Iist is available)
+
MONITORS 1§" high quality monitor included

NTSC ENCODER

MARD COPY FACILITY

o

SOST OF BASIC SYSTEM approx. $40,000
DESIRED EXTRAS Prices trom approx. $40,000 to §700,000

TOTAL COST

COMMENTS -computer built into system

-top=of-the-line for image processing
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SURVEY UPDATES
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Building 27, Room 509
September 25, 1979

Te: V.M. Lucke, Design Graphics Personnet, J.F. Berkery, W.E. Lorensen,
J.L. Mundy, R.B. Saltzman

Subject: Update #1
Survey of Color Video Frame Buffer Systems

1. In a resent telephone conversation with Ken Anderson, of the Anderson
Report, | found that no further information had been uncovered regarding
Seiko's (Tckyo) digital TY display. Rumor had it that Seiko had utilized
a2 4 x 4 transformation matrix similar to the Evans and Sutherland Picture
Systzan Il with a 512 x 512 full color frame buffer system.

2. Mr. Anderson did give me a name to ccntact at DEC in Nashua New Hampshire
regarding their rumired 512 x 512 color video frame huffer system. DEC'S
System Processor is based on 2901 archietecture utilizing a 160 Ns cycle
time. The syster will act as a device on the Unibus with a parallel interface.
The initial system will be able to draw 50,000 vectors (short or inch?) per
second, but very few other facilities will be offered and the processor will
nct be user programable. The initial system will offer a maximum of 4 512 x
512 image memory planes, with a 19 fnch color monitor and Interface for approx-
imately $14,000. It will be available for shipment around June 1980 and
development will continue to improve the system.

P e
~2
/é < /Zﬁ‘:
d Peter Atherton

37-509
8-1692
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MISSION
of
Rome Air Development Center

RADC plans and execwtu neseanch, development, test and
selected acquisition progrnams in Auppolbt of Command, Control
Comunications and Intelligence (C31) ecctivities. Technical
and engineeing suppornt within areas of technical competence
48 provided to ESD Program Oggices (P08} and cithen ESD
elements. The princdipal technical mission areas are
communications, electromignetic guidance end control, sur-
vedllance of gronnd and aerospace obfects, intelligence data
collection and handling, information system te,chnology, "
Lonosphenic propagation, solid state sciences, microunve % !
{

L T T et e e ST R

physics and efectronic neldability, maintainability and
compatibility.
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