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SUMMARY

Field support of military avionics and ground-based
systems is generally based on the concept that such systems
can be maintained by minimally trained technicians supported
by a sophisticated, built-in-test (BI1T) capability. 1In fact,
BIT systems have not performed as efficiently as expected.
This has placed unanticipated demands on maintenance personnel
and has resulted in expenditure of excessive maintenance
resources such as manpower, support equipment and spare parts.

The primary contributor to BIT inefficiency can
be described under the generic term "false alarms" and this
study was designed to address this problem by investigating
false alarm experience for three representative systems.
The study accomplished its objectives of investigation and

determination of:

l. The causes of BIT false alarms and the relative frequency
of occurrence of each such cause.

2. Design guidelines to minimize the occurrences and effects
of false alarms.

3. False alarm rate prediction factors that provide for
the evaluation of alternate BIT designs to determine their
susceptibility to falise alarms.

A major difficulty encountered in the investigation
was simple identification of false alarms. It is intuitively
cbvious what is meant by the term false alarm (a BIT indication
that fauli-free equipment has failed) and the term has been
used in specifications for years. However, the task of
measuring false alarm cates is extremely difficult. The
measurement difficulty is compounded by the fact that many
actual failure events can masguerade as false alarms, such as
intermittent faults which occur only under certain operational
conditions. The measurement difficulty has been overcome in
this study by supplementing theoretical definitions of false
alarms with a consistent set of ground rules for breaking the

false. Some error is introduced in this process but must be
accepted as being unavoidable when analysis is limited to

existing field data. By using this pragmatic approach, we have J
been able to quantify the problem and to break it down inte its

component parts. Having accomplished this, it was then
possible to propocse solution apprcaches.
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Table S-1 provides a capsule description of the

{ BIT false alarm study. The major conclusion of the study is

; that the problem is amenable to smlution, with the hypothesized
A solution being referred to as "optimal BIT." Theoretical
verformance of optimal BIT is compared with ordinary BIT in
Figure S-1. As illustrated, the main defect with ordinary

BIT 1is that extremely high probanilities of fault detection
and isolation (demanded by military specifications) are only
achievable by accepting a high incidence of false alarms.

Although specifications put limits on the allowable
false alarm rate, such specifications are generally meaningless
because it has been impossible to prove or disprove that the
specification is being met (primarily because of the difficulty i
of identifying false alarms). The usefulness of BIT is
seriously degraded by the presence of false alarms and it is
} hypothesized that most current BIT designs are operating beyond
the point of greatest usefulness indicated in Figure S-1(b),

i.e., the usefulness is in the region of diminishing returns.
This should be compared with the hypothetical usefulness of b
the optimal BIT, illustrated in Figure S-1(d). 1In the latter ;
case, the usefulness continues to improve with increasing BIT ]
thoroughness. (A measure of BIT usefulness is the percentage '
of field problems resolved by using BIT. A measure of BIT

thoroughness is the percentage of the system, waighted by ‘
J ' predicted failure rates, that is tested by BIT.) As !
illustrated, this characteristic is achieved by suppressing the
1 false alarm rate. The question of feasibility of optimal BIT
: thus translates into the feasibility of suppressing false
alarms. More specifically, does the technology exist for
accomplishing false alarm suppression and, if so, do we know
how to utilize this technology to accomplish our purpose? This
study answers both questions affirmatively. Microprocessors,
expanded memories, sensors, components, circuits, etc. required
to implement optimal BIT either exist or are in an advanced
state of development. The problem of false alarms is
sufficiently well understood to establish an overall approach
at solving the problem and preliminary design guidelines have
been generated.

|
|

U
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E~ The problem of false alarms is predominantly the
) result of BIT specification¢ and BIT designs being tailored
2 to an ideal (noise-free) world. If all failures were in the ;
: form of hard, catastrophic faults and all systems performed ;
b precisely as they are theoretically supposed to, and if all
environments within which systems have to operate were within i
specified boundaries, and if there were no external sources ,
of RF interference, then BIT performance would be truly i
superb. But in contrast, the real world is extremely complex.
All types of peculiar failure modes exist, many of which are ]
: intermittent in nature. Fault-free systems exhibit a wide

2 range of variability and are prone to exhibit moments of !
] abnormal or "anomalous" performance. Unique operational }
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conditions can cause fault-free systems to perform in a manner
that is easy to misinterpret as an indication of a failure.
Also, the real world environment (thermal, shock, vibration,
humidity, power transients, etc.) can be sufficiently
stressful, to cause systems to fail momentarily to meet
performance standards. Understanding this phenomenon of
"failure without a fault® is the key to understanding the bulk
of the false alarm problem. During these incidents, "BIT does
not lie," in the sense that BIT accurately detects anomalous
performance. When BIT indicates a momentary signal excursion
outside of test limits, the operator can have reasonable
confidence that indeed the signal did exceed limits. However,
more often than not, such anomalous performance is not a
manifestation of a fault and it is a mistake to take a
maintenance action based on the indication. Thus, by designing
BIT for an ideal (noise-free) world, we have, to a great
extent, created the false alarm problem. What is needed is
a BIT that will not display a warning flag every time a
momentary anomaly occurs, but one that will filter out those
anomalies that do not warrant taking a maintenance action.
The key to an optimal BIT might bc described as supplementing
existing (highly sensitive) BIT with a "smart box."
Alternatively, each unit could have the "smarts" built into
it‘

The challenge of designing optimal BIT can be
subdivided into three main areas:

1. System analysis, to define the intelligence that needs
to be built into BIT. (How can false alarms be recognized?
How can intermittent faults be separated from false alarms?
A key issue is the type of filtering to be implemented:
time thresholding, amplitude thresholding, relative
frequency of occurrence, trend analysis, statistical
testing, rate of occurrence.)

System design, to establish the functional definition of
the required microprocessors, memories and other :
equipment. (What processing capability is required? How
much memory is required? MHow can compatibility with
intermediate-level maintenance be achieved?)

3. Equipment design, to include specific definition of the
egquipment that is required to implement the system
functions.

vii
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¥ Much of the analysis performed in support of this

H study can be used as an example of the type of "machine-~
; analysis" capability that needs to be programmed into an
2 nptimal BIT. By relieving the maintenance person of the
Lo oulk of the interpretation task, the support concept of

g smart machine/ minimally trained technician becomes

' viable. It must be recognized, however, that occasionally
situations will occur that have been totally unantici-
pated. At these times, the skilled maintenance person is
invaluable. It is very unlikely that the man-in-tue-loop
concept can ever be eliminated.

e

e e e

gast =

T AR LTI

viii

e o

AR RNy L RS NI T o v e e
SOLTE 5~ S St N NSRS e el e ol o o e s 1 u Bl BT e DAL e e T YAN TS TN ann RNt 1) b AL " e
Tl W T el Foun ol el e T A e




O s S T L

W ey

T T T

T T T T T

PREFACE

This technical report presents the results of a study
to investigate and determine (1) the causes of built-in-test
(BIT) false alarms and the relative frequency of occurrence
of each such cause, (2) design guidelines to minimize the
occurrences and effects of false alarms and (3) falze alarm
rate prediction factors that will provide for the evaluation
of alternative BIT designs to determine their susceptibility
to false alarms. The study was performed for Roaie Air
Development Center (RADC) under Contract F30602-40-C-0074.
This report is prepared in accordance with CDRL item A002 and
data item description DI-S-3591A/M.

Capt. Daniel Gleason was the Air Force monitor and
the Support Systems and Maintainability Engineering Laboratory
of Hughes Aircraft Company, under the management of
Mr. R. A. Vande Steeq, was responsible for program execution.
The program manager was Mr. E. C. Hamilton. Mr. John G. Malcolm
was the principal investigator. Dr. R. W. Highland was the
primary consultant. R. E, Davison and R. J. Dunlap, as well
as other Hughes engineers, contributed to the report.
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1. INTRODUCTION

It is a commonly recognized fact that built-in-test
(BIT) systems utilized in an operational environment do not
perform as effectively as the military customer desires or
the contractor expects. Symptoms of this ineffectiveness
generally take one of two forms:

(1) A fault indication when the tested equipment has not
failed.

~
b
~

Improper isolation of an equipment fault; a fault-free
unit is called out as being faulty when the fault is in
another unit.

Fault indications under these conditions constitute false
alarms. As an introduction to the false alarm problem, the
following paragraphs are taken from the statement of work for
this study {"Analysis of Built-In-Test False Alarm
Conditions").

“The negative impact of false alarms on maintenance
policies and support costs has been documented on a wide range
of systems. The extent of these false alarms contributes to
the expenditure of excessive maintenance resources such as
manpowe., support equipment, and logistic supplies. BIT
systems that experience high levels of false alarms may be
rendered ineffective due to the lack of confidence in the
integrity of the failure diagnostic information. False alarms
can seriously degrade the mission effectiveness of systems
that incorporate BIT to perform system monitoring functions.
Erroneous indications of a system's capability may result in
an unnecessary mission abort depending on the criticality of
the system under test,

“"The basis of false alarm conditions rests in
unanticipated design deficiencies. Providing designers with
gquidelines to anticipate and remedy these deficlencies will
result in a BIT end product with high levels of operator
confidence in the validity of the test results. PFrediction
factors will provide insight concerning the extent of the false
alarm problem and allow for the structuring of maintenance
policies to minimize the impact of false alarm conditions.”
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2. BACKGROUND

Maintenance and logistic costs of fielded weapon
systems are almost invariably higher than anticipated. This
situation can no longer be tolerated. The evidence suggests
that much of the blame for excessive levels of unnecessary
maintenance is assignable to BIT. Direct evidence of BIT
inefficiency is the almost universal maintenance practice of
putting more reliance on operator observation (real and
imagined) than on BIT, i.e., maintenance actions are generally
initiated only if an operator "squawk" has been generated.

BIT is simply used to "confirm" the problem, typically being
ground confirmation of in-flight squawks. This is totally

at odds with the original concept of BIT, which was based on
the ideas that (1) the best test is one performed with the
system operating in the environment for which it was designed
and (2) critical parameters can only be measured and assessed
by BIT, not by the operator. The concept envisioned a BIT

that was so credible that an in~flight detection/isolation

of a fault could be accepted at face value without ground
confirmation. Theoretically, the failure information could

be relayed to the ground c'ew via RF communication and a
replacement unit made available at the time of aircraft
landing. In the real world, little credence is generally given
to airborne squawks without ground confirmation. (In spite

of the obvious defec: that faults which only exhibit themselves
at altitude and under operational conditions are going to be
invisible to the ground crew.) A reasonable inference is that
maintenance personnel have found, by trial and error, that
maintenance performed solely on in-flight squawks and in-flight
BIT indicationec is totally impractical. This is another way

of saying that BIT fault indications generated in an
operational environment are generally not believable. 1In
contrast, when a BIT pass has been achieved, such an indication
has extremely high credibility.

Perhaps the preceding discussion explains why the
problem of BIT false alarms has been tolerated for such a long
time. Operations people and maintenance personnel have been
able to develop "work-around" techniques. (In a jocular vein,
one field person indicated that BIT becomes a very effective
tool when you learn to ignore it.) And, of course, BIT truly
is a superb maintenance tool for "well behaved" faults (hard,
catastrophic faults occurring siangly). Thus, from an
operations point of view, the problem of false alarms has been
more of an annoyance than a catastrophe. This has been under
peacetime conditions, however. Because the problem of false
alarms has never really been defined in precise terms, let
alone quantified, nobody can really say what the true cost
is. Perhaps, by tolerating the problem, real problems are
being masked which would surface very quickly in an emcrgency
situation. In any event, the price being paid in the
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maintenance/logistics world justifies research into the extent
of the problem and the root causes.

2.1 OBJECTIVES OF STUDY

g ' This study had as its objectives the investigation
and determination of the following items.

O The causes of Built-in-Test (BIT) false alarms
and the relative frequency of occurrence of each
such cause.

©0 Design guidelines to minimize the occurrences
and effects of false alarms.

0 False alarm rate prediction factors that will
provide for the evaluation of alternative BIT

! designs to determine their susceptibility to false

alarms,

2.2 SCOPE OF STUDY

;

| The approach taken includes a means to identify and

i \ verify false alarm occurrences and to determine their causes.

N The methodology avoids, te the maximum extent possible,

L incorrectly designating as false alarms those situations which

¢ are actually intermittent failures occurring only under

operational conditions. Event repeatability was assumed to

be a key distinguishing characteristic. 1If equipment is truly

] defective, although there may be moments when the equipment

' is functioning properly, the same failure mode will tend to

repeat. On the other hand, if the equipment is truly

fault-free, BIT may occasionally generate a random, false

failure indication but such indications will generally not
repeat. These generalizations were translated into pragmatic

ground rules for classifying failure events as being false
(probably) or valid (probably). Some error will naturally

, result but it is believed that the classification scheme is

! reasonably accurate.

The analysis distinguishes between two false alarm
categories, designated as follows.

] Category I - False alarms induced by a prime system failure
] where a BIT system designates a failed item which, in fact,
; is operating properly instead of, or in addition to,
designating the true failed item.

{ This definition was not intended to encompass ambiguous fault

. isolation permitted by specification. Thus, if BIT is

; ' permitted to isolate a fault to one of two units, one of the
two is obviously going to be fault-free. Callout of the fault-
free unit is by design and is not considered a false alarm.
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tils exclusion principle was not an issue in this study because
the BIT systems investigated were generally designed to isolate
faults to single units. Neglecting the relatively small number é
of instances where t..is was not the :;ase simplified the ‘
2nalysis and introduced insignific/nt error.

‘ Cat§gorx II - False alarms that occur when no prime system
] allure exists, where a BIT system designates a failed item

which, in fact, is operating properly.

To the uninitiated, this definition may appear to be guite
straightforward. 1In fact, it is quite controversial. The
controversy revolves around the classic conundrum, "What
constitutes a 'failure'?" One school of thought favors the
extreme position that there is no such thing as a false alarm
since a BIT indication that a system has failed means just that
(assuming BIT has been properly designed and is fault free).
Even momentary anomalies of fault-free systems are considered
valid failures, For example, assume that radiation from an
adjacent radar has interfered with proper functioning of a
radar system under test and BIT has sensed this and has
generated a fail indication. Althouah it is certainly true
that the system has "failed" in a functional sense
(momentarily), the system has not failad in the sense that
something has "broken." Given the circumstances that exist at
, the time, the detected performance "malfunction" is perfectly
: "normal.” From a maintenance point of view, the BIT i dication
is a false indication of need for maintenance dand therefore is
, a false alarm, or at least a "maintenance false alarm."* In
: this study, we have generally taken the maintenance viewpoint.
The main theme of the study is that current BIT systems,
v although excellent detectors of momentary system anomalies,
5 have to some degree become "maintenance generators" because
thiey fail to distincuish between "normal" system anomalies and
anomalies which are manifestations of faults. It is concluded
that future generations of BIT can resolve the problem of
maintenance false alarms by incorporating the "smarts" for
3 filtering out normal anomalies. In any event, the issue of
b semantics and definitions must not be allowed to cloud the
basic issue of excessive maintenance. By whatever name, the
problem is real and needs to be resolved.
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Another example is the type problem which is "fixed"” simply

by resetting the system, e.g., by turning the power off and

: then on. (Computer "hangups" are an example.) The term

3 "recoverable failure" is useful in describing this type
problem.
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The results of the study are based on and are
applicable to avionics and ground-based systems. Design
guidelines and false alarm rate prediction factors have been
developed which are applicable to the early design phase and
the detailed design phase of the BIT system. The term
"built~in-test" includes those tes: systems which perform prime
system monitoring, prime system checkout, and prime system
fault detection and isolation, and which are an integral or
associated part of the prime system.

2.3 ORGANIZATION OF REPORT
The report is organized in the following manner:

o Section 3, Technical Approach, describes what we did to
attain the objectives of this study. It describes the
systems sdelected for research and the basis for such
selection.

o Section 4, Analysis Methods, describes the analysis
techniques used for identifying false alarms and
ciassifying them as either Category I or Category II.

o0 Section 5, Analysis Results, presents the relative frequency
of occurrence of Category I and Category II false alarms
and discusses root causes of false alarms. False alarm
prediction factors are presented and analytical procedures
for evaluating alternative BIT designs to determine their
susceptibility to false alarms are reviewed.

© Section 6, Design Guidelines, describes specific approaches
that can be utilized to minimize occurrences and effects
of BIT false alarms.

o0 Section 7, Conclusions, summarizes the major conclusions
of the study, especially the conclusion that current BIT
designs have not been optimally matched to system
performance in the real world and the solution of the
problem of BIT false alarms lies in an optimal BIT which
has the "smarts" to distinguish between "normal" anomalies
and anomalies which are manifestations of faults.

O0 Section 8, Recommendations, provides suggestions for future
research into the subject of false alarms. It is
recommended that such research encompass the subject of
internittent faults as well as false alarms.
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o &appendices include Hrief summaries of some other studies
that are particularly pertinent to this study. For example,
the Missile-On-Aircraft-Test (MOAT) False Alarm Study is

discussed in Appendix C. Computer printouts and other (i
detailed tabulations generated during the study have not k
been included in this report in order to avoid cluttering !
the document with details of little interest to the general !
reader. ’
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3 3. TECHNICAL APPROACH

1 The general technical requirements of the study were

3 analysis, investigation and development of design and ' !
- prediction methodology pertaining to false alarm occurrences, '

{ Specific tasks itemized in the study statement of work are ' 1

listed below.

‘ false alarms. This task shall require the acquisition and ~
2 analysis of a statistically sound data base. The task shall
S also require the identification and removal of data which

1 are incorrectly designated as false alarms which, in fact,
are intermittent failures which occur only under certain
operational conditions.

i
|
o Identify and verify the occurrences of Category I and II }
i
|
|
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O Determine the cause of false alarms for each false alarm i
category. Investigation of the causes shall include but i
not be limited to examination of the specifics of inadequate
test design, BIT hardware/software failures, environmental
i operating factors and BIT sensor tolerance levels.

ol

O0 Determine the relative frequency of each of the causes that

P S

i‘ v produce false alarms for each false alarm category. 5
[ ( o Provide design gqguidelines and procedures that shall minimize i
i the occurrences of false alarms. The guidelines and ‘

procedures shall include but not be limited to the choice
of BIT sensors and sensor measurements, BIT hardware/
software interfacing and selection, and BIT circuitry
design.

Al - o cal i

O Provide prediction factors to estimate false alarm rates
for each false alarm category as a function of BIT design.
The prediction factors shall be based on prime system
circuit design and complexity, and associated BIT system
detection/isolation, specifications and design.

A - e o e

o To ensure that the results of this effort are representative
and sufficiently comprehensive, the contractor shall utilize
data perteining to BIT systems which shall include but not
be limited to BIT design specifications, BIT design
circuitry, BIT design techniques, and BIT operational
per formance.

i
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How we went about accomplishing these tasks is the
subject of this section. Essentially, attainment of all study
objectives was accomplished by analysis of data representing
three celected electronic systems.




3.1 DESCRIPTION OF SELECTED SYSTEMS

A statistically sound data base is a first
prerequisite for meaningful analysis. Three representative
military systems were selected for research for this study
primarily on the basis that the available data for these
systems, when taken as a whole, represented a meaningful and
extensive data base. A second consideration was "at the sub-
systems of interest (radars/weapon control) in cnese systems
: were designed by Hughes. This gave us the added advantage of
) being intimately familiar with the past history of this equip-
s ment and being able to supplement field data supplied by the
g military with data generated by internal testing and data
generated by numerous in-house studies, The fact that the
three systems are of differing "design ages” and have been
designed, respectively, for three different military branches
(Army, Navy, Air Force), means that the combined false alarm
eXperience is probably very representative of most military
electronic systems and that conclusions reached should have
general application for these types of systems.

A ks W ed ik A

With respect to the completeness of the data base,
there were some inadequacies. This is inevitakle when using _
field data. These deficiencies were annoying but not {
insurmountable in performing false alarm analysis. The precise ,
nature of the analysis performed on each system was tailored 1
to the type data available. For convenience, the systems will
simply be referred to as systems 1, 2 ani 3. System 1 is a
? complex Navy radar/weapon control subsystem in a two-~scater
~ w.rcraft, system 2 is an Air Force radar subsystem in a one-

: seater aircraft, and system 3 is an Army artillery-locating
v ground radar.

T T e
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Our basic technical approach is to integrate the separate
) results from analysis of the three systems into a single body
v of design guidelines. It is recognized that some risk is
involved in drawing general conclusions from a limited data
base. 1In order to minimize this risk, the current study has
been supplemented by a review of many other studies, beth
internal and external.

]

T

SYSTEM 1. System 1 is a radar/weapon control system in a
two-seater, Navy tactical aircraft that went through the first
carrier deployment approximately six years ago. This avionic )
, system contains 28 weapon replaceable assemblies (WRAs) per

! system, BIT detects system faults either in flight or on the

ground and displays the most likely failed units (or two units,

when there is an equal likelihood that either of two units ]
contains the fault). BIT software contains about 55,000 words

and less than 5% of the avionic hardware is dedicated to BIT.
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, BIT includes a series of automatic tests that are.

- initiated by operator command. Additienally, a set of

: functions are continuously monitored and a series of special
tests provided that are both manually operated and operaﬂed

with computer assistance, for use by maintenance personnel.
Approximately 60% of the avionic failure rate is subject to,
continucus monitoring. The operator-initiated confidence test
is comprlsed of over 500 functional tests. (The radar pgrtion
of the confidence test is the focus of research perfnrmed for

3 this study and is comprised of approximately 250 functional

i , tests.) These tests are grouped in four sequences, with each
T sequence individually controlled by the operator. The

confidence test is supplemented with four sequences of fault

! isolation tests. The BIT structure is illustrated in Figure

3 3-1. The tests within each sequence are computer controlled

: with test results displayed on a tactical information display

, (TID). The four confidence-test sequencss can be performed

it in approximately 5 minutes. Information stored by the computer

i on the pass or fail status of each test is used to indicate

? on the display that part of the system that is faulty and to

I provide a degraded mode assessment. After each test sequence

E passes, & check mark appears in a BIT box on the TID. In the

: event of a failure, an "X" appears in lieu -£ the check, and

i ’ the failed test number appears in the box. 1In addition, the

¥

I

faulty WRA number appearsyon the TID beneath th2 box. As each
test sequence is completed, a check mark, a degrade symbol,
indicating a mode is degraded, or an X, indicating a mode is
lost, appears over the appropriate mode abbreviation on the

: TID. The completed display permits the operator to assess

i mission capability.

: Certain functions in the system are continuously

b monitored throughout the mission., The functions monitored were
! selected on the basis of mission necessity, monitoring
feasibility and whether or not the loss of the function would
otherwise provide an indication of the conditioun to the

X operator. Failures detected durlng continuous monitoring are

. indicated by the appearance of a two- or three- letter symbol

: near the bottom of the TID. The letters are chosen to provide
a key to the failure. The operator may initiate the confidence
test to determine the tactical capabilities retained.
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The confidence test and fault isolation tests
together include approximately 1000 separate tests. Tests are
identified by a "decision point" (DP) number. It should be
noted that to identify a particular test, it is necessary to
state both the DP number and the test sequence number (since
different sequence tests may carry the same DP number). The
availability of DP numbers in addition to WRA callouts provided
us with a very unique opportunity for in-depth analysis.
Accordingly, more time was dedicated to investigating system 1
than was expended on either of the other two systems.
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Figure 3-1. BIT Structure for System 1.
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SYSTEM 2. System 2 is a fire control radar set in a o
single-seat, Air Force air superiority fighter aircraft that :
has been operational for about six years. There are 9 line f
replaceable units (LRUs) per system, with 8 of them being |
tested by BIT. BIT detects system faults either in flight or .
on the ground and identifies the unit which is most likely to
have failed. A small reference table is available to mainte-
nance personnel for identifying second and third choices.

L
h.‘
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BIT software during the period for which data was
collected consisted of about 4000 words. More recently a
programmable signal processor has been added which boosts the
BIT software to 12,000 words. BIT software performs the
functions of scheduling tests, configuring the radar system
for the tests and evaluating test results,

R aanet, o ion) . kB . ot Tarh

Approximately 1.6% of the avionic hardware is
i dedicated to BIT. The BIT hardware provides the various test
s circuits and signals which are controlled by the software. .
; There are apprcximately 150 tests, with the faulted "RU
indicated by a fault flag. About 33% of the tests a.:
contained in individual LRUs. The operator-initiated BIT can
\ be Derformed in three minutes.

BIT test failures are recorded in two BIT matrices,

cne pertaining to a continuous monitoring BIT and the other to
, ‘ an operator-initiated BIT. The continuous monitoring BIT ,
| contains tests which can be performed without removing the )
: radar from its normal tactical mode. The operator-initiated i

BIT is performed by taking the radar out of its tactical mode !
3 and placing it in the initiated BIT mode. In the initiated BIT
: mode, the BIT software controls the radar system in such a way
that the required testing can be performed.

) Each BIT matrix includes 144 cells. Certain of these
L cells are used to identify faulty units and the remaining cells
| to identify which BIT tests were failed. BIT fault isolation
is accomplished in either of two ways:

l. By failing a particular test which directly
isclates to an LRU.

e T T

2. By use of a deductive process in which a pattern
of test failures is used as a basis for isolating
to a'given LRU.
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In the case of fault isolation of the first type, the failure
of certain tests can isolate a failure to a particular unit
regardless of other failures which may also be indicated. Most
BIT tests are of the second type. For tests of this type,
proper operation of several LRUs is required for a test PASS.
When the results of such a test are FAIL, isolation to the LRU
which has failed is possible only by use of deductive logic.
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In addition to the fault isolation information
"contained in the BIT matrices, BIT also includes fault
. isolation annunciators on the various LRUs. The annunciators
. " can be used for direct fault isolation without use of a matrix.

SYSTEM 3. System 3 is an Army artillery-locating ground
radar, consisting of an Operations Control Group noused in a
shelter carried on a 1-1/4-ton vehicle and an Antenna-
Transceiver Group mounted on a trailer. When shifting to a new
location,; the trailer is towed by a 5-ton truck. This vehicle
also carries the generators which supply system power. The
system is designed to achieve high availability, with 90% of
all repairs performable in the field by the maintenance person
normally assigned to the crew. Mean-time-to-repair (MTYR) is 4
30 minutes. The system features on- and off-line diagnostic
software, built-in test equipment and automatic fault isolation ‘
to the replaceable unit level. The BIT system is much more i
sophisticated than those of the other twe systems. This is, in
part, a conseguence of the fact that design constraints (e.g.,
weight, volume) are less severe for a ground system then for
airpborne systems. Some of the design features are identical
with those that we hypothesize should be contained in an
optimal BIT.

D S-S G e
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In the context of this study, it is of interest to
note that operational success of system 3 is contingent on
suppressing radar (i.e., non-BIT) false alarms. The radar uses
new clutter-rejection techniques in its signal processor to
filter out ground noises, enemy jamming and adverse weather
conditions. Additionally, each track is tested against a
series of discriminants by the signal and data processors to
filter out unwanted returns from birds (feathered variety; or
aircraft. These measures give the system an extremely low
false location rate. (Perhaps the same kind of dedicated
effort will be required to minimize the BIT false alarm problem
that is the subject of this study.)
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The shelter contains digital electronics, a signal
processor, a computer, a printer, an operator console and a
B-scope display. The trailer contains a large antenna, the
radar transmitter/exciter and receiver and other analog
equipment. BIT controls for the total system are provided in
the shelter.

R A
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The shelter and trailer BIT tests are essentially
independent of each other. However, the trailer BIT tests are
- based on the assumption that the shelter is fault-free. This
: assumption is necessary because the shelter is used for trailer
; BIT data collection. Fundamental differences exist in the

paiivd - Mgl

3 structure of the shelter and trailer BIT tests, reflecting

k: differences in the type equipment (digital versus analog). The
ﬁ trailer BIT is a more normal type of testing where collected
data is processed and assessed on the bas’'s of stored
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tolerances. 1In contrast, shelter BIT employs the concepts of
redundancy circuits, parity checks and other techniques
appropriate to digital circuits. A Key feature is the concept
of running digital circuitry diagnostics off "signature data
bases" in the computer. The reference "signature data"
(measurements of signal transitions and timing) is derived from
a system that is known to be good. The computer perfo.:u.:
tests by injecting test signals and comparing output si:-.
within the signal processor to the stored signature dats a. :.
Using "real world" performance data as a reference appea:: ko
avoid the problems created when a test standard is based on
anticipated performance which is theoretically accurate but in
fact is not representative of tie performance of real

equipment.

Pertinent failure information for both trailer and
shelter BIT tests is communicated to the maintenance person via
a printed message. The concept of reproducing the results of
BIT testing in the form of a printed messaye (including the
time and date of the test) appears to be one approach to
eliminating some of the weaknesses leading to false alarms
which exist in the airborne systems that have been reviewed.

In implementing the concept of the printed BIT message into the
system, great care was given to the human aspects of the
pcoblem. The design goal was to provide optimum convenience to
the system operators and O-Level maintenance personnel.
Messages were designed to be read and interpreted by personnel
with relatively low skill levels., Minimum reference to
technical manuals is needed to intecpret BIT messages. As a
backup -- but only as a backup -~ system 3 includes features to
be utilized by the more sophisticated uscr (for a more detailed
assessment of system performance than is normally required).

BIT dynamically tests all major units of the system
and consists of the following major types: (1) On-line System
Self Test, (2) Off-line Status Test, (3) Off-line Fault
Isolation Test (FIT), and (4) Integration Aid (for use by
upper echelon maintenance personnel).

The system test (on-line BIT) does not require an
operator action. It is automatically performed during the
actual operation of the radar. Functional units of the radar
are tested periodically by scheduling test beams at specified
intervals and comparing the data collected to expected results.
Appropriate error messages are generated if a fauvlt is
encountered. If faults are ignored, the displays will not be
tied up with repeated notifications of the fault condition.
Once a fault has been detected and declared, all subsequent
declarations of the fault are inhibited until the "SYSTEM
FAULT" button has heen pressed twice in succession with no
intervening faults. However, computer faults such as "parity
error" are considered to be non-recoverable faults and halt the
computer. The system self-test is best described as cyclic
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ith anomalies declarcd as faults. An "M"-occurrences-out-of-
"N"-opportunities criterion is included for faults considered
to be recoverable before a fault is declared and printed. On-
line BIT provides a first step in fault isolation by iwndicating

which cff-line BIT program should be used to isclate the &
failure. Ly,

The two basic off-line BIT tests are the Status Test
and the Fault Isolation Test (FIT). The primary purpose of the
Status Tebt is to provide the operator with a level of %
confidence of system operablllty. The operator is providdd
with the capability of (1) running tpecific tEth, (2)
continually cycling a given test and (3) receiving a printout
of report data not meeting test criteria. The Fault Isolation
Tests are utilized to isolate faults to the lowest possible
number of cards or egsemblies. 1In addition, it is possible o
use FIT as an exhaustive status test. The signal processor
portion ¢f the Status Test is embedded in the FIT.

The BIT message formats have been structuved for
clarity and simplicity. For example, the basic STATUS message
consists oi two lines. The first line identifies the test in
which the fault was detected, identifies the general area of
the fault (using a fault branch number decimal code} and
indicates the time of detection (hours, minutes, seconds). The
second line directs the operator as te the action he should
take, typically identifying the specific (shelter or trailer)
fault isolation test that should be run. The basic fault
isolation test message is a multi~line printout. The first
line identifies the failed test and the specific fault and the
time of occurrence. The following lines provide fault
isolation directions with replacement units listed in order of
decreasing prohability (although directions may be modified to
include removal of a less likely faulty unit first because of
ease of removal).

AR TN, 2 -\l
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The basic organization of system 3 trailer BIT test
i illustratesd in Figure 2-2. Both the Status Test and FIT are
layed out on a modular construction basis, with each major test
module dedicated to a major functional unit of the trailer.
The major test modules of the Status Test and FIT are
illustrated. The major test moduic¢s are performed in the
orderesd sequence illustrated in order that the complete trailer
may be systemat cally checksd. This sequence dependency exists
because an ope ational function of one major unit may be an
integral part in the testing of another major unit and this
operational function must be checked by its own major test
module prior to itg use in any other test module.

The RBIT tests described in the preceding paragraphs
have been tailored for use by the O-level maintenance person.
Additional test flexibility is provided for the use of higher
echelon maintenance personnel in the form of the Radar
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MAJOR TEST MODULES

OF

STATUS AND FIT TESTS

!

-

TRAILER INTERFACE

m—fp SUBFUNCTIONAL MODULARIZED TESTS

BEAM STEERING UNIT

- SUBFUNCTIONAL MODULARIZED TESTS

|

v

. RECEIVER/EXCITER

. TRANSMITTER

=) SUBFUNCTIONAL MODULARIZED TESTS

¥ SUBFUNCTIONAL MODULARIZED TESTS

. ANTENNA

P SUBFUNCTIONAL MODULARIZED TESTS

!
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Integration Aid (RIA) program. This program allows a user to
set up special command table(s) and to repeatedly execute a
command table or to cycle between several different tables of

commands in a fixed seguence.

The program has many pre~-stored command tables which

may be used "as is" or adapted via function code to the
specific needs of the user. The user may define special

command tables and store them in designated spaces with the RIA

program. These user tables may then be used in conjunction

with the pre-stored table in ary manner that the user chooses.
The RIA prograin is especially useful for such special purposes

as measuring power output, measuring noise figure measurement
and m .suring pulse characteristies.

3.2 DATA CHARACTERISTICS

It is important that the reader appreciate that the
BIT-related data utilized in this study was not collected
specifically for identifying BIT false alarms, The available
data was collected for other purposes, such as monitoring
operational reliability and maintainability. Therefore, it
was necessary to evaluate the available data and determine
how it could be analyzed in relation to BIT false alarm
cbjectives. "The best opportunity for achieving these
objectives occurs where quantities of BIT-related data are
large. This permits the data to be separated meaningfully
on the basis of BIT false alarm criteria. The BIT data from
systems 1 and 2 was ample in quantity and quality but the
available data base from system 3 was very limited. This is
berause of the developmental stage of system 3 and because
the data came from only two systems. 1In contrast, there are
hund ~ds of aircraft-installed systems 1 and 2 and these
systems nave been operational for many years. This latter
point ghould not be misconstrued to mean that the respective
designs are "frozen." Quite the contrary, these designs are
in a state ot flux and are being continually upgraded. Thus,
system 2 has recently added a programmable signal processor

and system 1 is in the process of evaluating the performance of

digital modificaticns for replacing many of the analog units.

Thus, any false alarm rates arrived at in this document do not

precisely reflect performance of latest configurations.
Realistically, however, figures of merit of this type seldom
exhibit sudden, dramatic improvements.

Types of information required to identify BIT false

alarm conditions include the following:

1. BIT pass/fail data plus specific BIT tests
failed.

2. LRUs/WRAs identified by BIT as being faulty.
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3. Priority of LRU/WRA removal (if more than one
unit is called out by BIT).

4. Organizational-level (O-level) maintenance action
and apparent effectiveness,

5. Intermediate-level (I-level) maintenance acticn.

Most studies of the BIT false alarm problem are faced
with a totally inadequate data base, typically based solely
on maintenance action reports and often limited to i-level
data only. Traditionally, O-level CND (cannot dupliccte) rates
and I-level no fault rates have been accepted as being
virtually synonomous with false alarm rates. In fact, these
parameters should be considered only as very coarse indicators
of false alarm rates. Lack of credibility results from the
fact that the "confirming" test is performed under a totally
different environment than the environment in which the fault
is initially detected. For example, clearly it is going to
be impossible to "duplicate" on the ground avionic failure
modes which exhihit themselves only under the stress of in-
flight environmental factors. Also, there are usually so many
differences between flightline and shep environments and
between BIT and shop tests (e.g., system test versus unit test)
that it should be expected that many valid BIT-detected faults
are not going to be detected at I~level. Because of the
deficiencies in the traditional approaches to investigating
the false alarm problem it is not surprising to find wide
disagreement whether the basic problem is really one of BIT
false alarms or is actually one of hidden defects. Although
there are many strong opinions as to the relative proportion
of the two contributing factors, there is little objective
data to support such opinions. The approach of this study
is to use the traditional measures of false alarms--but only
as a coarse guide--and to focus on the area for which there
is the greatest ignorance: the general performance of BIT
in an operational environment, with emphasis on the most
significant characteristic, namely repeatability. (As will
he seen, lack of repeatability is the key villain of the drama,
with this characteristic more a reflection of system
performance variability than a reflection of BIT circuitry.
The solution lies in supplementing BIT with "smart" functiows
tor recognizing normal variability.)

For purposes of studying the BIT false alarm problem,
che data base compiled for this study is far superior to any
data base that can be compiled from standard military
maintenance data systems, for the following reasons:

1. The data for system 1 included complete MAF (maintenance
action form) data, including narrative information. This

narrative information is often very informative but is
not available from the Navy 3M maintenance data system. Of
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even more importance, BIT data were made available in the
form of "BER" (BIT evaluation report) cards, on which the
radar operator recordcs all BIT indications, including tests
which failed, units called out as being faulty, and failed
modes. This information can be cnrrelated with maintenance
actions, by comparing the dates on the BER and MAF forms.
The BER data are not included in the Navy 3M system. The
BER cards frequently show operator comm:ants which are
useful in understanding peculiar circurstances.

2. The data for system 2 was collected by contractor personnel
on site at the various Air Force bases. They made a
special effort at capturing data as completely and with
as much accuracy as possible, and, possibly more important,
they made a complete record of BIT results and correlated
maintenance actions with BIT results by recording both

types of data (when related) on a single data~collection
card. It is a straightforward matter to compile the
cards on an aircraft by aircraft basis, so that we have

a fairly complete historical record of BIT performance
over an exteuded period of time for a fairly large number

of different aircraft.

3. System 3 was undergoing a reliability demonstration test
and so all pertinent data, both BIT and maintenance data,
were being carefully collected and recorded. This test
wasgs being conducted by contractor personnel so there was
no problem in acquiring the data and utilizing the results
of analyses being made for reliability assesament.

3.3 GENERAL APPROACH

This section will describe in general terms how we
went about the task of performing false alarm analysis. The
next section (Section 4, Analysis Methods) is dedicated to
a detailed discussion of the analysis methodology.

After accumulating as much pertinent data as possible
for each system, we reviewed this data base with the idea of
deriving a general understanding of the itype intelligence
that could be derived. System 1 data provided a large amount
of detailed information on specific test failures. System
2 data provided much information pertaining to O-level “"cannot
duplicates" and I-level incidents of units checking no fault.
System 3 provided information on advanced BIT techniques.

As we reviewed and analyzed the data, we developed procedures
for false alarm identification, for determining false alarm
frequency and for identifying false alarm causation factors.
At the same time, we gained insight from the data as to false
alarm prediction factors and design features which would lead

to reduced false alarm rates,
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FPigure 3-3 is an idealized description of the process
described above. An important first step was to eliminate
data that was irrelevant to the subject of false alarms. But

even after maintenance events were recognized as being
potential false alarms, it took considerable judgment to sort
out the events that were deemed to be actual false alarms.

In some cases, there was sufficient doubt as to prevent such
classification, 1In order to facilitate classification of false
alarms into either category I or category II, we explored a
number of different analytical techniques. We eventually
derived a set of ground rules (described in Section 4) for

simplifying this process.

After all BIT callouts had been classified as being
either valid or false alarms, it was then a straightforward
process to compute the rate of occurrence of each type false

alarm. For the category II false alarms (i.e., fault
indications when there is no fault), the most significant index
was assumed to be the fraction of total BIT indications fallingy
into this category. After filtering out category II false
alarms from the data, this left the true failure incidents. We
then computed the fraction of true failure incidents that fell
into category I. (It should be recalled that a category I
false alarm represents a true failure incident. It is only
false in the sense that the wrong unit has been called out.)
Other percentages can be computed from the data provided, if

the reader so desires.

In order to determine the root cause of the false
alarms, our approach was to focus on the specific tests that
failed most frequently and engineerirg analysis was performed
on this subset of data. To facilitate this type of analysis,
many different techniques were utilized, including statistical
analysis of the data and detailed investigation of the way
in which the offending tests were mechanized.

Having gained engineering insight into the factors
causing BIT false alarms, it was then possible to draw up a
set of design guidelines for minimizing the problem.
Definition of these factors also led quite naturally to the
development of false alarm predi~tion factors.
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4. ANALYSIS METHODS

This section describes the methodology used to
achieve our goals of establishing false alarm rates and to
uncover root causes of the false alarm problem. The task of
quantifying the problem is particulary challenging because
of the elusive nature of the subject and hecause of
inadequacies inherent in a data base constructed from field
data. The analysis approach was guided by the philosophy that
analysis must be partly unstructured, consisting of uninhibited
research and guided by intuition. Much of our investigation
can be described as being unstructured, especially for system
3, which had relatively little available data. On the other
hand, it was recognized from the beginning that the amount
of data for systems 1 and 2 was so extensive and so varied
that the task of sifting this data in the search of false
alarme could be overwhelming unless the task was carefully
organized. What we set out to do, as a first step, was to
screen the avallable data and to organize that part of the
data pertinent to the false alarm study in a manner that would
facilitate investigation. Our objective was the creation of
a notebook for each system in which all pertinent data was
organized (l) on a "per aircraft" basis and (2) on a calendar
basis. This has been accomplished in the form of two, 100+
page notebooks, one for each system, representing a compilation
of field data collected over a period of time of approximately
one year (covering 1979 and 1980) and encompassing more than

30 aircraft per system.
4.1 COLLECTION AND ASSEMBLY OF DATA

We describe below how we went about achieving our
goal of generating the system 1 Maintenance Data Notebook.
Essentially, the same steps were taken for system 2.

1. COLLECTION OF RAW BIT DATA

A large supply of BER cards was available but a rapid
inspection indicated that many of these had missing data
or other deficiencies. It was noted that one squadron,

a training squadron, did an especially conscientious job
at filling in BIT data, including failed tests (DPs) and
BIT unit callouts (WRAs). Accordingly, this squadron was
selected for detailed investigation and the BER forms for
this squadron were culled out (more than 4000 written
against 31 different aircraft). r

2. ORGANIZATION OF RAW BIT DATA

The BERs from the selacted squadron were sorted in the
following manner:

23

it an

(PR TN 5N - - o
e i T SR . OO — S sl . it 3w




e el A A e A A S Sl b . T
- =, hilatalieiiic - ¥ L b

(a) A file was set up for each aircraft, to contain all
the BER cards written against that particular
p aircratt.

(b) Within each file, the BERs were arranged in order of
the calendar date on which the BER card had been
generated. (Date is important because this is the
parameter by which we are able to link BIT indications
with subsequent maintenance actions, as described on
maintenance action forms.)

SR -

3. COLLECTION OF PERTINENT MAINTENANCE DATA

We utilized a Hughes Maintenance Data System for 4
this purpose. This data system is supplied with two sources |
of data:

o Navy 3M MAF (maintenance action form) data,
supplied by the NAVY on magnetic tape. i

E‘ ‘ o Narrative data written on the original MAF form
: but not included in the Navy 3M system. (A
., contractor representative on the base where the
[ r squadron is located, collects copies of the

\ original MAFs. on a routine basis, and inputs
l the narrative dats via a data terminal located
on the base.)

e o T | oz RN

: A computer printout was generated for the 31 aircraft for which
: we had BER data, sorted in the same manner as the BER files,
that is, by aircraft and by date.

ool e

4. GENERATION OF REFERENCE DOCUMENTS FOR CORRELATING
BIT/MAINTENANCE DATA

The desired Maintenance Data Notebooks were generated
3 simply by combining pertinent BIT data from the BER file
& with pertinent maintenance data from the MAF file (with
the combined data sorted by aircraft and by date). As a
. minimum, the BIT data included failed tests and
g identification of the units indicated by BIT as having
i failed. Additional b2R information was recorded if
E

JRPY " p oy -

important to the false alarm study. For example, if it
was noted on the BER card that the temperature warning
} light came on, this would indicate the probable cause of
» the failure condition detected by BIT. As a minimum, the
recorded maintenance data included the maintenance action
taken, if any. As backup information, it was also noted
- whether or not units checked faulty at I-level.
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The data base utilized for this study can be

‘summarized as consisting of the Maintenance Data Notebooks
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described above, the BER file (as a backup) and the maintenance
data printout (as a backup), plus numerous other special-
purpose printouts and data tabulations.

Having constructed the data base described above,
it was then necessary to design an analysis plan for focusing
on the key issues of (1) identifying false alarms, (2)
determining their rate of occurrence and (3) determining their
root cause. The first issue is inherently the toughest.
Unfortunately, errant fault indications do not carry little
flags saying "I am a false alarm." The traditional designators
of O-level "cannot duplicate" (meaning that it has not been
possible to duplicate an in-flight squawk on the ground) and
I-level "no fault® (meaning that it has not been possible to
duplicate a flightline squawk in the shop) are indicators of
false alarms but are considered too coarse for our“purposes.
They are contaminated by many non-BIT aspects, such as skill
levels of maintenance personnel and quality of shop eguipment.
Furthermore, many I-level "confirming" faults actually ‘are
totally unrelated to the BIT symptoms causing the unit to be
removed from the system.

Considerations like these led us to believe that
identification of false alarms should be based solely on
consideration of O-level data. Of course analysis of O-level
data also has its problems. With a fully instrumented system
and if all potential sources were being monitored, O-level
identification of false alarms might be straightforward. For
example, if stray RF energy from an adjacent interceptor were
detected simultaneously with a BIT indication of anomalous
performance of a system's radar, the BIT indication zould
instantly be identified as a prchable false alarm. Such
capability does not exist in the real world, especially not in
tactical systems.

So the challenge is to use some indirect method to
identify false alarms, utilizing our available data base. Any
such method must be based on some characteristic that is unique
to false alarms. Non-repeatability is believed to be the key.
True defects or flaws in a system--in contrast to false alarmg--
are (generally) permanent and can be characterized by
repeatability of failure symptoms when BIT is run. In the case
of hard faults, the failure symptoms will repeat every time
that BIT is run.

In the case of intermittent faults, the recognition
problem is more difficult because the failure symptoms may or
may not be detected the next time that BIT is performed
(depending upon whether or not the fault happens to be in a
failed state). Nevertheless, if the intermittent fault
represents a permanent flaw, the failure mode will eventually
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recur. Thus, even with intermittent faults, repeatability

is a key consideration. This can result in many different
strategies for separating out intermittent faults from false
alarms, but they all have the essential ingredient of setting a
time window during which it is observed whether or not the same
problem recurs. Recurrence is taken as indication of an
intermittent fault, while lack of recurrence is taken as
evidence that the initial failure indication can be written off
as a false alarm. 1In our analysis, the time window was taken
as two missions. 1In effect, we are giving the failure mode an
opportunity to recur during about four hours of limited
continuous monitoring plus perhaps about 8 runs of initiated
BIT. Lack of recurrence is taken as evidence that the initial
occurrence can be written off as a false alarm.

With these observations in mind, we created ground
rules for identifying false alarms that, when applied to a
large mass of data such as we were looking at, will positively
distinguish between false alarms and hard faults and will tend
to distinguish between false alarms and intermittent faults.
Some error is inevitable. For example, there is a class of
faults that is "self-healing," such as dirty contacts which are
cleaned by the act of removing the unit. Per the ground rules,
these will be incorrectly classified as false alarms., To
compensate for this error, in pinpointing root causes of false
alarms, we leaned heavily on engineering analysis, particularly
analysis of those tests which failed most frequently.

4.2 GROUND RULES FOR IDENTIFYING FALSE ALARMS

The main criterion for a BIT fault isolation
"success" is assumed to be disappearance of the BIT symptoms
of a problem when the maintenance action called for by BIT
is taken. (Note that this is totally independent of whether
or not removed units check faulty at I-level.,) Conversely,
if the BIT indications remain unchanged following the
maintenance action, the BIT indications can be classified as
a CAT I "“false alarm." 1In establishing the rate of occurrence
of false alarms, it is, of course, necessary to establish how
many discrete occurrences of false alarms (CAT I and CAT II)
have occurred within the sample of data. One approach is to
categorize every BIT indication as valid or false. However,
since corrective action following a BIT indication is
frequently postponed., this approach would generate meaningless
statistics. To understand this, assume the existence of a
single hard fault and assume that no maintenance action is
taken over a period of time when 3 missions are performed.
The record would show 3 separate BIT callouts, if the BIT test
is performed once per mission. Even if the BIT callout is
eventually determined to be a false alarm (category I), it
would be grossly misleading to state that 3 BIT false alarms
had occurred. If maintenance were delayed 6 missions, would
we say that 6 false alarms had occurred? Or if the delay werz
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“N" missions, would we say that "N" false alarms had occurred?
Clearly, the "N" statistic would be nothing more than a measure
of maintenance delay and would contribute very little of a
basic nature to our understanding of the false alarm problem.
For the above situation, there was a single false alarm, in

a generic sense. In other words, meaningful false alarm
analysis must address the basics of the problem by filtering
out simple repetitions of a single failure event. This is
accomplished by grouping the repetitions together into a single
"cluster" of events and then classifying the cluster. 1In our
example of three separate occurrences of the same invalid BIT
callout on three missions, this would be treated as a single
cluster and would be counted as a single false alarm for

purposes ot computing false alarm rates.

For jpurposes of classifying false alarms, a cluster
is defined as a sequence of three or more events all involving
the same unit. (Our analysis focused on unit callouts and did
not consider whether or not the callouts were the results of
different test failures.) The events to be considered are (1)
BIT callout of the unit, (2) removal/replacement of the unit
(whether or not there is a recorded BIT callout) and (3) the
recurrence of the BIT callout on the next mission. In the
following discussion, any report of any of these events will be
referred to as a "squawk." This convention is used because the
bulk of the reported data comes directly from cards filled in
by the pilot and/or radar operator. Each of the three events
is identified with a single aircraft mission. To hLe considered
a cluster, there must not be any long time-gaps wher. the unit
i3 not being called out by BIT. More than half of the squawks
generated during the period of time of the cluster must contain
a BIT callout of the unit (or an indication of removal of the
unit) and there must never be a "gap" of three or more squawks
which do not contain such an event. Examples of clusters:

o Two out of three sequential squawks indicate a
BIT callout of an 01l unit.

0 Three of five sequential squawks include BIT
callouts of an 031 unit.

Ten of 17 sequential squawks either call out an
031 unit or indicate that an 031 removal action
has been taken (and where intervening squawks

not dealing with the 031 unit only occur singly

or in seguential pairs).

The ground rules for identifying and classifying
BIT false alarms are summarized below.

1. Clusters are assumed to be CAT I false alarms if a unit
removal action is followed by recurrenca of the same unit
callout, i.e., it is assumed that a real problem exists
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but BIT is not properly isolating the problem. Any cluster

encompassing multiple removal and replacement (R&R) of

the same unit is also assumed to fall into this category. |
]
1

5 2. If no unit R&Rs occur throughout a clucster, the cluster
] is interpreted as a valid detection/isolation under the :
! conditions that the cluster terminates with a unit ;
3 removal and the next two squawks are clear of callouts
of the same unit.

To illustrate cluster analysis, we use the following

definitions: a
B = BIT indicates unit faulty; no maintenance. :
(R&R) = unit is R&R'd (with or without BIT indicaticn). A
0 = BIT does not indicate unit faulty; no maintenance. ?

E XAMPLE i

i

Number of Successive BIT Callouts
| Before BIT Indication Clears Symbolic Representation

6 031: BBBBBB(R&R)00

These incidents are assumed to be the result of "delayed
iy maintenance." As such, they are not false alarms and BIT

has correctly detected and isolated the problem. 3

3. Clusters with no removal actions of any kind and where
; the BIT LRU callout eventually stops being generated are
f assumed to be CAT II False Alarms. Since maintenance
personnel are not taking any action to correct the
indicated problem, it is assumed that they understand the
significance of the display and deem it not to be of
importance relative to missions being performed, i.e.,
not a real problem.

s atith o ea

f’ EXAMPLES
] Number of Successive ' {
] BIT Callouts Before Symbolic Number of Instances In
’ BIT Indication Clears Representation System 2 Data Base ,
* W
3 BBBOO 9 ]
4 BBBBOO 1
5 BBBBBOO 3
6 BBBBBBOO 1
7 BBBBBBBOC 3
: 15 BBBBEBBBBBBBBBBOO 3
k', 21 BBBB. RN oBBBOO l
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4. The cluster ground rules are also generally applicable
to pairs of events. If the first item is a simple BIT
callout and the second event is a unit removal and the
- problem goes away for two or more squawks, the pair is
¥ assumed to represent a valid BIT detection/ isolation and
A not a false alarm. If no removal action is taken and the
problem still disappears, this is assumed to represent a
CAT II false alarm,

EXAMPLES:

Non—~False Alarm Events: B(R&R)O0O0

P‘ CAT II False Alarms: BB0O0O, BOBOO (21 occcurrences of
these types in system 2 data base)

5. The same ground rules are generally applicable to single
maintenance events and single BIT callouts. A single BIT
' callout with no removal action is considered to be a random
; false alarm of the CAT II type if followed by two flights
; with no callouts (assumed to reflect random system
performance variability, caused by system transients,
momentary environmental stress, etc.). A BIT callout
preceding a single removal action is considered a non-false
alarm event when the removal action is followed by two
flights with no BIT callouts. When there is no record of
an operator BIT prior to the removal action, it is assumed
(pased on detailed analysis of a sample of System 1 field
data) that BIT was in fact utilized by maintenance
personnel in two thirds of such events. (Under field
conditions, it is mandatory that in-flight BIT results
either bhe put into memory or be manually recorded, for
subsequent use by maintenance personnel. As a consequence,
we were able to obtain an excellent record of in-flight BIT
results. On the other hand, when maintenance personnel use
BIT, there is no strong reason why they should record BIT
results or even to indicate whether or not BIT was used.
As a consequence, our data base reflects many unit removals
where there is no indication of whether BIT was used or
not. BIT would not be used, for example, if a defect was
obvious by inspection or observation. Our ground rule is
to use a weighting factor of 2/3. For example, in svstem
2, there were 430 isolated removals without any record of a
BIT and so 287 of these events ( = 2/3 x 430) were
considered to represent incidents where, in fact,
maintenance personnel utilized BIT and the maintenance
action was successful.)
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2 | EXAMPLE :

CAT II False Alarm: BOO (161 occurrences in system 2 data
base)
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False alarm rates have been computed for systems 1 and 2 using
X the ground rules described in this section. These rates are
\ presented and discussed in Section 5, Analysis Results.

b 4.3 SEECIAL ANALYSES

The analyses described in the preceding paragraphs
have dealt with BIT performance over periods of time and have i
correlated BIT unit callouts with maintenance actions taken. a
In addition to BIT unit callouts, the BER cards related to
g
)

RITONT TR o

system 1 have provided us with a wealth of detailed

3 information as to which tests have failed, in the form of

* DP (decision point) numerics. We have taken advantage of this
E‘ information in two ways. Firstly, we have simply identified

; which DPs occurred most frequently and then have performed 1
ﬁ. engineering analyses of these tests, on the assumption that ‘
i these tests are most likely to be associated with false alarms. g
| s
) 1

Results of these analyses are presented and discussed in
Section 5. In addition to this structured approach, we huve
] sorted the DP information in every reasonable way we could ‘
b think of, without having any particular objective in mind, i
K : but simply for the purpose of clarifying such issues as to
| whether or not particular aircraft could be singled out as
A having peculiar characteristics. These data are extremely
' informative but are considered too detailed to be included in

this report.
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5. ANALYSIS RESULTS

The results of analyses performed for the BIT false
alarm study are summarized in this section. These results
logically lead to design guidelines for avoiding the problem,
presented in the next section. It might be noted that we have
con001ously attempted to conduct most analy51s from a system
point of view, with detailed analysis in a supportive role.

It was hoped that such an approach would lead to system
solutions (i.e., generic approaches) to the false alarm
problem. The approach was adopted in recognition of the fact
that attacking the problem on a "bits-and-pieces" basis, as
has been done over the years, has not brought very satisfactory
results. In effect, we were continually on the lookout for
large-scale, generic problems that could be solved with one
stroke, so to speak, by a large-scale system approach. For
example, if it can be shown that the predominant cause of the
problem is a general tendency of complex, military systems

to exhibit momentary anomalies unrelated to the presence of
faults, it would be more efficient to develop a general,
unified approach for coping with this characteristic rather
than trying to upgrade subordinate tests on a test-by-test

basis.
5.1 RATE OF OCCURRENCE OF FALSE ALARMS

It should be recalled that system 3 is still in an
early stage of development. For comparison purposes it seemed
appropriate to obtain data from systems 1 and 2 when they were
roughly at the same stage of development. The early experience
of all three systems is strikingly similar in that the major
difficulty initially encountered for each system has been with
non-hardware, non-fault system anomalies, as described below.

SYSTEM 1 EARLY EXPERIENCE

The Navy customer became so alarmed at the high incidence of
system anomalies during early flight testing that the customer
insisted that the monthly reliability report be expanded to
include a regular report on system anomalies. 1Initially, there
were approximately 3 reported troubles per flight hour,
excluding troubles which led to the removal of hardware and
excluding troubles which had previously beenr reported.
Typically half of the troubles were never "confirmed." It was
observed that the number of troubles ubserved per flight hour
was a function of delivery of new or modified software,
medification of the equipment and the testing of new mudes or
parameters. Exhaustive effort was expended in trying to
understand and correct root causes of the individual anomalous
conditions. At the end of approximately a year, the rate of
reported troubles per flight hour was reduced to slightly less
than two,  with half of these not being confirmed. This was
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considered satisfactory and the extra effort pertaining to
resolution of system anomalies was discontinued. The biggest
single type of corrective action was in the software area. In
recognition of the fact that some anomalous performance wust be
considered to be a system characteristic, the specification was
changed by the customer to permit a certain rate of anomalous
occurrence. A residual part of the system anomaly problem
continues to exist today, and this is believed to be a major
contributor to the false alarm problem.

SYSTEM 2 EARLY EXPERIENCE

During the initial flight tests, a "false latch" problem was
causing several false latches per flight (where the term
"latch" refers to setting of a failure-indicating annunciator
on a unit). BIT was deemed to be too sensitive, with
tolerances overly tight--as tight or tighter than factory tests
or intermediate level maintenance limits--and with BIT being
overly sensitive to "one time fails" or "short duration
faults." After fixes were incorporated, the false latches
declined to less than one per flight.

SYSTEM 3 EARLY EXPERIENCE

This system represents the most modern and sophisticated of
the three systems. The BIT designers are well aware of the 1
problem of "anomalous performance" and have taken design
measures to minimize the impact of such events. 1In further
recognition of this characteristic, during the reliability
demonstration test, from which our fata base is derived,
certain rules were established which precluded random ;
happenings from being classified as relevant failures. Two ¥
systems were iavolved, with 723 hours of BIT-monitored hours '
for the first and 600 hours for the second. During this time,
BIT generated 2352 and 1128 fault indications, respectively.

This computes to be 3.5 and 1.9 fault reports per operating N
hour. (The second system had some improvements not i
incorporated in the first one.) It should be noted that the ’
fault messages represented a great number ¢f duplications of J
the same small set of faults. For example, the most commonly K

occurring fault numbers occurred 570, 486, 296 and 144 times
on one system and 222, 379, 116 and 65 times on the other.

The vast majority of these occurrences were invalid fault
messages caused by such things as interference from external
RF radiation. For these messages, BIT was correctly
identifying anomalous system performance, but such performance
was not indicative of the presence of faults.

SUMMARY OF EARLY EXPERIENCE

Although different phraseclogy was used, all three systems
were, in effect, faced with the same *ype problem: Some BIT
indications were generally not indicative of faults, i.e.,
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each system was faced with a false alarm problem. The
predominant factor was that BIT was detecting some form of o
anomalous system performance but such performance was not a
manifestation of a fault. Generalizing, we can say that there
is a high probability that any new svstem will be faced with a

‘ false alarm problem, although this problem is likely to be

b described in some other manner ("false latches," "troubles,"
"system anomalies," "invalid fault messages," etc¢.). Some

. relief is achieved by desensitizing the BIT tests (i.e.,

L broadening the test tolerances) but there are definite limits

‘ to this approach. Possibly as a matter of coincidence, the

{ rate of occurrence of falze alarms (or apparent false alarms)

! during this early pericd was approximately two per cperating

: hour for all three systems. It is our judgment that most of

. these false alarm events caan be categorized as Category I1I,

that is they are failure indications when in fact the systems

are fault free (or at least fault free in the functional area

being faulted).
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For systems 1 and 2 it may appear that the same
problem--the false alarm problem--has existed from the first
) days of operational service until the present time (a period
ol of more than 6 years). In some respects, this is true.
'\ However, since many of the early deficiencies have been
corracted, it must be assumed that the makeup of the problem
during the early period is quite different than during later

stages. At the start of the operational life cycle, there i
are many fundamental issues or basic performance. Zither the |
systems don't do what they are supposed to or else there is i
incorrect information (possibly via faulty specification) as 1
to what the system is supposed to be able te do--and also basic o

problems with BIT mechanization. In time, most of these basic
issues are resolved. For example, by trial and error, BIT

test tolerances will be gradually optimized. Also, obvious
test defects will be discovered and corrected. The false alarm
problem may continue, but for a different set of reasons.

This study is primarily concerned with investigating the root
causes of the false alarm problem in mature systems.

SUMMARY OF CURRENT FALSE ALARM EXPERIENCE FOR SYSTEMS 1 AND &

Using the method described in section 4, false alarm rates 1
have been coumputed for systems 1 and 2 arnd are¢ summarized in i
Table 5~1, with a more detail:d breakdown presented as Tables
5-2 and 5-3. 1In these tables, Category II false alarm :ate
is defined as the percentagye of the total number of fault
indications which have been classified as Category 1I false

¢ : alarms (no fault), and Category I false alarm rate is defined

| as the percentage of valid fault indications (valid in the

E ' sense that there is a real fault in the system) which have

i beer: classifled as Categqory I false alarms !wrong unit called

t
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CATEGORY 1 CATEGORY II
FALSE ALARM RATE FALSE ALARM RATE
System 1 28% 53% -
System 2 38% 22%

TABLE 5-1 SUMMARY OF FALSE ALARM RATES

5.2 CAUSES OF FALSE ALARMS
5.2.1 CATEGORY I FALSE ALARMS

In discussing Category I false alarms with BIT design
engineers, it became clear that this problem is a natural
fallout of severe hardware and software constraints placed
on BIT designs. In both systems 1 and 2, the original BIT
design included fault isclation features which were subsequently
dropped or scaled back. For example, in system
1, the single most severe isolation problem occurs when the
displays are disabled. (The problem can be either a fault
in one of the computer units, in one of the display units or
in the interconnecting wiring.) Original plans to include a
fault indicator on each of the computer units were abandoned
in order to cut costs. In the case of system 2, a weight
saving effort resulted in elimination of considerable BI7
hardware, with the avionic hardware dedicated to BIT being
reduced to less than 2%. This was achieved with no loss in
system test capability, since it is still possible to test
system response to a test signal inserted at the front end
of the system. However, considerable loss resulted in the
area of fault isolation. Another important constraint was
the amount of computer capability/memory that could be
dedicated to BIT. The lessons have been well learned and both
systems are now in the process of incorporating expanded
memories, For system 2, this will more than double the
software capacity for use by BIT. In the case of system 1,
the expanded memory will permit an independent self test of
the computer units, with two indicators mounted directly on
the face of one of the computer units (one to indicate a
computer failure and the other to indicate a failure of the
computer power supply unit). Much of the fault isolation
ambiguity will thus be eliminated.

The above discussion leads to the conclusion that
the Category I false alarm problem is affected by program
policy decisions as well as by technical problems. These

decisions may have appeared to be appropriate at the time,
but in hindsight it is possible to say that such decisions
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were not based on a full appreciation of the impact of the
support task on combat readiness. It is finally being
recognized that slighting the BIT task on complex systems is
not cost effective.

5.2.2 CATEGORY II FALSE ALARMS

Fundamental to understanding the root cause of
Category II false alarms is the fact that such events are
characterized by being inconsistent or intermittent. They
behave like random variables. But this same characteristic
is also descriptive of true intermittent faults. It will be
recalled that the analysis methodology was developed with full
cognizance of the need to sort out the false alarms from true
intermittent faults. Figure 5-1 is presented as a
reinforcement of the idea that to the maintenance person
symptoms of Category II false alarms and those of true
intermittent faults are identical. This is another way of
saying that fault-free equipment periodically exhibits short
intervals of "failure-like" performance. This is not just a
maintenance »henomenon, but also a very real phenomenon to the
radar operator. Table 5-4 illustrates this point by listing
the makeup of the type squawks generated during the period the
data base for system 2 was being compiled. MNote the large
number of squawks that are described in such general terms as
"breaks lock" or "scan abnormal." These are very real system
"failures" to the operator, but the big majority are not
faiiures in a maintenance sense, that is, they are not
associated with broken or failed parts. This problem is
particularly insidious because if the pilot has squawked a
fault-free system, the maintenance person is obligated to run
BIT on the ground and every time that BIT is run, there is some
probability that a false alarm will be generated. Thus,
momentary "non-fault" anomalies which have been detected via
operator observation can lead to BIT false alarms and,
subsequently, unnecessary maintenance action.

The makeup of the problem of momentary anomalous
system performance is summarized below.

1. Variability of functional performance of fault-free
equipment due to natural, external phenomena associated
with radar operation, such as varying, target radar-cross-
section, ground reflections, doppler effects. (Symptom
generally observable by operator, but not by BIT).

o False Targets
o Detection Problems
o Multiple Detections

o Lock-on Problems, Break-lock Problems.
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RADAR FLIGHTLINE MAINTENANCE REPORT \

AIRCRAFT/FLIGHTLINE LOCATION L} SPECIAL ACTIVITY (. COMPLETION DATE . ...
N ACIN ! FLY LD PROT b v 5 RELATED ION Cdibatn corieane
Lolawx 8. c. D. I r.
1.{weno 179, twEacr! aiuomn 113 | WROSFALSE 366 | aneaxs Lock 3@1‘.‘;"“)““ 22.9:
2. Motdma R3] DMV g1, Chron 30, WTidnab 16 St SR 3
3. MR g [ OO On s VO GRA g o aoi v 117 VIRF A, MSRR B Tos
4. | Larcheo 122)] Asraser 9“4! ASP 25 (WGP} SET 29_;' N set &8 AN, R Ak o - 93 ‘
s, r‘v'?:wuc a2, mor lﬂ{ ':‘g'm TAKEOF 60_“!;“) LINES lﬂj a‘:;‘om 5—4‘ 3“:"»]
TYPE SQUAVK NUMBER OF OCCURRENCES
NON-BIT DETECTED 2097, TOTAL
INOPERATIVE 185
1B. POWER UP/TIME UP 56
3E. VSD FLASHED/WENT BLANK 41
5R. INOP 28
5C. INOP AFTER TAKEOFF 60
TRACKING 675
1E. BREAKS LOCK als,
' 2B. POOR DETECTION SENSITIVITY 81
3B. NO/SLOW LOCK ON 65
3C. NO/SLOW MANUAL LOCK ON 108
3F. NO/SLOW MANUAL LOCK ON(SRS) 106
SCAN 323
1F,  SCAN ABNORMAL 229
ZA. TD BOX ABNORMAL 73
2F.  ANT BANGS STOPS 3
3A. ANT OSCILLATES IN TRACK 18
BIRDS/JAM 494
1D. BIRDS/FALSE TARGETS 366
2D. LOCKS ONTO BIRDS/GROUND 16
3D.  HOJ/A0J/JAM 112
NO TARGETS 211
1C. NO TARCETS 113
4F. NO TRACK TEST TARGET 93
5E. GOES TO MEMORY )
RF NO-GO 179
lA. RF NO-GO 179
RANGE ERROR 20
2C.  RANGE ERROR 30

TABLE 5-4. SYSTEM 2 RADAR FAILURES SQUAWKED BY PILOTS
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Variability of functionral performance of fault-free
equipment due to internal phenomena associated with system
operation. (Generally observable by BIY, but not by
operator). These are functional failures which are not
manifestations of faults. They are maintenance false
alarms!

0 Transmitter dumps, power dumps, computer hangups
o Interferences from external sources. (RFI)

o0 Stress due to environmental factors.
(Temperature, etc.)

o Interference from internal sources. (Power
transients)

o Momentarily improper interface signals
0 System noise
o Random anomalous peformance

o Design problem, such as a sneak circuit path.
(Functional failure, but not "equipment
failure".)

Variability of functional performance of faulty equipment,
caused by the variability inherent to non-catastrophic fail-
lure modes. (Generally observable by both BIT and operator).

o Intermittent fault, random occurrence in time

o Intermittent fault, occurs under certain stresses
or combination of stresses

0 Connector problems (more generally the
"connection" problem)

© Random, "one-shot" failures
o Soft failures
o Degradation of equipment. ("incipient failure")
o Ground-peculiar failures.
Variability of functional performance of fault-free
gguigment due to errors in the software, 1.e., due to

oftware "unreliablility."” (Generally not observable by
either BIT or operator)

o Improper logic design

40




o Improper implementation

o0 Timing problem

The system 1 data base was particularly useful in

. deriving root causes of Category II false alarms. This results

3 from the fact that the DPs (test numbers) recorded on the BER

3 (BIT evaluation report) card can be translated into system

: functional failures from DP descriptions available in both O-
level and I-level publications. By observing the DP patterns
on the subject BER cards it was possible to projeéct possible E
root causes for 70% of the CAT II false alarms. Table 5-5 is a :
list of the possible causes of CAT II false alarms and Table 5-
6 provides the number of occurrences of CAT II false alarms
subdivided by root cause category (and also by cluster
designation). The categories are somewhat arbitrary but are
tailored to the types of data available for analysis. For
instance category 3 (High Voltage/Transmitter Anomaly) could be
divided among the transient failures, hardware failures, and
environmentally induced failures, but the failures are more
readily identified (and correctable) simply as high
voltage/transmitter anomalies. A brief description of each of ;

v the categories follows.

ket wdEe e e A

Invalid Test {

o TR TR | _ i imaneaelt s

These are tests which have been improperly mechanized, i
such as incorrect logic, timing, or stimulus, or tests in which

: the test tolerances are excessively tight or use an incorrect

‘ nominal value. Due to the exteasive time that system 1 has

3 been in the fleet, practically all improperly mechanized tests

- have been detected and corrected. Only one DP (DP 216) in

: sequence 3 could be identified as invalid. This DP ranked '
number one in frequency of occurrence. There may be other !

- DPs that occur only with certain combinations of WRAs installed '

because of tolerance buildup. If the system is still l

r functional, however, the test tolerances should be widened :

g ard no DP displayed. Other than DP 216, no DPs were associated

] with this category during this analysis although there are

! some possible candidates.

Power Transient

it n A MM TN . i £ IR B __ VBN v b i . _ . AT 'l

Power transients can cause indicated BIT failures
in two ways. The first is a transient that occurs during a ;
. critical measurement and causes the signal being monitored
4 to fall outside test limits. The second is the transient that
causes the related power supply to "crow-bar" or shut down.
The affected unit will then be non-functional until power is
recycled by the system operator. There are 19 WRAs in system
1 with power fault indicators monitored by the central computer.

TR T
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ﬁ TABLE 5-5 POSSIBLE CAUSES OF SYSTEM 1
: CATEGORY 11 FALSE ALARMS

1. Invalid Test

a. Test mechanization incorrect

1

‘ b. Test tolerance incorrect

% 2. Low Voltage Power Transient :

) a. Momentary A%

; b, Unit Power Shutdown g
3. High Voltage/Transmitter anomaly i

a. Electrical anomalies (arcs, etc)

b. Environmental anomalies (oil cooling, waveguide
pressure, etc)

e

&7 4. System Anomalies

@ 'ﬁ a. Transitory hardware phenomena
i b. Interface problems

E 5. Environmentally Induced Failure

a. Altitude

btk

b. ‘Temperature

—

o e ...—..__...,-..._.———_ T e e —

c. Vibration

PR PYCIrR S S TS, - I W RASET LU P T

d. Acceleration
e. Humidity
f. RFI

6. Operator Switchology

T T e e T T AT e T

a. Incompleted actions

b, Incorrect actions
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A failure indication for any of tliese units activates the same
D? (DP 180). The power fault ccde is decoded by the central
computer and the appropriate WRA is displayed bui the use of

a single DP for all power faults results in a high incidence
uof this particular DP.

High Voltage/Transmitter Anomaly

: The system 1 transwmitter is a high power rf source and
: regquires two high voltage power supplies of 11 and 18 KV dc.
A Due to the high levels of power and voltages, the transmitter

: subsvystem seems to be more susceptible to environmental

i anomalies than the low vnltage units. The transmitter
protection circuitry will shut down the transmitter whenever

an anomaly is detected. 1If this occurs during the performance
of the BIT procedure, DPs will be displayed. Recycling of the
transmitter by the operator may restore normal operation. 'The
BIT failures will, in this case, be scored as false alarms.

System Ancomalies

L‘v
7N
X
)

This subset of CAT II false alarms includes those system
anomalies which appear to be momentary, anomalous performance of
p\ fault-free eguipment but, on the basis of DP analysis, may be

explainable in terms of transitory hardware phenomena (e.g.,
incipient and intermittent faults) and interface problems.

It should be recilled that fault indications that
disappear with no unit removal (i.e., do not occur in subseguent
BIT runs) ats classified as CAT II false alarms. This
convention was adopted simply as a matter of practicality in
analyzing the data. The intent is to flag out those random
happenings which are "pure" false alarms, i.e., momentary,
aroinalous performance of fault~-free egquipment. Although these
& events must be written off as false alarms, in fact, it is
N reasonable to expect that sach of these events has some rational
: (though hidden) explanation. Many of the explanations are based
on assumptions «f transitory hardware phenomena.

S A e i

T

g The term "transitory hardware phenomena" is intended to
3 encompass three types of problems:

1. 1Intermitient fauvlts where the repetition rate is so
low that they escape detection by the filtering
technique in use here (i.e., they don't occur during

b two missiong subsequent to the original cluster of

3 failure indications, buat then they do occur in later

missions).

2. Incipient fzults which have deterioriated to the point
of being close to the bcrderline between acceptable
and unacceptable performance, such that any momentary
system perturbation can cause the failure to exhibit
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unacceptable performance for the duration of the
perturbation.

3. Temporary, borderline performance not representing a !
deteriorating condition but simply representing normal ;
performance for the existing equipment configuration. ;

As an example of transitory hardwzce phencuena possibly being .
the root cause of apparent false alarms, we might cite one ’
particula, test for which there were 15 nases of CAT II false
alarms (DP 146, Continuous Wave Illumination test). Failing
this test means that the Continuous Wave Transmitter has failed
to turn off. A momentary failure of a particular relay can .
cause the observed momentary failure of the test. On the basis ‘
of hiatorical experience with the particular type relay used, it

can be said that the relay performance is often suspect. Relay
experience includes all of the transitory type problems
mentioned. In some cases, intermittent operation has been
: caused by lcose particles becoming engaged in the contacts.
b others, incipient failures were encountered as a result of
) gradual buildup of contamination on the contacts. Additionally, 1
t even fault-free relays have had a "dry current" problem when the ;
'

sl e P -

s T
iy

T

In

equipment had not been used for some time (high contact
resistance until a high current is pasced through the
contacte). These problems have now been generally eliminated
but were present when our data were being collected.

SRR ¥ R P Cop -

: All of the transitory hardware phenomena described above
i can exist outside of the unit under test as well as within it.
! Where outside performance affects the performance of the tested

unit, an interface problem exists. Of particular importance are :
inter-unit wiring problems and connectcr failures. From an

analysis point of view, these problems are doubly troublesome

because (1) all transitory problems are difficult to analyze and

(2) corrective action taken elsewhere in the system may not be .
associated with disappearance of a problem in the unit under |
test. Sometimes a maintenance action may inadvertently correct

a problem, For example, dirty contacts may be cleaned in the

act of removing a unit. It is inherently difficult from later

analysis of collected data to know what happened.

SR NN e
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An interesting example of an interface problem is
g associated with the BIT target test (DP 54). The airframe
3 manufacturer has installed a particular type of coaxial cable
‘- with an especially low loss characteristic for carrying the BIT
] horn target signal from the BIT target generator. Although this
was initially considered highly desirakle, in fact it created
problems since the target level adjustment in the unit had not
been designed to accomodate such low level signals. For cases
where the adjustment of the signal level is marginal, 3
intermittent failures of the DP will occur. 1

T T )
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Another type of interface problem is compatibility with
test circuits. By experience it sometimes comes to be ,
recognized that fault-free equipment will not always pass ’
certain tests. For example, it was found that the synchronizer :
would not always lock up at zero range in the BIT mode every )
time the zero range lock test (DP 141) was run. Tests of this [
type need to recognized as contributing a residual false alarm J
rate, and maintenance personnel need to be aware of the problem 1
so that inappropriate actions are not taken. ]

TR R ot o

Environmentally Induced Failure

BIT false alarms attributed to environmental factors
are primarily tests involving acguisition and track of x-band i
BIT targets. Antenna angle track tests are performed using !
an x-band target located in the front of the radome. The i
; receiver shutter is open during this test and thus the receiver i
; is susceptible to external radiat on. If the aircraft is in
] motion, the antenna array is susceptible to g forces. Some !
; relay malfunctions have been attributed to landing shock but .
none of the DP patterns analyzed was associated with this.
i Although wet computer boxes were frequently reported and
3 humidity is a contributor to intermittents, these failures are
‘ , usually of ¢ nature that prevent BIT from running (or cause
random DPs), thus none of the analyzed BIT failure patterns were ;
attributed to moisture. System overheat is indicated by a 3
cockpit light. DPs accompanied by this condition light were
included in the environmental category. ;

it < ok A

it

Operator Switchology ﬁ

Certain BIT failure irdications can be caused by .
incorrect or missing switch settings. Most of the switch ]
settings required by BIT can be monitored by the central
computer. If one of these switch actions is not performed

by the operator, a mnemonic is placed on the BIT display to
indicate the required switch action. However, certain aircraft
switches that are not monitored by the computer can cause BIT
to fail. PFor example, if the ground cooling switch is not in
the radar position, a transmitter interlock is opened and BIT
DPs will be displayed. The DP pattern is always the same for
this switch and is recognized by experienced operators. For

5 data analyzed from Miramar Naval Air Station, only 2% of the

- false alarms were attributed to switchology, so this is not

a major contributer to false alarms.

E R TN S VLG e e S T
B -

S e e,

Undetermined

This category encompases those items for which there is
insufficient data to speculate on root causes.

46

it = D e I L. AR AT e edoh .
e el AL, - R RS ORI T PR SN O 1R L ""\El'”-"‘ [V T 1 i I "
- b2 RS O DO INe Sy DRI i LA A e b e




o g Ty m e e emepn

; 5.2.3 PROBABLE CAUSES OF OCCURRENCE OF SFPECIFIC DPs ]

The analysis contained in the previous section has '
f been based on BIT WRA callouts., BIT alsgo identifies specific
8 tests which have failed, by DP numerics. The top 20 DPs, as
determined by frequency of occurrence, have been analyzed and
the predominant cause of the high rate of occurrence for each
DP has been determined. Table 5-7 lists the probable causes.

— T
i M it it Al . o o it S S g it MO,

N It is of interest to note that when this system first !

" ‘ entered flight testing, the ratio of software-to-hardware !

: ‘ problems was relatively high. With software maturity, this

ratio has become very low. Nevertheless, every time a new

f software package is added, there is a risk of introducing a new

i software probiem, An example of this 1§ the fact that the l

! number 1 BIT false alarm problem (BIT DP 216) was introduced

t with the introduction of the latest software modification. i

i

i

F TABLE 5-7. 20 TOP SYSTEM 1 DP FAILURES RANKED BY NUMBER |

g % OF OCCURENCES | i
v ]

: SEQ 3  OCCUR- PROBABLE .
RANK DP ENCES TEST CAUSE !
, 1 216 223 Frequency processing failed ™ 1
i using VTPE and TDRF j
: 2 141 167 Failed ROT on transmitter in PC mode BH )
3 153 142 Transmitter failed H 1
, 4 180 138 vower fault H |
{ 5 176 129 CWI power fail DM ! 1
e .
: 6 149 128 Antenna not tracking horn E/H LA
{ target during PDSTT '
:i 7 62 115 Antenna scan failure in +/~ 65° mode DM

I 8 175 107 Transmitter not on for LPRF test H 1
] 9 164 99 Antenna not tracking horn target E/H :

during PsY'T ]

10 177 98 Transmitter flood antenna switch DM L
not enabled 3

11 198 92 Dummy load indicated with flood DM
horn selected
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TABLE 5-7 (continued). 20 TOP SYSTEM 1 DP FAILURES RANKED
BY NUMBER OF OCCURRENCES

T T ST

i . e erme

SEQ 3 OCCUR~- PROBABLE
RANK Dp ENCES TEST CAUSE
3 12 73 87 Low false alarm rate with low T™
external threshold 1
13 54 86 HPRF BIT target no. 4 level incorrect TT i
14 146 83 CWI failed to turn off DM i
15 136 71 High LJET false alarm rate DM
A
E 16 199 70 A/G lobing failed DM a
i 17 170 65 Failed to generate ACM LAOT B
; on horn target
g' P\ 18 191 65 BIT Log DC out of tolerance T 4
i
! 19 99 64 MLC notch fails to take out DM |
target
: 20 169 64 ACM threshold calibrate fail DM

PROBABLE CAUSE LEGEND

e et ol AN Mttt SR ... |t

BH BIT HARDWARE MARGINAL
I
g DM DEFERRED MAINTENANCE
[
i E ENVIRONMENTAL INFLUENCE
[ H HIGH ANOMALY RATE HARDWARE
; ™ BIT TEST MECHANIZATION INCORRECT
{ T BIT TEST TOLERANCE INCORRLCT 1
3 1
f
§ p
' \
g -
1 j
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5.3 FALSE ALARM RATE PREDICTION FACTORS

Considerable thought has been given to the feasibility
of developing a mathematical model for predicting false alarm
rates of new systems. Conceptually, to use such a model, one
would simply select the appropriate system type (avionic,
ground, tank, submarine, etc.) and then insert an appropriate
set of coefficients. Each coefficient would be associated with
a system characteristic known to be related to false alarm
generation, The magnitude of each coefficient would be a
measure of the likelihood of generating such false alarms for
the particular system being investigated. The model would
provide a predicted false alarm rate and perhaps a means for
determining where resources should be expended to reduce the
false alarm rate. Such a model would be based on characteristics
of presently existing systems. The accuracy of the model would
be dependent upon the size of the population of present systems
investigated.

While the idea of a predictive model is extremely
attractive, it should be recognized that there are reasons why
any attempt to predict the absolute false alarm rate of an
equipment planned for development is likely to prove fruitless.
Two such reasons are:

o0 The causes of false alarms (and apparent false
alarms) are diverse and unique,; and past
experience is not necessarily a good indicator
of future experience.

o The measurement of false alarm rate is very complex
and difficult.

The first of these two reasons is related to the
fact that false alarms represent events which should not be
happening. When <such indications do turn up in a new system
under development, no one knows why. Is it because the BIT
test mechanization is wrong? 1Is it because the testing
tolerances are too tight? 1Is it because the equipment does
not meet its specifications? The causal factors (answers to
these kinds of questions) must be determined for each type of
potential false alarm--and there may be hundreds. Finding the
answers and deciding what to do next may require years of
engineering work to resolve. And while this work is going on,
it becomes pure "busy work" to tabulate how many false alarms
are occurring. 1Invariably, the same statistics will be repeated
over and over again, until the individual causes are identified

and corrected.

With respect to the statement that measurement of
a BIT false alarm rate is complex and difficult, the results
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of the present investigation make this seem almost a truism.
Even for systems that have been operational for years--and after
years of engineering work in sorting out and eliminating most
spurious BIT indications=-~the problem of deciding whether
certain of the remaining indications are actually false alarms
still remains. Although the number of spurious indications
has been quantitatively reduced, the general nature of the
problem to be dealt with is, in many ways, qualitatively the
same as when the BIT/system engineering process first began.
Since it is very hard to measure the BIT false alarm rate, it
makes little sense to attempt a quantitative prediction, in
absolute terms, of what this rate is likely to be for a new
system. It might be noted that this same line of reasoning
indicates the futility of putting stringent false alarm
requirements in specifications.

Considerations such as those described in the
preceding paragraphs have led us to believe that, in attempting
to predict BIT false alarm rates at the early conceptual stage
of system development, the emphasis should be on predicting
relative, rather that absolute, false alarm rates. By having a
procedure for predicting relative false alarm rates, it is
possible to conduct design trade studies and in this way choose
design approaches to minimize BIT false alarms. The study has
resultad in the development of factors for relative false alarm
rate prediction. These are applicable to the early design phase
of a BIT system. Although refinement will be required in
applying these factors, the technique, to be described,
illustrates a methodology for evaluating alternative BIT designs
to determine their susceptibility to false alarms.

It is considered desirable to treat BIT false alarm
prediction factors separately for Category I false alarms (real
fault--incorrect isolation) and for Category II false alarms
("pure" false alarm~-no real fault). The CAT II type false
alarm is the more insidious of the two since it falsely
indicates the need for maintenance and is more likely to cause
unnecessary mission aborts. This type of false alarm will be
dealt with first, Only the most basic factors will be addressed
in this repocrt.

Prediction Factors Related to CAT II False Alarms

The objective in this case is to develop a false alarm
index which can be used in conducting trade studies among
several possible BIT designs for new equipment to be developed.
It is assumed that any signal being measured by BIT is evaluated
with "reasonahle" tolerances and these same tolerances are
applied to all of the BIT design approaches being considered.
Four factors of most importance are listed below.

1




1.
2.
3.

4.

Number of signals/parameters BIT evaluates.
Number of times BIT is performed.

Operating environment factor.

Filtering effectiveness.

Number of Signals/Parameters BIT Evaluates

Given prime equipment of any complexity, the number of BIT
false alarms should be positively correlated with, if not
directly proportional to , the number of signals/parameters
that BIT checks. Thus, if the number of parameters being
checked is doubled, it seems reasonable to expect that the
false alarm rate might also be doubled. (NOTE:
Specifications demanding a high degree of BIT "thoroughness"
tend to cause more tests to be designed into the system and,
as a direct result, tend to result in more false alarms.)

Number of Times BIT Is Performed

By definition, each time BIT yields a fault indication

for a fault-free system, it is a false alarm., Clearly,

the more times BIT is performed, the more opportunity there
is for a false alarm to occur. A basic consideration here
is that a false alarm can only occur if the operator or
maintenance person sees the erroneous indication. This

is clarified in the discussion of factor 4, below.

Operating Environment Factor

In part, false alarms are generated as a function of

the environment in which the equipment operates. For
example, a severe operational environment can cause
momentarily severe temperature excursions, which in turn
can cause fault~free equipment to momentarily malfunction
(which can be misinterpreted by BIT as an indication of
a catastrophic fault). The operating environment factor
can be thought of as a kind of index which will have the
same value for all of the BIT design alternatives being
compared. A nominal value for the index might be 1.0,
which would represent an average set of operating
conditions.

Filtering Effectiveness Factor

The number of potential Category II false alarms is a
function of the number of different signals which BIT
evaluates and the number of times each of these signals is
tested in a given time period. If the system which BIT is
checking is complex and if BIT is mechanized to provide a
high degree of thoroughness in checking system functions,
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there will be a substantial probability of triggering a
false alarm each time the signals are tested. In addition,
when continuous monitoring is applied to all of the tested
signals, each signal may be tested many times per hour of
system operation and the chances for false alarms are even
greater. It is therefore essential that there be some
method of "filtering" the potential false alarms so that the
NO GO indications which BIT displays to the system operator
have a reasonable chance of being valid.

This objective can he achieved by taking the following two
actions in the way BIT is mechanized:

1. Mechanize the continuous monitoring function so that the
individual BIT checks of a given signal are far enough
apart in time to be uncorrelated (i.e., so that if the
results of the "i"th check of a signal are within the
range of normal signal excursions, this is not
indicative of where within that range the signal may be

on the "j"th check).

2. Establish criteria, using the results of successive BIT
checks, for deciding when failed BIT results for a given
signal are sufficiently consistent to merit displaying a
NO GO to the system operator (and/or to the maintenance

person).

The intent of these actions is, of course, to minimize
the frequency with which spurious NO GOs are displayed to the
operator. This will ensure that when NO GOs are displayed the
air crew can be confident that a valid malfunction phenomenon is
present and act accordingly. Similarly, maintenance personnel
can know that when a BIT NO GO is present, maintenance is

actually required.

The purpose of applying filtering to BIT testing is to
censor out BIT test failures which probably represent normal
performance of the equipment and do not require maintenance
actions to be taken. If BIT testing limits are establishegd
symmetrically about the range of values which a tested analog
signal usually assumes when performing normally, it is to be
expected that the usual test result for that signal will be a
PASS. However, if the BIT testing limits are relatively "tight"
in relation to the actual hehavior of the signal, some fraction
of sampled signal values will fall outside the BIT testing
limits and register a FAIL when the BIT procedure is performed.

One measure of the tightness of BIT testing limits is the

standard deviation, designated by ¢ , of the values which the
testing signal assumes during normal opetntion. Calculation of
o ¢ssumes a normal distribution and a large value of o indicates
more dispersion of the signal values than when the value of ¢

is small, But if all BIT testing limits are placed at the same
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1 number of 9 units above and below the average value of the

) normally performing signal, it is possible to estimate the

3 fractions of the time that the signals exceed the BIT testing
limits on either the high side or on the low side. For example, !
if BIT testing limits were placed at + 2 ¢ , it iz to be

expected that 2.27% of the signal values will fall outside the

BIT testing limits on the high side and another 2.27% will fall _ ‘
outside the BIT testing limits on the low side. Thus with BIT 3
testing limits set at + 2 ¢ , a normally performing signal can

be expected to fail 2.27 + 2.27 = 4.5% of the time that the

. signal is tested. If the BIT tolerances are loosened to + 3 o , .

/ the FAIL rate for normally performing signale drops to 0.26% of

the signals tested. And with the BIT tclerances loosened still ,
further to *+ 4 o , the FAIL rate drops to 0.006%. These values '
all assume that BIT measurement error is zero.

cot Shis Sl oy

=2t -

There are advantages and disadvantages to having BIT
tolerances tight or loose. The advantage of tight tolerances is ]
the high precision provided by a PASS result, i.e., the values
of the signal are known within relatively narrow limits. The f
disadvantage is the relatively high false alarm rate; frequently
a normally performing signal will be measured to be outside of )
the testing limits. These characteristics are reversed for

¥ locose tolerances; information about the signal provided by a
PASS result is less precise (a disadvantage) but the false alarm
rate will be lower (an advantage).

The actual conditions under which engineers establish BIT
tolerances is somewhat less refined than the above discussion of .
o Jimits might imply. For a complex electronic system, the
actual behavior of certain tested signals under operating
conditions may not be precisely known. In this case, it may be
necessary to initially establish the BIT testing tolerances in
accordance with what the behavior of the tested signal is
supposed to be--the "specification values." This procedure will
b sometimes lead to unexpected test failures even though the ;
testing tolerances are seemingly loose (e.g., + 40). These P
failures occur because the actual mean and the actual ¢ of the ,
it signal under operational conditions are not accurately known.

T T e e e e ey ey o i

3 In order to illustrate the filtering of BIT test results,
a hypothetical BIT design will be assumed. This BIT design is

4 one in which 100 different signals are tested. The hypothetical
; BIT system uses some form of continuous monitoring such that

. each of the 100 signals is tested 100 times per hour. For all

i 100 of the tested signals, BIT testing limits are set at + 2 o .
: Assuming the use of + 2 0 limits is entirely arbitrary; we could
! choose + 3 o or + 4 6. But the use of + 2 ¢ in this example

; ‘ helps to show that filtering can be effective in eliminating §
' false alarms even when the BIT testing tolerances are quite tight. ‘

P

- Al Stk Gt

Filtering of test results for the hypothetical BIT system
is illustrated in Table 5-8. The method of filtering used in

PP Y
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TABLE 5-8. TECHNIQUE FOR ANALYZING FILTER EFFECTIVENESS FACTOR

The following table is based on a filtering concept of at least
“m" test fails out of "n" opportunities before a NO GO
indication is displayed. The table provides in rows (a} the
probability of generating a NO GO indication and in rows (b) the
average number of such indications per hour of system operation,
for various combinations of m and n.

e s e Nt i

Assumptions: (1) 100 different signals are each tested
with + 2otest limits 100 times per hour.
(2) The system under test is pzrforming ;
normally. f
(3) Successive individual tests are indepen-
dent and criterion test groupings are
mutually exclusive.

i NO GO y

v Display n, Number of Successive Tests on which

| Criteria: GO/NO GO Indication is Based

2 Number of _

i P Fails, m 1 2 3 4 5 ]

! |

; 1 (a) 4.54x1072 8,87x1072 1.30x107% 1.69x107' 2.07x107% |

’ (b) 454 444 433 422 414 €

i 2 (a) 2.06x10"> 6.00x107> 1.16x107% 1.88x1072 ?

: {(b) 10 20 29 38 s
3 (a) 9.36x10° 3.61x10 % &.73x107" .

‘ (b) 0.31 0.90 1.75 i

| 4 (a) 4.25x107% 2.05x107° 5

] (b) 0.01 0.04 ’

{ -7

i 5 (a) 1.93x10

: (b) 0.0004 ;
B“XAMPLE: If the NO GO display criterion of at least 3 fails out of |
4 tests is selected, the probability of a NO GO indication in a 1
sequence of 4 tests is 3.61 x 1074, The average number of NO GO
indications displayed to the operator per hour of system %
operation would be 0.90. Without filtering (m=n=1), 454 NO GOs '
would be generated. The filtering effectiveness factor is thus ﬁ
0.90/454 = 0.00198,. J
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this example is one in which filtering is accomplished by
examining successive test results for consistency. Test-to-test
consistency of failed test results is less likely to be present
for a system that is performing normally than for a system
containing an actual malfunction. The data presented in Table
5-8 assumes that the system being tested is performing normally.

The (a) rows of Table 5-8 present the probabilities that a
NO GO display will be generated, for varying filtering criteria.
The first (a) row presents probabilities when the criterion for
displaying a NO GO indication is at least 1 failed test (m=l).
From left to right, the numbers present the probability of a tecst
failure every time one of the 100 signals is tested by the
hypothetical BIT system, the probability of at least one failure
in two tests of the same signal, the probability of at least one
failure in three tests, etc. The second (a) row presents
probabilities when the criterion for displaying a NO GO indication
is at least 2 failures (m=2). From left to right, the numbers
present the probability of two failures in two tests, the
probability of at least two failures in three tests, the
probability of at least two failures in four tests, etc.
Similarly, the third (a) row presents probabilities when the
criterion is at least 3 failures (m=3), the fourth (a) row
presents probabilities when the criterion is at least 4 failures
(m=4) and the fifth (a) row presents probabilities when the
criterion is at least 5 failures (m=5).

The probabilities described above are computed by straight-
forward application of probability statistics. Each time one of
the signals is tested by the hypothetical BIT system, there is a
probability of p=0.9546 that the test will pass (under the + 20
testing limit assumption) and a probability of g=0.0454 that the
test will fail--as long as the tested equipment continues to
perform normally as we assume., Thus, the first entry in the first
(a) row is 0,0454, or 4.54x107“. Computation of the other
probabilities is facilitated by use of the binomial expression
(p+a) ®, where n is the number of successive tests of the
signal. For n = 2, the binomial expression expands to p2 + 2pq
+ g2 and the values of the successive terms are, respectively,
the probability that both tests pass (p2 = 0.91126), the
probability that one test passes and one test fails (2pg =
0.08668), and the probability that both tests fail (q2 = .
0.00206). For n = 2, the probability of at least 1 failed test is
0.0887 (= 0.08668 + 0.00206), i.e., the second entry in the first
(a) row.

For n = 3, the binomial expression expands to p3 + 3p2q
+ 3pg2 + g3 and the values of the successive terms are,
respectively, the probability that all three tests pass (0.87),
that two tests pass and one test fails (.124114), that one test
passes and two tests fail {0.005903), and that all three tests
fail (0.0000936). The (a) row values in the column labeled
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i 3 in Table 5-8 are computed in the following manner: 0.124114 +
¥ 0.005903 + 0.0000936 = 0.130, 0.005203 + 0.0000936 = 0.006 and,

i directly, 0.0000936. The bincomial expression was applied
similarly for vaiues of n=4 and n=5.

All of the probabilities in the (a) rows of Table 5-8
pertain to individual "criterion events." 1If the criterion for "t
displaying a NO GO indication to the system operator is that at .
least three out of four tests for a given signal have failed, the P
criterion event in that case is that four successive tests of the .
signal are made by BIT. As seen from Table 5-8, the applicable i
probability of a NO GO indication for the three-out-of-four ’
criterion is 3.61 x 10-4, The other probabilities given in the :
table have a similar significance.

The (b) rows of Table 5-8 list the average number of NO GO
indications which an operator could expect to see during one }J
| hour of system operation. These average numbers are tied to
v both the false alarm probabilities given in the (a) rows and to
Y the number of criterion events which will occur in one hour of
3 system operation. This can be illustrated by using again the [
- example in which the criterion for displaying a NO GO indication i
is that three out of four tests of the signal are failed. 1In |
L this case, the size of a criterion event is four tests. Since
F T the number of BIT tests performed is 100 per hour for each of
the 100 signals evaluated, a total of (100) (100) = 10,000 tests
is performed during each hour of operation. But for filtered
test data, each criterion event involves two or more tests. ;
3 This means that there are fewer than 10,000 criterion events per :
! hour. With the example of three out of four tests as the NO GO
‘ display criterion, the number of criterion events is 10,000/4 d
= 2,500. Since NO GO indications are being generated at the
rate of 3.61 x 10-4 per criterion event, the average number of
NO GO indications per hour for the three-out-of-four criterion

| is (3.61 x 10-4) (2,500) = 0.90. Other values in the (b) rows !
: are similarly computed. If the total number of tests performed w
L is 10,000 and the number of successive tests on which a GO/NO GO

N indication is based is 2, the number of criterion events per hour t

is 5,000; when the number of successive tests is 3, there are 3
3,333 criterion events; for 4 successive tests, 2,500; and for 5
successive tests, 2,000. It would, of course, be possible to
mechanize the NO GO display arrangement using overlapping
criterion groups (e.g., first criterion event consists of tests,
1, 2, 3, and 4; second criterion event consists of tests 2, 3,
4, and 5, etc.) but the average number of false alarms per

hour would then be greater than given in the (b) rows of Table
5-8.

g

Ty

T

With this much background on the quantitative aspects of
Category II false alarm rate prediction, let us now consider how
a BIT design tradeoff study might be conducted. Assume that two
basic BIT designs are being compared. Design A is a conven-
tional, operator-initiated BIT performed two times per hour,

e K s
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checking 100 signals each of these times. BIT Design B uses
continuous monitoring and checks 100 signals 100 times per hour.
Design A uses no filtering; that is, each BIT test failed is
displayed to the operator as a NO GO. With Design B, on the other
hand, there is the possibility of mechanizing the design with any
of several degrees of filtering. These assumptions allow the
following false alarm evaluations to be made for the two designs:

Average No.

of Tests Predicted No. Filtering
No. of No. of Failed( * 20 of Operator  Factor =
BIT Checks Signals Testing NO GO NO GOs/
Per Hour Checked Limits) Indications Test Fails
Design A: 2 100 9.08 9.08 1.00
Design B: 100 100 454 (a)1.75 3.85x1073
(b)0.90 1.98x10_5
(¢)0.04 8.81x10

(a) NO GO display criterion of at least 3 fails out of 5 times tested
(b) NO GO display criterion of at least 3 fails out of 4 times tested
(c) NO GO display criterion of at least 4 fails out of 5 times tested

Notice that the comparisions have ignored the “"environ-
mental factor" mentioned earlier; it is assumed that the
environmental factor affects both designs in the same way and
can be omitted from the comparison. The average number of BIT
tests failed is the product of the probability that a single
test is failed when performed and the number of times the test
is performed. For example, we know from Table 5~8 that the
probability of failing a single test when + 20 limits are used
for a normally performing system is 4.54 x 10-2, For Design
A, 100 signals are checked two times each hour (200 total
tests); for Design B, 100 signals are checked 100 times each
hour (10,000 total tests). These test repetitions result in
Y.08 test failures for System A and 454 test failures for System
B. PRut since System B utilizes any of three degrees of
filtering, the number of NO GO indications displayed is in all
three instances less for System B than for System A. A
filtering factor can be calculated by dividing the predicted
number of operator NO GO indications by the number of failed BIT
tests (e.g., 454 for system B ;.

For the degrees of filtering illustrated here, BIT
Design B is clearly superior to BIT Design A from the Category
ITI false alarm point of view. However, BIT Design B is not
without penalties because it will require added cost and
complexity to mechanize the functions of continuous monitoring,
BIT data recording and filtering. Tradeoffs may even be
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. involved in the three degrees of filtering for BIT Design B

2 since a high degree of filtering may possibly entail a longer
; lag time in making BIT results available to the operator than
would be tlie case for a lower degree of filtering and may also
require additional memory space.

Prediction Factors Related to Category I Felse Alarms )i

Prediction of Category I false alarms requires use of 1:
different factors than were applied in connection with ;4§
prediction of Category II false alarms. The applicable factors )T
for prediction of Category I false alarms are these: ;

T AT

1., Number of system elements to which faults are to be
isolated by use of BIT.

2. Category II BIT false alarm rate index.

T T W T TR

3. "Federated" BIT design factor.

These three factors and their use in connection with BIT design
tradeoff studies are described in the paragraphs which follow.

i v

1. Number of System Elements to Which Faults Are to be
Isolated ’

, With one LRU in a system, and neglecting cabling/connector {
2 problems, the probability of isolating a known fault to .
! that LRU is 1,00. If fault isolation is a completely ¥
; random process and if all boxes have an equal fault i
b likelihood, the probability of correct fault ismlation 1
" is 0.5 with twe: LRU's, 0.33 with three LRU's, etc. ;
% Corresponding ..obabilities of incorrect isolation are i
: 0, 0.5, 0.67, &2, !

2. CAT II False Alarm Rate Factor 1

While CAT T and CAT II false alarms can be regarded as k
beiny basicalily independent of each other, it is important ‘
to be cognizant of real world problems associated with
measuring the two types of false alarmn. From this
viewpoint, the CAT II false alarm rate can have a subtle
but significant impact on the apparent CAT I false alarm
rate. For example, assume that BIT has detected two
independent system anomalies and that one is a pure false
alarm (CAT II) and the other is the result of a hard
failure. Also assume that BIT displays two units, one for
~ach of the apparent failure events. The first unit is
actually fault free and the second one contains a fault.
If the maintenance person removes the fault-free urit
first, it will be concluded that a CAT I false alarm has
been experienced, since there is a very real fault in the
system but apparently BIT has isolated this fault to the

T g
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wrong unit. Thus, some CAT II false alarms will, in
effect, be translated into apparent CAT I false alarms.
The CAT II false alarm rate factor, to be used in
generating the CAT I false alarm rate index, is an attempt

to deal with this phenomenon.

"Federated" BIT Design Factor

BIT designs are sometimes keyed to the results of end-to-
end (system-level) tests. The system-level parameters
represent functions which the over-all system must perform
to meet its requirements. When the result of such testing
is a NO GO, isolation to the system element considered to
be faulty is accomplished by using logic in conjunction
with BIT testing results for parameters other than the
particular one found to be failed. Under field conditions--
particularly when multiple indications of possible
failures within a system are present-~--the elements of the
system to which the indicated faults are isolated in this
way are sometimes not faulty. When this is the case, a

Category I false alarm is present.

The cure for Category I false alarms is to use a
"federated" BIT design---one in which most BIT tests, when

failed, isolate directly to the failed element of the
system., If it is desired to isolate faults to an LRU, BIT
is designed to individually test each LRU of the system,
When one of these LRU tests is found to be failed, it is
known with a probability approaching 1.00 that the detected
fault is within the tested LRU,

In practice, a federated BIT design cannot lead to perfect
fault isolation (i.e., cannot lead to elimination of

Category I false alarms). Possible reasons for
imperfections in fault isolation include the following:

1. Even though all the LRUs of a system may be
individually tested by BIT, it is still necessary
to verify that certain gystem-lervel functions are
performing as required. The adeguate perforinance
of these functions depends upon correct operation
of more than one LRU, creating a possible fault
isolation problem when the system~level paraweters
are found to be NO GO.

2. Some functions tested at the unit level may also be
tested at the system level, creating the possi-
bility of contradictions between unit-level and

system~level testing.

3. It may not be feasible to test and continuously
monitor certain aspects of LRU operation by use of
either unit-level or system~level BIT checks.
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These possible imperfections in federated BIT design
must be taken into account quantitatively in conducting tradeoff
studies to select an oprimal BIT design for a new system. This
can be done by allocating the total failure rate of each system
LRU into the following categories:

1. }; = LRU failure rate which is BIT tested by
unit-level testing only.

2., *; = LRU failure rate which is BIT tested by system-level
testing only (more than a single LRU involved in each

test).

3. Ag = LRU failure rate which is BIT tested by both
unit-level and system-level testing.

4. A = LRU failure rate which is untested by either
unit-level or system-level testing.

For that fraction of the system failure rate which
falls into the first of the above categories, BIT fault
isolation to the LRU level will practically always be correct.
For that fraction of the system failure rate which falls into
the second category, BIT fault isolation effectiveness can be
estimated on the basis of experienced fault isolation
effectiveness for systems already operational. This procedure
can aiso be applied in the case of th: third category, although
this category is not expected to be =:<h of a problem. Since
testing tolerances for unit-level tests are usually tighter than
testing tolerances for system-level tests, a unit-level test can
be expected to be generally more effective in fault
identification than a system-level test. That is, when a
parameter is borderline bad, the unit-~level test is more likely
than a system~level test to detect the condition. The system-
level test may say GO while the unit-level test says NO GO, but
it will seldom be the other way around. The fourth category
will not enter into BIT fault isolation effectiveness although
it may contribute to possible anomalies between operator-
repor ted evaluations of system performance and BIT results.

Tradeoff studies for selection of an appropriate BIT
design can be conducted for Category I false alarms in a fashion
similar to that which has been shown for Category II false
alarms. This is illustrated in Table 5-9 for two hypothetical
BIT designs C and D. Explanations of the entries for Table 5-9
are given in the paragraphs which follow.

The first column of Table 5-9 is entitled, "Number-of-
System~Elements Factor”. It is postulated that ease of fault
isolation tends to be inversely proportional to the number of
system elements to which faults must be isolated. Systems C and
D are each assumed to be comprised of five LRUs to which BIT
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must be capable of isolating any faults identified., GSince the
number of LRUs is the same for both systems, each is assigned a
Number-of-System-Elements Factor of 0.2, the reciprocal of 5.

The second column of the table, "Type of Fault Isolation
Testing", divides the total failure rate of the systems into the i
previously defined categorles of Aq, Ag and Az, g + The fact i
that the Af symbol is not included in the table signifies
either an assumption that the system's failure rate is 100% $
tested by BIT or an assumptlon that the portlon of the system s
failure rate not subject to testing by BIT is not includeéd in }
the comparison between Systems C and D !

)

ol TS s e 2

The "Failure Rate Fraction Tested" column allocates the
failure rate of the system to the indicated BIT testing
categories. 1In order to arrive at these allocations, it is
necessary to know or be able to predict the failure rate of
the system down to the level at which BIT testing is performed,
It is also necessary to know or be able to predict how the
various BIT checks will be mechanized and the fraction of the j
circuitry each BIT test will evaluate. For System C, the |
assumption is that half of the system failure rate is evaluated '
by unit-level BIT testing. For the BIT tests of this type, l
fault isolation will be excellent; for the other twec categories,
fault isolation will not be as effective. System D shows an
advantage over System C in that 70% of the system's failure rate
is subject to unit-level type BIT testing. System D achieves L
this advantage by having a lower fraction of its tests subject |
to both unit-level and system-level testing. :

The "Fault Isolation Effectiveness" column provides ,
figures of merit for each of the three categories of BIT ]
testing. These figures of merit are the same for the two |
systems. A figure-of-merit value of 1.0 for unit-level testing
implies an assumption that that method of BIT testing leads to ;
perfect fault isolation effectiveness. BIT testing which [
involves a combination of unit-level and system-level testlng is r
assumed to be next most effective with a figure of merit of 0.7.
This assessment in relation to unit-level (only) testing assumcs
that when there is overlapping unit-level and system-level
testing, BIT fault isolation information will sometimes be
ambiguous. BIT fault isolation is assumed to be least effective
in those instances in which there is system-level BIT testing F
with no unit-level testing as a backup (figure of merit of 0.5). *

The column labeled "Product"includes values which are
merely the product of the two preceding columns. This product
is a way of summarizing in a single number the effect of failure
rate fraction tested and fault isolation effectiveness. The
three values are then added together for each system to obtain a
system federated BIT factor. The maximum possible system factor
value is 1.0 whereas System C has a value of 0.83 and System D a

value of 0.89.
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The results of this BIT false alarm investigation indicate
g that a substantial proportion of BIT NO GO indications can be
: classified as Category II false alarms. When BIT indications
- representing Category II false alarms are present along with
3 valid indications of system faults, the problem of correct BIT

e e e :
L N e A S g

3 fault isolation is made more complicated. This relationship

4 ‘ between Category I and Category II false alarms is acknowledged
in the column entitled "Cat. II False Alarm Factor". It is

4 assumed that in BIT Design C, 70% of the displayed BIT NO GO

indications are valid (i.e., do not represent Category II BIT 3

false alarms). For BIT Design D, 80% of the displayed BIT NO GO ,

indications are assumed to be valid.

The column of Table 5-9 entitled "Fault Isclation
Effectiveness Factor" combines the three principal numerics

) given in the table. The two values given in this column are the L
4 ‘ products for Systems C and D respectively of the "Number-of- P
i System~Elements Factor", the product value under the "Federated :

' BIT Factor", and the "Category II False Alarm Factor." Since ]

‘ the value in this column is higher for System D tharn for System

' C, it is implied that the BIT system for System D is more

effective in avoiding Category I false alarms than System C.

The right hand column of the table provides normalized values

1 for the values given in the preceding column. This is é
accomplished by assigning a value of 1.00 for the "Fault :
Isolaticn Effectiveness Factor" of 0.1162 for System C and a
value of 0.1424/0.1162 = 1,22 for System D.

e Seidme L

h The approach outlined here for Category I false alarm

A prediction is but a starting point. The method will allow rough
s tradeoff studies to be conducted among different BIT designs.

‘ There is, however, a need for further research to specify the

b steps in more detail, to provide better quantification of the
factors and to refine the overall method. These actions are

’ beyond the scope of this investigation.

o detn mGar ot

Pradiction of BIT False Alarms During System Development

; .
g The preceding discussions of false alarm prediction
¢ have pertained to the selection of a BIT design from two or more .
? candidate designs. Once this selection is accomplished, there L
r is a need to monitor BIT false alarm status during system A
N development. This monitoring will pertain primarily to the
r‘ status of Category II false alarms. The status of Category I
false alarme cannot be readily evaluated until system
development is well down stream and not until the various
elements to which faults must be isolated are operating together !
as a complete system. But there is a need to monitor Category 3
II false alarm status throughout development. In effect, the
monitoring amounts to successive updatings of the original
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3_ Category II false alarm prediction made during design
selection,

The original Category II false alarm prediction will
ordinarily have been made before any of the individual tests of
which BIT will be comprised have been planned or mechanized. 1In
making a false alarm prediction at such an early stage, it is !
necessary to estimate the total number of individual tests to be
used and to assume that all of these tests fit a standard f
pattern of implementation (e.g., use of testing limits set i
at + 20 )., But in actual fact, each individual BIT test is
unique as to its potential for generating Category II false }
alarms. This uniqueness is determined by such considerations as P
the following: }

!
|
|

I Y T T I, m——

: 1. 1Is the signal to be tested analog or digital?

ﬁ : 2. What are the requirements which the tested signal
g must satisfy?

3. How well does the signal perform in relation to its
stated requirements?

How are value - of the signal affected by the modes
or conditions of system operation?

oy o an MR R
Eeyegp—
o
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5. To what extent do values of the signal vary from ;
system to system? ,

6. How is signal functioning affected by the evolving }
design of the system?

Answers to questions such as these are needed for every
signal which BIT checks. Such answers can be obtained using
either of two approaches:

O g ——

1, Trial and error.

\ 2. Direct collection of data pertaining to signal
performance.

a given BIT design and given testing limits based on a priori !
assumptions as to the performance of the tested signal. If the ;
collection of BIT data indicates that the initial BIT
implementation is yielding too many NO GOs, the testing
tolerances can be loosened accordingly. The other approach~--
direct collection of data pertaining to the signal---is
concerned with actual values of the tested signal rather than
with BIT results as such. Preferably, the data as to signal
performance should be collected by use of an automatic recording
Procedure so that the amount of data assembled is large enough
to be representative, With such data in hand, rational

1 The trial and error approach consists of trial implementation of
:
!
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decisions can be made as to how the particular BIT test should
be mechanized and testing limits established. Further
information about establishing BIT testing limits is given in

Appendix B.

As the development of the BIT design proceeds and data
reiating to BIT performance, or expected performance, are
accumulated, it will be possible to make a succession of
predictions as to the Category II false alarm rate. These
predictions will be similar to those described earlier for use
in tradeoff studies for BIT design selection. The principal
difference will be that, as the BIT design develops, information
and data will become available as to individual BIT checks.

Such information and data will increase the accuracy of
prediction for subsequent BIT performance in military

operational environments.

In order to make false alarm predictions on a signal-
by-signal basis, it will be necessary to know, or estimate, the
false alarm rate of each tested signal or class of tested
signals. 1Instead of an across-the-board basis for establishing
BIT testing limits---such as + 20 ---individual BIT checks
will have their own limits and these may differ from any average
system-wide standard. Also, individual BIT checks may utilize
individual methods of filtering out spurious NO GO indications.
That is, one BIT check may utilize a criterion of two fails out
of three tests performed, while another check utilizes a
criterion of three fails out of four tests performed. In this
way, actual performance of the coverall BIT can be optimized in a
way that would not be possible with a standard, across-the-board

method of filtering.

There will be a need to combine the data from
individual BIT checks for use in a system-wide prediction of
Category II false alarms. This can be accomplished by
assemblying the data in accordance with the following format:

(A) (B) (C) (D) (E) (F)
Weighted
No. of Jdnfiltered Filtered False Alarm
Test Tests of False Alarm Filtering False Alarm Rate

Type This Type Probability Standard Probability (B) x (E)

A brief explanation of how these headings might be
utilized will make them more understandable:

(A) Test Type. This heading can be used to group together
tests wEich have common characteristics--same method
of establishing pass-fail limits (e.g., * 30), same
degree of test filtering, and perhaps other features.
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(B) Number of Tests of This Type. (Self explanatory)

- (C) Unfiltered False Alarm Probability. This is the
Y probability that a given BIT test will yield a false

L alarm when the test is performed one time for a system
which is performing normally (is not malfunctioning).
It may prove desirable to subdivide this heading by

: using two subheadings-~-"Expected Probability" and

1 "Observed Probability". For example, if the testing

' limits for the test were established at + 3¢ , the
Expected Probability would have a value of 0.0026.

o e AT sl i

PR L

‘ (D) Filtering Standard. This heading is addressed to the
- issue of the criterion used for deciding to display a
' NO GO indication to the equipment operator. For
example, the criterion might be three tests failed out

of four tests performed.

| (E) Filtered False Alarm Probability. This is the

3 : probability that a false alarm will occur even when

. the Filtering Standard, as given in (D) above, is i

applied. ]
Pl

>
F F (F) Weighted False Alarm Rate. 1In order to obtain the i
]

3 Weighted False Alarm Rate required for an entry under
; , this heading, the number of tests of this type,
. obtained from Col. (B), is multiplied by the Filtered
2 False Alarm Probability, obtained from Col. (E). The
i individual weighted values could later be added up for
the system.and then divided by the total number of i
; tests to obtain an average filtered false alarm ‘
probabilty for the system as a whole. 3
!

5.4 DISTRIBUTION OF BIT CALLOUTS AMONG AIRCRAFT

e

; BIT data shows that certain types of fault callouts occur

; nuch more frequently than others. The question arises as to

" vhether these frequently occurring callouts tend to be generated
by one or two aircraft or are occurring among many different
! aircraft in the data sample. This issue was examined in the
b sontext of System 1l in which individual fault callouts are known

as DPs (Decision Points).

AT, o i o ey

bt

|
£ Before describing the analysis conducted to illustrate the
3 iistribution of DPs among aircraft, it is appropriate to
jpeculate why some DPs occur more frequently than others. Here
ire three possible reasons for high DP occurrence rates: a

b -

) 1. A particular element of the system may be failing at a
3 ‘ high rate.

3 2. Something may be wrong with the way the test a
corresponding to that DP is mechanized. y
3
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J 3. The high DP occurrence rate may indicate the presence of
Category II false alarms.

. B

Since System 1 has been in operational use for a number of
years, the first two of these reasons can be rejected almost out
of hand. Over these years, modification programs have been
conducted to improve the reliability of any high failure rate
items. Similarily; gross errors in BIT mechanization have been
discovered and corrected. Elimination of 1 and 2 as predominant
reasons for high DP rates puts the focus on the third reason. g

TRIT

i When military maintenance men discover that their efforts
to eliminate given BIT NO GO indications are not rewarded---when
they take the implied kind of maintenance action and the
phenomenon still continues---they are inclined to decide that
the particular indications are not too significant. The
indications get ignored and continue to occur. Under these
conditions, it seems reasonable to expect that high-frequency 1
DPs would be found occurring in a number of aircraft rather \
than only one or two. In fact, a finding for a mature system
like System 1 that high-frequency DPs are occurring randomly

s among various aircraft can almost be taken as prima-facie

¥ evidence that these DPs are false alarms. This cerrelation is
illustrated in the scatter diagram of Figure 5-2.
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In order to test the hypothesis that frequency of DP
occurrence is correlated with the number of different aircraft
in which the DP occurs, the product moment correlation between
these two variables was calculated. The data sample used in
this analysis included 183 different DPs and 31 different
aircraft. These data were collected over a period of 18 months
of operational usage. The findings in the form of distribution
statistics on the two variables and the correlation coefficient
were as follows (with supporting data in Appendix E):

ERPSERE AOR  EgPNLI |

_—e

Number of Different ' ;

i Number of Times Aircraft On Which
3 DP Occurred DP_Occurred
b
E Mean 24.9 8.6
; Standard
‘ Deviation: 33.7 6.6 i

-

Product Moment !
Correlation: 0.80 ‘

] : Number of Different
N DPs encountered: 183

Eal

Total number of
aircraft involved: 31
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The probability that a correlation coefficient of this
magnitude could occur by chance is statistically very
unlikely--less than one chance in a thousand. It can therefore
be stated that there is a strong tendency--at least for this
data sample--for high DP occurrence rates to be associated with
the occurrence of DPs on a number of different aircraft instead
of only on one or a few aircraft.

Although these findings are necessarily limited to the one
weapon system from which the data was obtained, it does seem
reasonable to expect that the findings would be similar for
other data samples of a like nature. 1In fact, the occurrence of
the same BIT fault callout on a number of different equipments
could be taken as a symptom indicative of the possible presence
o€ a Category II false alarm condition. Such a finding could be
used as a starting point for investigation of this possibility.

69/’70

R gt et et et A vk A § s ZalR |y i Bt L ek s Al b e e b M T e

PRV SR e RO

i Lo

o Tl el o

PO PP S




oL T S S U

6. DESIGN GUIDELINES

i The guidelines presented in this section address
only the need for avoiding BIT false alarms. In order to
arrive at a truly optimal BIT design, other criteria such as
those in RADC-TR-80-111 and NAVMATINST 3960.9 must be

considered.*

Our approach to specifying BIT (deemphasis on false
alarm numerics, more emphasis on techniques) represents a sharp
demarcation from the traditional role played by specifications
but we need only point out that past specifications have not
; only not solved the problem, but to some extent they have
' created the problem. Clearly there is a need for a radical
] departure from the past.

h These guidelines have been based primarily on Hughes
; experience with the performance of real systems working in

b an operational environment. 1In addition, some guidelines are
presented which are described in the literature. J

% 6.1 GUIDING PRINCIPLES

o A Ml e, AU 8 . il

b 1. The problem of BIT false alarms must be treated with the
same level of respect that is now accorded the field of

i reliability.

JRPTPSTA Y

Although tremendous strides have been made in making
systems more reliable, relatively little has been
accomplished in reducing the required maintenance

¢ effort. Partly this can be explained by saying that
b reliability gains have been of fset by continually

' increasing system romplexity. But many units brought
into the I-level shop do not contain part failures.

‘ *(1) RADC-TR-80-111, Design Guidelines and Optimization

i Procedures for Test Subsystem Design, D. N. Lord, G. A,

3 Walz, S. Green, April 1980, Rome Air Development Center. .
(Appendix D provides an interesting discussion of the E

e interrelationships between intermittent malfunctions and

i BIT false alarms.)

¢ (2) NAVMATINST 3960.9, Built-in-Test (BIT) Design Guide, Test i

! and Monitoring Systems Office (MAT 04T), Naval Material ‘

: : Command, 1 July 1976. (An upgraded version was released

; on 19 September 1979, as NAVMATINST 3960.9A.)
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The explanation appears to be that maintenance is

not based on failures but on test indications of
functional failures. Thus, if a high proportion of
such indications are false, it can be expected that a
large proportion of the resulting maintenance actions
will be false (i.e., unnecessary). This study
concludes that this is indeed the explanation of why
reliability gains have not resulted in commensurate
lower support costs. The problem is not primarily a
reliability problem; instead it is one of false
alarms and can be identified wit' design of built-in-
test. Because of false alarms, . issions can be
aborted, systems can be grounded, .nd units can be
removed unnecessarily. The consequences of the false
alarm problem are thus indistinguishable from the
consequences of a serious reliability deficiency.
Clearly, both problems must be treated with the same
level of respect. As long as systems continue to
reflect increasing complexity, it can be expected

that both problems will require continuing
attention.

g

P regreenaaggpaeer . - R e

2. In the past, BIT designers have concentrated on
detection/isolation tasks. In future generations of BIT,
designers must expand their viewpoint to include heavy
emphasis on interpretation of detected system anomalies.

L A el S et .

Current BIT designs are superb at detecting system
anomalies. The assumption is generally made that
such anomalies represent system failures and, by
definition, failures are functional manifestations
of faults. Our experience has been that the true
situation is much more complex than this and the
solution lies in a broader view of system
performance. In many ways, the performance of
complex systems is comparable to the performance

of the human being.* The interpretation task consists
of deciding when such system anomalies are truly
indicative of defects justifying maintenance action.
The task is extremely difficult (more so as systems
become more complex) because false symptoms can be
very convincing. 1In the human, attacks of
indigestion can almost perfectly mimic heart
attacks. In the machine, there can be periods when
the system has clearly died, only to be resurrected

Y et st e Cegeidly e . e dWPscmad

* A recent majazine article indicates many physicians estimate 1
that as many as half of their patients either need no medical
help or have temporary conditions for which they believe the
value of medical aid is extremely marginal. Here, too, there
is a large amount of unnecessary maintenance!
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b the simple act of setting the system. Too often
in the past the intevpretation task has been left

to the maintenance person. This is totally at odds
with the fundamental concept of smart machine/low-
s*'1led operator. The maintenance person has enough
trouble wre tling with the type failure that he can
detect b, ‘aightforward observation. 1In the
future, an, BIT that requires operator interpretation
must be considered as being not very "smart." In
fact, this is precisely the situation that generally
2xists today.

3. Adequate rescurces mus. be allocated to the task of
eliminating false ularms.

Current BIT designers are frequently faced with an
unreascunable all-cation of resources. Typically:
they must contend with severe constraints and
limitations, such as limited computer memory and
constraints on the amount of nardware that can be

. allocated to BIT. Solution to the false alarm

", problem requires that adequate resources be made

) ' available to the designers. BIT performance must

i he accorded the same attention as, say, power output
and radar detection range.

2k T
L4

TR

-~

4. The design of future generations of BIT must be optimized
to meet real world conditions, including consideration of:

o=

0

Real world system performance.

Real world environmental factors.

Real world operations environment and needs.

Real world skill levels of maintenance personnel.
Real world support constraints and limitations.

T
00000

,f Both the customer and contractor must recognize that
" it is virtually impossible to anticipate all real
world factors early in the development of any system.

Early in the program, specification descriptions

of system performance represent absolutely the best
source of information and BIT must be tailored to

be compatile with such performance. On the other
hand, when the systems enter field trials and flight
testing, inevitably it will be found that the system
does not perform precisely as expected and system/BIT
incompatibilites will be disccvered (for exampie,
test tolerances will need adjustment). BIT must

be adjusted to match real world performence. This
process is usually repeated when the system moves
out to the field and is Aec’ared operAational. New
factors will be discovered which will mandate
additional BIT changes. (The painful consequence
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of not doing so is unnecessary and expensive
maintenance, i.e., the current field problem.)

S | 5. BIT must be designed with a great deal of flexibility,
] encompassing: _ i
o Ease of incorjorating BIT software changes without :

o affecting tactical software.
Ease of changing test limits. (Ideally, several

;.
4 o
E : selectable limits should be built into the system,
P beforehand.)
: o Ease of operator control. (Perhaps the operator ]
should be able to change the makeup of different ‘
F test sequences.)
l

Design of BIT must be recognized as an evolutionary
A process, never ending as long as changes are
; permitted in the prime equipment.

6. BIT and I-level test equipment designs must be compatible:
they are both parts of a single test system.

generated a false alarm depends upon whether or not a
failure is found at I-level. 1If I-level test
mechanizations are »ut together independently of BIT test
mechanizatiuvns, the opportunities for I-level test results
to imply the presence of BIT false alarms are maximized.
For example, if a unit with a BIT-detected fault checks
No Fault at I-level, the BIT failure indication--although
correct~-will be categorized as a false alarm. If the I- }

; level mechanizations mirror the BIT mechanizations, the

i problem is minimized. This is, of course, the underlying
philosophy of the concept of federated BIT. Having the test

: circuit built into the unit permits the unit to be tested at

i I-level in precisely the same manncr as at O-level, with

; preciscly the same test stimuli and precisely the same

assessment standards.

P
" F In a practical sense, judgment whether or not BIT has
E

e oy

e e = -

Generalizing the preceding discussion, it should be
recognized that I-level can either call bad equipment good ,
or good equipment bad (in addition to correctly ‘
‘ categorizing thz ¢ yuipment). If O~level and I-level were
i congruent, I-lev2l coula correctly filter out BIT CAT I

1 and CAT II false alarms. If the two type tests are not |
congruent there wi.l be a higher incidence at I-level of j
calling bad equipnent good and good equipment bad. F

TR ey ez

e

F ‘ There are many aspects to the problem. For example, there
is the dilemma of "hidden defects," i.e., faults which

3 only exhibit themselves under operational conditions and
g are therefore invisible in shop environments (assuming ﬁ
no stress testing). A unit with such a defect may cycle ]
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back and forth between O- and I-levels, swelling the total
number of maintenance actions to many times what it should
be. One solution to the "hidden defect" problem is to
perform limited stress testing at I-level. (In a 6 month
experiment at Holloman Air Field, Hughes supplied a three-
axis, quasi-random vibrator mounted inside a portable
thermal chamber to be used as diagnostic tool. Although
very limited testing was actually performed, in the case
of a central computer, failures were detected/isolated

in 3 different units--out of 7--which checked no fault when
tested in the normal manner.)

Another approach to the problem of hidden defects is simply
to return suspect units to the contractor for detailed
troubleshooting. 1In system 1, over a 3 year period, 200
such problem units were returned to the contractor site.
Although it sometimes took extraordinary effort, in
practically every case a hidden defect was eventually
detected.

6.2 SYSTEM DESIGN GUIDELINES

As used here, the term "design guidelines" pertains
to design characteristics which an end-item of electronic
equipment must have if the kinds of BIT false alarm problems
currently extant are to be avoided. These design guidelines
should be identified to the contractor/designer of the
equipment as functional features which must be present in order
for the end-item to meet its specifications.

Until now, requirements for BIT have been stated
quantitatively in such terms as "testing thoroughness",
fraction of detected faults which must be isolated to the
correct faulty unit or module, and allowable rate at which
BIT indications can be false alarms. This approach to stating
BIT requirements has not worked in the sense that it has not
led to desired improvements in maintenance effectiveness.
There are two principal reasons why these quantitative
approaches to the establishment of BIT requirements haven't
been effective:

1. Compliance with the requirements is
difficult to verify.

2. The "testing thoroughness” requirement may in
some instances have been counterproductive in
that a stringent requirement can lead to
unnecessary proliferation of tests and, hence,
to an unnecessarily high rate of BIT false
alarms,

The BIT design guidelines which follow are a direct
outgrowth of the findings from this investigation and findings
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of earlier Hughes investigations into the problems of BIT
design (e.g., see Appendix A, "Analysis of Anomalous
Maintenance Incidents").

l. PFederated BIT

There is a need to decentralize the tests of which

BIT is comprised so that a NO GO on a given test

directly localizes the implied fault to an element

gf the system normally replaced at organizational
evel,

BIT for an electronic system can be thought of as
consisting of "system-level" and "unit~level" tests. When
NO GO indications are present with current BIT designs, a
common basis for localizing faults to the unit which should
be replaced is to use logical relationships among the system-
level NO GOs. This approach is frequently ineffective,
particularly in instances in which BIT indications imply the
existence of multiple faults. Fault isolation logic which
does not apply to the conditions which exist at the time the
test is performed results in Category I BIT false alarms (fault
exists but is incorrectly isolated).

The cure for Category I BIT false alarms is to put
the BIT tests "in the box". Under these conditions, when a
NO GO is present, the location of the fault is unmistakakble.
The federated BIT concept is to ! uve BIT comprised

rimarily of "unit-level" tests (some "system-level" tests
S%lII neeéed to verify certain functions). Under these

conditions, most faults indicated to be present will be
correctly localized to the unit which is faulty.

2. Continuous Monitoring

There is a need to have BIT results based on an
integration of successive me surements of a signal
over some span of time instead of having the results
based on a one-shot check of the signal.

For electronic systems currently operational, BIT
usually requires an operator-initiated procedure. Typically,
the operator accomplishes the test by placing the system in
a test mode and allowing programmed checks to be made. Under
these conditions, each signal checked is usually looked at
only one time. When the BIT procedure includes the checking
of hundreds of different signals, a few of them may be "out-of-
bounds" due to chance phenomena present at the particular
instant the check is performed. This can result in a Category
IT false alarm (BIT indicates that a fault is present but the
equipment is operative and does not require maintenance).
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By having BIT outputs based on results of continuous
monitoring, the requirement for the operator to place the
equipment in a test mode (and thus interrupt the accomplishment
of normal tactical functions) is eliminated. Actually, there
is no requirement to have the monitoring of a signal be
literally continuous; the only requirement is that the signal
; be sampled over a time span. One could use the term "continual
! monitoring" to describe the required capability, but the term
. “continuous monitoring" (CM) is already part of the technical
N jargon and is not likely to be supplanted.

1
.é
3

] 3. BIT DATA RECORDING 5

Under the assumption that BIT is implemented by use
of continuous monitoring, there 1s a need for a
capability to record the successive results of this
monitoring for later evaluation.

The use of continuous monitoring by itself does not
lead directly to a cure for the difficulties faced by operators
and maintenance personnel in utilizing the results from current
operator~initiated BITs. The monitored data must be

: accumulated and summarized in some way if the problem of
e spurious BIT malfunction indications is to be solved.

e = i e <2
el SouedEW L e

The quantity of test result data from continuous
monitoring is potentially enormous. However, the amount of (
data which gets recorded can be kept to manageable size by: ‘

Y

a. Limiting the number of signals that are monitored. :
b. Limiting the maximum sampling rate.

c. Reducing the time span over which data are accumulated. !
d. !
e.

Restricting the type of data accumulated.

Use computational techniques not requiring storage of old | !

input data. (For example, mean values and standard ;
! deviations can be based on the results obtained at the -
o last sample time and the current input only.)

: 4. BIT DATA FILTERING

p There is a need to summarize and evaluate recorded
X BIT data so that the results can be used by equipment !
i operators (to decide how the equipment can best be

¢ used to accomplish mission functions) and maintenance

personnel (to decide what maintenance, 1f any, 18 ]

required).

b Recorded BIT data must be summarized and evaluated
in such a way that the results serve the needs of both
operators and maintenance personnel. How this is accompliched
g depends upon the specific characteristics of the BIT data which

is stored. Stored data may be in one »f the following forms: ]

, 7 .
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l. Raw values obtained each time a BIT-monitored
signal is sampled.

2. Number of times that a signal is sampled and
number of times the signal fails to satisfy
required tolerances.

3. Data from which mean and standard deviation
values can be calculated for each sampled signal.

To meet the needs of a system operator, the stored
BIT data must be retrieved and summarized so as to provide
the operator with real-time information as to the status of
the equipment. If the equipment has a malfunction, the
operator must be told which equipment modes, if any, are still
operative. Equipment status information must be continually
updated for the operator frcm the start of a mission until
its completion.

To meet the needs of maintenance personnel, the
stored BIT data must be retrieved and summarized on the ground
after a given mission and, if desired, stored for subseguent
use. The process of BIT data filtering must answer the
following questions for the maintenance man:

1. Does the system require maintenance?

2. 1If so, which unit of the system is faulty?

SUMMARY REMARKS

The findings of this investigation suggest that there
should be a major shift in the way that BlT requirements are
stated for contractor/designer compliance: Instead of stating
these requirements entirely or primarily in quantitative terms
(e.g., probability of fault detection. probability of fault
isolation to the correct LRU), there is also a need to state the
requirements in terms of functional capabilities (e.g., continuous
monitoring, BIT data recording, BIT data filtering) known to be
needed to bring abou{ improvements in the operation and maintenance

of electronic systems.

The question arises: Is it feasible to design
electronic systems so that they are provided with the types
of functional capabilities which have been stated to be
required? All of the information available to us here at
Hughes suggests that the capabilities are achievable. It has
not been possible for us, under the auspices of this
investigation, to evaluate the relative cost and effectiveness
of different desian approaches which might be used to achieve
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g a federated BIT design, to do continuous monitoring, or to
] accomplish data storage and retrieval. We have, however,

' concluded that implementation of these capabilities must be
treated on a system-by-system basis.

s 6.3 PROCEDURAL GUIDELINES !

i Possibly the most significant procedural guideline

‘ is that development of BIT should be carried out in a very 1
similar manner to reliability programs. Such programs include ,
Test, Analyze and Fix (TAAF) tasks and have well defined ]
objectives. Achieved performance is continually assessed and 2

. compared to objectives. The same kind of dedication needs

i to be given to the development of BIT.

Another important procedure is institution of an
adequate data system for collecting BIT data and correlating
such data with maintenance data. Hughes has demonstrated the
feasibility of implementing such a system in a "MORPEP" study
(excerpts in Appendix D). Such a data system should be
considered mandatory in developing future systems.

6.4 OTHER CONSINERATIONS

! Additionali techniques for preventing or suppressing
false alarms due to momentary anomalies are discussed below.

(a) Environmental Sensor Input .

T T TN e LT s - - v

A very common type of false alarm occurs when the
real problem is some momentary environmental stress, for
example, momentary high temperatures. Some authors:feel that
this is the major source of false alarms and "that false alarm
prevention amounts to accurately distinguishing between
failures in a module and failures in its onvironment (i.e., |
fault isolation up to the module)."* A possible solution to ;
this type of problem is to provide an additional sensor so | ]
that the momentary stress can be detected. By correlating ’ \
the presence of this stress with a test failure, logic can :
be used to avoid incorrectly isolating the problem to the 1

equipment. 1

THLT RTF mwmm s TyTna
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Electronic hardware that is sensitive to excessive i
temperature or excessive aircraft motion can fail 3IT if these
excesses are present during test. One of the avionics systems {
analyzed had a light in the cockpit that indicated excessive
coolant temperature. This condition could be asssociated with

¢
§
i

¥TA Preliminary 3tudy of Built-In-Test for the Mili .ary
Computer Family (MCF)," report number CORADCOM-76-0100~F, by
J. Clary, A. Jai, S. Weikel, R. Saeks and D. Siewiorek, and

dated March 1979,
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a BIT display of certain faulty units. The output of the
temperature sensor should be made available to the central
computer so that displayed and/or stored test results would
indicate an anomalous environmental condition at the time of
test. Similarly, rate and attitude sensor data should be used
to modify BIT results affected by these influences. The
environmental sensors should also include a humidity or

, moisture sensor if applicable. (One of the airborne systems

? analyzed exhibited intermittent computer anomalies because
S of wet computer boxes.) Ideally, sensor level and tolerances
3 should be programmable or adjusitable so appropriate values

P can be inserted after field evaluation.

g (b) Test Tolerances

The subject of setting test limits and adjusting test
tolerances is a crucial one. Suffice it to say here that limits
and tolerances must be matched to real world performance.

This process should be extended into flight testing and early
field tests. This entails measurement of all critical signals
via instrumentation and requires careful analysis of the data.
. The statistical approach is essential, i.e., such statistical
F parameters as means and standard deviations need to be

T e

=

computed. Computer processing is necessary because of the
large mass of data involved. After the instrumentation package
is removed and after the systems have been moved into a true
operational envircnment, continued vigilance must be exerted.
This subject is discussed further in Appendix B,
"Considerations in Setting Electronic System Testing

]
i
!
Tolerances." \ }
i
|
|

e e D T —

L

P (c) Power Transient Monitoring

Electronic systems using a central computer generally
have a transient monitoring function +o protect the computer
operaticn during a power transient con ‘tion. If the t{ransient
is a primary power transient, it can al affect other units
of the system. 1If the computer detects o« transient during a
BIT test, and the test fails, the test should be repeated
or the fail display inhibited. For equipments that don't ;
operate through a central computer or operate from other power
forms, additional transient detectors can be incorporated in

the tested hardware.

e e
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x (d) Motion Sensor By-passg

i et T,

i Electronic systems having rate and attitude seasors

8 should have provisions for providing a fixed output during

) ‘ BIT to prevent motion inputs from biagsing system test results,
) or the rates could be provided to the central computer to

4 enable automatic test limit compensation,
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(e) Faulty Wire Tast

In a system with multiple units, usually only one
point is monitored at each unit, the output. If both input

and output signals are monitored, faulty interconnections can

be detected. This usually has not been done in the past
because adding a wire to check a wire was not cost effective.

With integrated circuits, test signals can be multiplexed back

to the central computer with no additional interconnecting
copper In the case of digital commands to a unit, a simple
"or" gate can monitor test input status as the computer sets
the commands high one at a time.

(£y Airborne vs Ground or Operator vs Maintenance

Since the airborne environment is more severe than

the ground environment, tests can fail airborne and the failure
be not repeatable on the ground. By monitoring the weight-on-

wheels indication, the test software could use one set of
tolerances for ground test and a wider set for airborne test.
Another approach would be to have louse tolerances for the
system operator who is interested in mission essential
performance only and a tighter tolerance set of tests for
maintenance use.

(3) Multiple Run Entry

This is a test mode that automatically repeats a
selected test for a given number of cycles or until the
operator terminates the test. This mode does not directly
prevent false alarms but does aid in confirming intermittent
failures, thus separating them from false alarms. This mode
is recommended for high speed electronic devices but not
necessarily for low speed mechanical devices.

(h) Failure Recording and Weighting

This type of failure filtering may be applied over
a period of a few seconds to a few weeks. For instance, if

a failure is sensed, the test control program could repeat the

test before displaying the test results, thus filtering out
short term tranzient effects. 1In the case of continuous
monitoring BIT, a delay should be invoked before displaying
the fault, and {f the fault clears, the operator is not
alerted. There are in most systems some critical functions
for which a short term intermittent failure could have a
catastrophic effect on the mission, such as a momentary
computer hangup during a missile launch. Thus failures such
as an intermittent computer check sum failure should be

displayed at the time of failure and the consequences assessed

by the operator based on the mission profile.
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Another type ¢ f filtering can be applied if the system

. has some type of permsuent memory or recording device.

ﬁ One-time occurrences that were inhibited from display because

F of their momentary nature would still be recorded and either
the on-board computer or a ground based comptter (if the data

are recoverable) used to make a determination between false

alarms or incipient hardware failures by observing the long

term failure patterns.

- The primary reason for collecting empirical data is
) to distinguish between actuzl and expected performance.

(i) Prioritizing and Structuring BIT Tests

BIT false alarms can be reduced by carefully
structuring BIT tests into different groups of tests, with the
top level consisting of the fewest number of different tests:

_ but with these tests encompassing overall system functions.

4 Carried to its logical extreme, the top test might include

: no BIT tests, per se. For example, one experienced operator
reported that when he was stationed in Japan, the standard
procedure was to attempt a radar lock onto Mt. Fuji immediately
after takeoff. Operators became highly skilled at assessing
system performance via this procedure. 1If the system were

18 functioning properly, all BIT tests were dispensed with. One

: advantage of this approach is that the system is being checked

8 : in a closed-loop configuration. But operators were possibly

E coerced into using this type of makeship testing by the

presence of BIT false alarms.

The second tier of testing, generally known as
confidence testing, should provide the kind of information
; needed to enhance the probability of mission success. Such-
: information permits the operator to make decisions pertinent
t to mode selection, weapon selection, frequency channel
selection, etc. BIT tests should focus on mission-relevant
characteristics., 1Indications of faults which have negligible
re impact on mission success should be considered false alarms.
Such indications should be recorded for subsequent assessment

by maintenance personnel but should not be displayed to the
operator during the mission,

-

s TRE L T

The third and subsequent tiers of testing should be
designed to optimize the prccess of returning systems to a
full-up state of readiness. They should include:

o System or "end-to-end" functional testing.

A

s

1 o Supporting fault isolate tests, to be run if a
g . functional failure has been encountered.

¢ Where a given function is spread over a number of different
] boxes, a "federated BIT" concept (each unit with its own
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built-in-test) accomplishes isolation of a fault to the proper
box. BIT can be expanded to include isolation to a shop
replaceable assembly (SRA), in which case some I-level tests
can possibly be dispensed with. The testing problem is greatly
simplified when all circuits associated with a single tactical
function are packaged in the same box.

The above philosophy is based on the observation that,
with current systems, frequently fault isolation tests will ;
fail when the system is working perfectly according to (1)
the operator and (2) the system-level BIT confidence test.

Although there is no question that the fault iszolation test

results are valid-- for example, test limits are bering exceeded .
(marginally)~-there is also no question that such results are :
false alarms, in an operational sense. 1In general, it is
recommended that results of detailed tests should be ignored
in the absence of operator squawks and if the BIT confidence
test passes. Additionally, it is recommended that when a
system failure is encountered, only those specific fault
isolation tests that are related to the system failure should
be performed.

-l vty ..

{j) Maintenance Structuring

» In view of the complexity of new systems, it must

be concluded that the false alarm problem is a phenomenon that
) can be reduced but not eliminated. Therefore, it is essential
1 that this subject be considered in training maintenance
personnel. As part of this training, maintenance personnel
must be encouraged to make careful observations of any peculiar
3 anomalous system performance that they encounter, especially
when there appears to be a pattern of such performance. Such
experience needs to be carefully documented and analyzed by
engineering personnel. Conclusions must be given widespread
distribution to all field people and engineering corrective
action must be expedited. In short, there must be a systematic
approach to solwving the false alarm problem.

i R et it . stk
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The false alarm problem is a highly complex one ‘
involving many factors. There is no one answer. The only v
satisfactory approach is te work off each factor as it is
identified. Maintenance personnel can play & key role in
i this identification process. Face-to-face contact and |
communication between engineering and maintenance personnel i
need to be encouraged. r

|
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7. CONCLUSIONS i !

BIT false alarms should be considered a top i
contributor to the problem of excessive support costs for
fielded military electronic systems. The attack on the BIT :
i false alarm problem must therefore be continuous and )
! unrelenting. How this attack is to be implemented depends !
upon one's point of view. The conclusion of this study is i
that current BIT designs have not been optimally matched to f
L system performance, especially under field conditions. This
g should not be viewed as a reflection on BIT designs, per se.

' In effect, BIT designers have been directed by specification

to detect system anomalies with high precision and this is

precisely what BIT systems do (generally, "BIT does not lie"). !
3 The tacit assumption is made that such anomalies can be equated

g to the need for maintenance. This is a mistake. Many system

{ anomalies do not indicate failure events requiring maintenance

i ' action. Thus, many BIT-indicated anomalies are maintenance

’ false alarms. Although this study has taken the first step

3 in generating guidelines for resolving this "failure without

' a fault" paradox, there is a need for more research. Clearly,

: there is a lack of understanding and aprreciation of (1) the

l e, severity of the stresses encountered under operaticnal
5 .

|

|

L
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conditions, and of (2) many of the subtleti=s of how complex
systems perform, whether in stressful or benign environments.
Evidence for the second point is the fact that many anomaly
mysteries are encountered in a laboratory envircnment and when
airborne systems are tested on the ground, as well as in
flight. '

ot " Pkl i olartinlen &

We conclude that the first step in solving the BIT .

false alarm problem is a better understanding of how the prime

equipment operates, initially under laboratory conditions and

; eventually under field conditions. Every instance of anomalous

performance must be treated with the same respect that is now

accnrded hardware failures. It is well understood by all |

design engineers that reliability must be "designed into"

systems and the only way to achieve this goal is (1) to

understand the root cause of each and every failure event and !

(2) to take corrective action to avoid recurrence. Precisely

this same attitude must be adopted in the area of false !

alarms. Every incident of anomalous performance not related !

to "reliability failures" must be analyzed and root causes

established. In some cases, a des*gn action should be taken.

For example, if the root cause .s 4 power transient, a design

fix might be either a better power supply or improved filtering

in the receiving unit. 1If the anomalous characteristic is ]
i

B et =t il A M

deemed to be unavoidable and inh :ent to the design, BIT must
‘ . be properly matched to this characteristic, i.e., BIT must
: be designed to identify and accept "normal" anomalies without
2 generating a failure indication (false alarm). Unless such
. system behavior is well understocod by both prime equipment and
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BIT designers, it cannot be said that the designers know how
the system works and without this knowledge it is inconceivable
that a BIT system can be designed without having a false alarm

problem.

Thus, the first step in solving the BIT false alarm
problem is assumed to be a better understanding of why fault~-
free svstems intermittently perform in an anomalous manner.,
It Is assumed that such research will lead to improved designs
but it is doubtful if the anomaly characteristic can ever
be totally eliminzted. The second step in solving the BIT
false alarm problem lies in the area of designing BIT to cope
with the residual false alarm problem. It should no longer
be a goal simply to detect system anomalous performance. The
next generation of BIT must have the "smarts" built into the
design to distinguish between anomalies which are manifesta-
tions of faults and anomalies which must be tolerated as
characteristic of fault-free equipment. It must be considered
totdlly unacceptable to burden the maintenance person with
this interpretation task.

Although detailed analysis of intermittent faults was
expllcitly excluded from consideration in this study, no
discvssion of false alarms would be complete without mention of
this topic. There is extraordinary similarity between the
symptoms of false alarms and those of intermittent faults,

Both are inherently intermittent in nature and both are
extremely difficult to isolate. Because of these similarities,
intermittent faults are frequently written off as false alarms
and false alarms are frequently mlslnterpreted as evidence of
hidden faults. A prime requirement is that solutions to the
fals=2 alarm problem not be allowed to mask the problem of
detecting and isolating intermittent faults.

From a management point of view, the key to solving
the BIT false alarm problem is a better BIT specification.
Past specifications have dealt with the subject on a very
theoretical basis, and have totally ignored the problem of
intermittent faults. Future specifications must address the
real world, including both false alarms and intermittent
faults. Unfortunately, there are many aspects to the real
world that simply can't be anticipated during the R&D phase
of system development., It is suggested that future
specifications put less emphasis on specific numerics and more
emphasis on demanding the inclusion of techniques for making
BIT systems less susceptible to false alarms. Typically,
current numerics (e.g., one percent false alarm rates) are
80 totally unrealistic as to be meaningless (but "provable"
if an appropriate definition of false alarm is adopted). One
possible solution is te transfer the problem to a separate
handbook, which would include design guidelines for guarding
against false alarms. The specification could then reference
this document, or appropriate parts of the document. Many
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excellent studies have been made in defining BIT figures-of-
merit, but generally these have addressed the problem on a j
theoretical basis. The handbook could supplement these studies
P with considerations based on real world experience. The
’ specification would tell designers what characteristics are to

be present and how compliance with the specification is.to be ]
verified. The handbook would provide practical ways for
implementing the desired characteristics.

, The preceding discussion can be summarized in the
v following manner: ‘

Q (a) The first step in solving the BIT false alarm problem
. is a better undersianding of how the prime equipment
works.,

(b) Because of the complexity of current and future systems,
and because of the complexity of the operational
environment, and especially because of the complexi‘.y
of failure modes, it is too idealistic to expect a full
understanding of how the equipment works under all of
the conditions it will ever encounter in its life cycle.
System anomalies will always exist and so the Category
II false alarm problem will continue.

e A sl TR, 3 MmO

(c) To cope with the problem of imperfect understanding, it
is necessary to design into each electronic system those :
"tools" needed by both engineering and maintenance i
personnel in evaluating system performance:

o Continuous monitoring.
o BIT data recording.
o BIT data filtering.

for making maintenance decisions and establishing
maintenance policies in coping with day-to-day anomalies
which the engineers either don't yet know about, don't
vet understand, or don't yet have a satisfactory way of

(d) For maintenance personnel, these tools provide a basis }
handling in BIT design. f

(e) For engireering purposes, these tools yield information
not otherwise available as to how the system performs
under the various conditions encountered in its operation.
Lack of these tools results in some problems remaining
in systems literally for years. 1

o n e

.k .
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8. RECOMMENDATIONS

It is recommended that investigation of BIT false
alarms be continued and expanded to include the problem of
intermittent faults. There is little doubt that these twin
problems are the root cause of the enormous cost of maintaining ’
systems in the field. These problems have never been resolved 3
because there has never been a systematic, industry-wide attack
on them. The payoff for such effort is incalculable, in terms
of improved system readiness as well as reduced support costs. |

TR e 2

s

It is recommended that research be carried out in
the following areas:

(1) Continuing research on existing systems for the pur pose ! g
of further understanding root causes of both false alarms ,
g and intermittent faults (with the research to encompass a
both category I and category II false alarms). ;
| (2) Development of design guidelines for coping with the two ﬁ
‘ problems, to include both BIT design and the design of ;
i } I-level test equipment and encompassing the optimal way :
Pk to use BIT results in the I-~level shop.

(3) Development of the technology required for implementing é
the required functions, includirg continuous monitoring, )
BIT data recording and BIT data filtering.

(4) Research into all aspects of the BIT data problem,
including definition of the types of data that BIT should
generate (for both real-time assessment of system
condition and for shop assessment), optimal ways to ,
transmit this data (for maintenance crews and for shop , i

; personnel) and optimal ways to insert pertinent data into
b maintenance data systems (with minimal paper work). i

(5) Research into optimal data analysis technigques, with heavy -
emphasis on utilization of computerized BIT data f
processing. i

(6) Research into management techniques for alleyiating
BIT-rclated field support problems, emphasizing
mai.:_.enance policies and procedures. i

| S

(7) Research into creative and effective ways to handl ' the
probhlem of specifying BIT.

(8) Research into the human factors considerations asiociated
with interpretation of BIT results by maintenance
personnel.
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APPENDIX A

ANALYSIS OF ANOMALOUS
MAINTENANCE INCIDENTS
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APPENDIX A. ANALYSIS OF ANOMAL v3 . “W.T" +ICE INCIDENTS*

BIT false alarms will nat'. a..:7  .sult in atypical
or abnormal (anomalous) maintenancs . .- - ts, such as removals
of fault-free units. Therefore, ' y v.w sf anomalous
maintenance incidents can be expu ted o ,.ovide evidence
pertinent to the subject of BIT fulse alarms. One such study
was performed during 1976, as part of an IR&D (Independent
Research and Development) project entitled "Design to Support )
( ost Methodology." The purpose of analyzing anomalous ;
Lo maintenance incidents was to gain a better understanding of : f
¢ the maintenance phenomena which occur in military operational
\ environments. o

T T T e e

e

Data for the study was collected at Miramar Naval i
l Air Station (near San Diego) and pertained to the maintenance
; of the AWG-9 weapon control system used in the F-14 aircraft. {

Two Hughes engineers were assigned to Miramar for a period of
five months to collect the required data. Data collection
took place during the period April-August, 1976 and pertained
to two tactical Navy squadrons, VF-24 and VF-211, stationed

at Miramar ai: that time.

Tt statements which £ollow represent a brief summary
Pt of the study's findings:

1. Of the 103 downing AWG-9 faults worked on by organizational- ;
level maintenance personnel, 32 resulted in a decision _ '
that the reported fault could not be duplicated; 11
resulted in performing at-aircraft maintenance procedures .
which did ' >t include sending any Weapon Replaceable 1
Assemblies (WRAs) to the intermediate-level shop; and ,

60 resulted in a decision to send one or more WRAsS to [
the intermediate-level shop for maintenance.

2. A total of 77 WRAs were sent to the shop in all; of
. these, 58 WRAs (75%) were found to bhe defective and 19
(25%) were found to be nondcfective.

3. During missions, the AWG-9 system is operated by a Naval

k Flight Officer (NFO). It was found that when the NFO uses
{ the BIT fault isolation sequences during the mission, there
is a significantly better chance that the WRAs later
removed by maintenance personnel will check out bad when
tested in the intermediate-level shop.

[N

The investigation, "Analysis of Anomalous Maintenance

. , Incidents" was conducted under the supervision of Dr.

* Richard W. Highland. The content of this appendix was

: extracted from the complete report published in the Hughes
proprietary document, Designers' Support Cost Prediction
Handbook .
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4. In inititating AWG-9 maintenance (i.e., in performing fault f
verification and isolation), organizational-level ' i
maintenance personnel seldom used the BIT fault isolation
sequences unless the NFO had previously used these
sequences cduring the mission. If there was no NFO use -
of the BIT fault isolation sequences during the mission,
maintenance personnel were found to use these sequences
only 10.5 percent of the time in performing fault
verification and isolation.

5. Use of BIT by the NFO is predominantly on the deck. For
example, use of the BIT confidence tes: sequences during

the in-flight portion of missions was found to occur on
fewer than 25 percent cof the missions.

B T T
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In-flight use of BIT by the NFO has a relationship to
whether or not maintenance personnel are able to duplicate
a reported fault on the ground. The probability of being

able tov duplicate a reported fault during maintenance is }
significantly higher when the NFO has used BIT during the '
in-fiight portion of a mission.

T yr———— T
[+2]
L]

7. For those maintenance cases terminated with the decision

3 that the reported symptom could not be duplicated,

l\ maintenance personnel always used BIT in their attempts
to duplicate the symptom. However, for cases in which
reported symptoms were duplicated, maintenance personnel
used BIT for fault verification and isolation only 65 8

percent of the time. l

e S P ke,
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: 8. Reasons for not using BIT during maintenance were
; approximately equally divided among:

a. The type of malfunction precluded running BIT.

b. It was feasible to confirm and isolate the fault by t
operating the AWG-9 system in non-BIT modes. b

: Maintenance personnel relied on prior experience rather
; than BIT in isolating the fault,.

9. No significant difference was found in the tendency of
WRAs to check out good in the intermediate-level shop
according to whether BIT was used in accomplishing
organizational-level fault isolation.

) 10. The mean number of different BIT sequences used by
maintenance men for fault verification and isolation in
cases where the reported fault was duplicated was 2.2;

for cases where the reported fault could not be duplicated,

the mean numoer of BIT sequences used was 4.7. The
difference between these two means is statistically
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] significant (i.e., the difference is greater than would be j
4 expected under the assumption that the two samples were L
3 drawn from the same population).

] 11. Althought the presence of a large number of BIT Decision ,
; Points (DPs) and BIT callouts of potentially-~faulty WRAs
; can be thought of as a possible source of confusion for

: maintenance men in their attempts to isolate faults, the
2 data offers no evidence that this is the case. There was
no significant difference between the mean number of BIT
DPs and BIT WRA callouts for cases where the WRA's sent
to the intermediate-level shop checked good as compared
with cases where the WRAs checked bad.

intermediate~level shop require some special type of
maintenance action to be performed (i.e., an action other
than removing and replacing a Shop Replaceable Assembly
or performing adjustments). Cleaning connector pins and
repairing shorted or broken wires are the most frequent
of these activities.

F' 12, About one-third of the WRAs found faulty in the

! 13. No evidence was found that shop maintenance personnel use

: shortcut approaches in checking out WRAs. Apparently

r\ the complete checkout procedure is used each time a WRA
is processed through the shop.

14, AWG-9 WRAs with high shop-check-OK rates tend to be less
' complex than the average *WG-9 unit, to have relatively
) long Mean Times Between Maintenance Actions, to have
' relatively short shop repair times and to have fewer Shop
Replaceable Assemblies which must be sent to a depot for
repair. Shop adjustment is required less frequently for
these than for other WRAs.

il ol B el AU ol i A N o A il ST Yl i

15. AWG-9 WRAs with low shop-check-OK rates tend to have
characteristics opposite of those cited above for high
shop-check-OK WRAs., These WRAs tend to be more complex
than average, to have short Mean Times Between Maintenance
Actions, to have lengthy shop repair times, to have a
relatively large proportion of Shop Replaceable Assemblies
which must be sent to a depot for repair, and frequently
require adjustment in the course of shop maintenance.

e e e i Y i, it d -
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_ 16. WRAs with low shop-check-OK rates tend to contain a large
’ number of individual adjustment controls. There is a

L correlation between the number of individual adjustment '
i controls that WRAs contain and the percentage of time

that the WPAs get adjusted in the course of being i
processed tinrough the intermediate-level shop. i
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17.

18.

19.

20.

21.

22.

23.

24.

Each WRA has an "expected" shop-check-0OK rate based on
its physical characteristics. Shop~check-OK rates which
are higher than expected tend to occur when the WRA is
not thoroughly tested by BIT or if it has inherent fault
isolation ambiguity with other WRAs in the same testing
loop. Shop-check-OK rates which are lower than expected
tend to occur if a WRA is thoroughly tested by BIT, if
the BIT approach for testing the WRA does not allow
inherent fault isolation ambiguity wi-h other WRAs to
occur, or if the WRA has special features which allow
faults to be isolated to it without use of BIT.

WRAs removed from AWG-9 systems which are judged to have
multiple problems (i.e., several distinct and presumably
independent AWG-9 fault symptoms) have lower shop-check-OK
rates than do AWG-9 systems which exhibit only single
problems.

When several fault symptoms are present in an AWG-9 system,
selective processes operate in determining which of these
symptoms get worked on b organizational-level maintenance
personnel after a given flight.

WRAs removed from AWG-9 systems under the condition that
the reported discrepancy was "BIT Only" or "Writeup Cnly"
have higher shop-check-OK rates than is the case where
the reported discrepancy is "Writeup Confirmed by BIT".

In instances where a reported AWG-9 discrepancy could not
be duplicated, there was no reported recurrence of the
symptom on the next flight by the same aircraft in 83
percent of the cases (i.e., recurrences were reported in
17 percent of the cases).

In instances where a reported AWG-9 discrepancy was
duplicated and worked on by organizational-level
maintenance personnel, there was no reported recurrence

of the symptom on the next flight by the same aircraft

in 86 percent of the cases (i.e., recurrences were reported
in 14 percent of the casesj.

In 14 instances where single WRAs checked good in the
intermediate-level shop, reported recurrences of the fault
on the next flight by the same aircraft (with a different
WRA of the same type instailed) were present in 21 percent
of the cases.

The factors which tend to depress the percentages of next
flights on which discrepancies are reported to recur,
include the following:

a. There may have been no valid discrepancy during the
flight on which the discrepancy was originally
reported.
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) b. Failure symptoms vary in their degree of observability
A by the NFO.

f c. There ave mission-to-mission variations in the

ﬁ observability of a given fault symptom.

: d. There are NFO-to-NFO differences in tendencies to

' report discrepancies, given that the discrepancies

' are observable.

;
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APPENDIX B

CONSIDERATIONS IN SETTING
ELECTRONIC SYSTEM

i P o i e cl

TEST TOLERANCES
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APPENDIX B. CONSIDERATIONS IN SETTING ELECTRONIC SYSTEM

TEST TOLERANCES

One factor which affects the rate at which BIT false
alarms occur is the way in which limits are established for
the tested signals. The purpose of this appendix is to cite
certain variables related to the occurrence of BIT false alarms
and to briefly describe how these variables operate to
influence observed false alarm rates.

The

following definitions are pertinent to a

discussion of this tepic:

1.

4.

L TS L REY PR AU T2 LR LI N TN A y Ui k- I
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Required Limits. For a given signal or
parameter, Required Limits define a ra.ge of
performance needed to satisfy formally-stated

objectives.

Decision Limits. For a given signal or
parameter, Decision Limits define a range of
performance treated as acceptable for testing
purposes. Values indicated to be inside the
Decisicn Limits are treated as GO and values
indicated to be outside the Decision Limits are
treated as NO GO.

Measurement Error., Measurement Error is that
characteristic of a testing device or measurement
procedure which causes signals to be evaluated .
at values which differ from the true values.

The standard deviation of the differences between
individual measured values and corresponding true
values can be used as an index of the extent of
measurement error.

Consumer's and Producer's Loss Probabilities.
These probabllities are mentioned here primarily
because the terms are sometimes used in
connection with formalized statements of testing
requirements. The Consumer's Loss Probability
(CLP) is the probability that a measurement
results in a GO indicati»n when, in fact, the
true value of the signal or parameter evaluated
is outside the Required Limits. The Producar's
Loss Probability (PLP) is the probability that a
measurement results in a NO GO indication when,
in fact, the true value of the signal or
parameter evaluated is inside the Required
Limits. 1In instances in which CLP and PLP take
on values greater than zero, it is because
measurement error is present or because Decision
Limits have been placed at some point other than

B-1
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i the Required Limits. The concepts of CLP and PLP
i are of limited explanatory value in the
understanding of Category II BIT false alarms.

5. Signal Distribution Statistics. These
statistics include the mean and standard
deviation of the tested signal as these
quantities manifest themselves under the
conditions in which BIT is performed.

P L AP

The establishment of BIT tolerances is somecimes an
iterative process. The usual starting peoint in setting the
Decision Limits for a particular BIT check is to set these
| limits to match the equipment specification. But are the
3 limits given in the equipment specification actually the
? Required Limits? The values given in a specification are often
‘ internally developed by the contractor/designer and may not
: represent required performance.

When a BIT check is provided with Decision Limits
which match the equipment specification and it is found that
the check is indicating frequent failures, the BIT designer is
faced with a problem. There are the following possible

| explanations of the frequent failures:

1. The tested parameter may actually be failing when
BIT is indicating it to be failing (i.e.,
failed parts may be causing the test failure).

2., The frequent failures may be attributable to
Measurement Error.

3. The specification from which the Decision Limits
were obtained may be in error. That is, the
equipment may perform satisfactorily even though
the specification values are not met.

4, Normal performance of the tested equipment mey
not match the requirements which the equipment
must be able to satisfy.

The BIT designer must somehow choose from among these
possibilities. If failed parts are causing the test to failil,
this will be rather quickly discovered and eliminated as a
cause of the BIT fails. Measurement Error is usually not a
problem since BIT is usually highly accurate in relation to the
tolerance limits in question. Having the specifica:ion values
to which the Decision Limits are matched be in error is a
definite possibility. The approach to discovering that khis is
the case is one of verifying that the equipment is operating
properly at the time the BIT NO GO is observed to occur.

e e v e

The fourth of the possibilities represents a serious
problem. But it is not a problem that BIT is going to solve.
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F That is, if the equipment does not meet its requirements,
f having BIT indicate NO GO each time this testing procedure is

' performed isn't going to correct the condition. The remedy is
that the equipment design or its functioning must somehow be
altered so that the requirements are satisfied. 1If this remedy
is not going to be applied and the equipment is going to become
operational anyway, it could make sense to change the BIT
Decision Limits to conform to the way the particular tested
signal is currently behaving. BIT should not tell the
maintenance man that something is wrong if the maintenance man
can do nothing to correct the condition.

Most Category II BIT false alarms are probably :
attributable to interaction between BIT Decision Limits and
actual behavior of the tested signal as reflected by Signal
Distribution Statistics. There are many possibilities as to
how this interaction takes place: The average signal value may
be higher or lower than expected. The distribution of signal
values may be skewed to the high side or to the low side. Or
the signal values may be more variable--or mcre variable under
, certain conditions--than was believed to be the case. Any
" incompatibility between the BIT Decision Limits and the Signal
Distribution Statistics may range from gross incompatibilities
to very subtle mismatches. BIT designers must be able to
vecognize such discrepancies and, having found them, decide :
what course of action can be taken. .
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APPENDIX C
MISSILE-ON-AIRCRAFT-TEST

(MOAT) FALSE ALARM STUDY

ekl B i Men iRl e vam lead b

i
. K
m :
m i
" :
_n
: B
» E
~ P
i =
i A
;
[
! v
e e




Y . . ) T T T ey mem e - ey

; APPENDIX C. MISSILE-ON-AIRCRAFT~TEST (MOAT) FALSE ALAKM STUDY

The most severe BIT false alarm problem that we know
cf existed in connection with testing the missile on board ‘
system 1, during the time period 1976-1977. The problem was ! '
particularly severe because of the relat.vely large size of the
missile (many hundreds of pounds). The BIT results had such
little credibility that when BIT faulted the missile, the
standard procedure was to download the missile (with great
difficulty, compared to a small avionic unit), and transfer the
missile to another aircraft station and then to retest it. 1If
the missile retested faulty, the results were still suspect.
Standard procedure was then to transfer the missile to another
aircraft and retest. 1If the same fail results were achieved,
the problem was assumed to be confirmed and the missile
declared to be faul:v. More often than not, the missile
checked OK during the final check, i.e., the preceding BIT
indications were false alarms.

i

sy

e e

o mm .

| Extensive review of field experience with MOAT was
: conducted to identify the problem areas. Major revisions were
; } recommended to improve MOAT, including increased test
oot thoroughness and fault isolation, more effective displays and
’ rediuc.:d sensitivity to failures caused by spurious influences
| such as r-f interference and aircraft maneuvers (when the test
was performed airborne). As a part of that program i
considerable attention was given to the problem of
intermittencies and non-repeatable test results. These efforts
are reflected in the design of MOAT as mechanized in the
: current software program. This program includes significant
' improvements specifically designed to reduce intermittent
failure indications, especially those due to external test
interference caused by aircraft motion and by signal corruption
due to vibration or electromagnetic interference. Adeptive
/ test limits for the autopilot analog report line are
'Y implemented. (The adaptive test limits compensate for metion.)
Another improvement is the computation of accelerations along
the missile pitch and yvaw axes for invalidating test results
when system design limits are exceeded. A third improvement is
the sampling of analog report lines and the implementation of
statistical computations to deal with the signal corruption i
problem. A statistical best linear fit is used to determine 1]
. the proper analog values while the variance of the samples is
| . used to determine when noisy analog values should be
3 discarded. A fourth improvement is the accumulation of valid
test results to deal with system degradation. Accumulation of
test results obtained by consecutively repeating MOAT permit
the indication of incipient as opposed to hard failures in the
test result displays. Incipient failures occur when a system
function begins to fail intermittently.

PR G

e mo e . gl i o it P

ir—at

g 8

T Londt D aimd sk e

0
i
—

0 mnanzys )

]“I

ek A e L R S e

AL W TS . .
NN LRNC s Lt .
T TR ALY DN S B




: Our investigation indicates that the MOAT false alarm

y fixes are working well, including the readiness tests and the

! adaptive threshold. There is some difficulty being experienced

i by operators in making use of the intermittent failure storage

f and display for multiple runs of the MOAT test. Many operators

. do not fully understand the concept. This perhaps indicates

3 the need for better training and education in the field of

: detecting/isolating intermittent faults.
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APPENDIX D. MAINTENANCE, OPERATION, RELIABILITY AND
' PERFORMANCE EVALUATION PROGRAM (MORPEP) STUDY

The MORPEP study* consisted of determining the
requirements of a data system for processing both BIT data and
maintenance data. To prove the feasibility of such a concept,
software programs were developed for processing a sample of
BIT and maintenance data and a computer system was used to
generate sample reports. The key feature of the system was
its ability to merge separate files of BIT and maintenance
data into a single computer printout. This unique capability
provides the analyst with the ability to compare BIT fault
indications with the success or failure of subsequent
maintenance actions. ' This process leads to isolation of
problem areas sc that corrective action can be taken.

To illustrate the concept, assume that a high rate )
of occurrence of some BIT decision point (DP)can be linked to a
high no-fault rate at I-level, i.e., units being cemoved per
the BIT DP usually check OK at I-level. It would be easy to
establish whether or not most of the removals are associated
with a particular unit (by serial number). If so, this unit
should be withdrawn from the inventory and given special
testing, since there is a high probability that the unit ‘
contai.s some peculiar or intermittent fault. This illustrates o
the point that great care must be utilized in categorizing
problems. Frequently, real, valid faults can masquerade as BIT ;!
false alarms. . ; i

Although the MORPEP concept has never been
implemented, it is considered mandatory for future programs
to give serious consideration to the need for implementing
data systems which can perform the type analysis descr ibed !
above. : i

1

The attached figures illustrate the MORPEP concept.

¥ Sponsored by the Naval Air Systems Command Technical
Representative at Hughes.
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APPENDIX E

SYSTEM 1 SUPPORTING DATA --
SEQUENCE 3 (RADAR CONFIDENCE TEST)

DP STATISTICS AND RANKINGS
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TABLE E-1. OCCURRENCE OF BIT DPs AMONG AIRCRAFT

NUMBER OF
DIFFERENT DPs

L NUMBER OF OCCURING ON THE PROPORTION OF :
{ DIFFERENT AIRCRAFT INDICATED NUMBER AIRCRAFT ;
) EXHIBITING DP OF A/C EXHIBITING DPs :

; 1 18 0.03

) 16 0.06

. 3 7 0.10

-‘ 4 16 0.13

: 5 19 0.16

o 6 14 0.19

j 7 12 0.23

' 8 9 0.26

9 7 0.29

10 7 0.32

11 7 0.35

12 12 0.39

13 4 0.42

14 3 0.45

15 4 0.48

16 1 0.52

17 4 0.55

18 3 0.58

19 3 0.61

) 20 6 0.65

21 2 0.68

22 0 0.71

23 1 0.74

24 3 0.77

25 2 0.81

26 0 0.84

27 1 0.87

28 1 0.90

‘ 29 0 0.94

- 30 0 0.97

31 1 1.00

J1 DIFFERENT A/C 183 DIFFERENT DPs

o

A DP (Decision Point) is a BTT indication that uniquely

identifies a particular BIT check which has been failed.
P The data in this table illustrate that certain DPs were
quite common among all the aircraft in the sample (e.g.,
one DP occurred on all 31 aircraft) while other DPs were
displayed on only a few aircraft. The occurrence of a DF
on many different aircraft suggests the hypothesis that
these instances represent CAT II false alarms since it seems
c unlikely that a particular type of hardware failure would
), have been so widespread.
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TABLE E-2.

Rank by SEQ 3 No. of
No. of DP Occur-
Occurrences rences
1 216 223
2 141 167
3 153 142
4 180 138
5 176 129
6 149 128
7 62 115
8 175 107
9 164 99
10 177 98
11 198 92
12 73 87
13 54 86
14 146 83
15 136 71
16 199 70
17 170 65
18 191 65
19 92 64
20 169 64
21 130 63
22 173 61
23 71 60
24 147 59
25 163 54
26 162 51
27 6 £0
28 3 48
29 132 47
30 85 44
31 151 44
32 210 44
33 5 41
34 142 41
35 122 39
36 126 39
37 69 38
38 82 34
39 179 34
40 63 33
41 178 32
42 220 31
43 116 30
E-2

No. of No. of
A/C A/C,
in §

31 100
23 74
24 78
28 90
10 32
27 87
13 42
24 78
25 81
19 6l
20 64
18 58
12 39
12 39
21 68

5 16
20 64
21 68
12 39
20 64
18 58
19 61l
20 64
20 64
20 64

7 23
18 58
25 81

7 23
15 49

9 29
24 78
19 61
13 42
17 55
14 45
17 55
11 36
14 45
14 45

4 13
12 39
15 19

DP LISTING, RANKED BY NUMBER OF OCCURRENCES

Rank

by
A/C
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] TABLE E-2 (CONT). DP LISTING, RANKED BY NUMBER OF OCCURRENCES i
f :
I Rank by SEQ 3 No. of No. of No. of Rank ‘
'{, No. of DP Occur- A/C A/C, by
; Occurrences rences in & A/C &
; 44 212 30 17 55 27
; 45 8 27 16 52 28 ,
! 26 78 27 8 26 - i
2 47 214 27 15 49 32
E 48 88 26 12 39 40 ;
?‘ 49 160 26 12 39 48 |
} 50 56 25 5 16 - 1
: 51 65 25 12 39 39
i 52 59 24 10 32 - {
v 53 60 23 7 23 - ;
¢ 54 70 23 10 32 - i
3 55 83 22 13 42 37 i
; 56 134 22 12 39 46 |
b 57 184 22 6 19 - |
! 58 93 21 12 39 a1 !
fo 59 96 21 6 19 - |
A .y 60 138 21 17 55 26 *
¢ 61 152 21 15 49 31 1
; 62 209 21 11 36 56 |
63 9 20 11 36 51 !
64 133 20 12 39 45 !
: 65 211 20 10 32 - ,
: 66 89 19 11 36 53 i
; 67 102 19 9 29 - i
1 68 76 18 3 26 - |
69 131 18 11 36 55 ,
70 183 18 10 32 - i
: 71 190 18 5 16 - ;
| 72 95 17 5 16 - ’
. 73 101 17 12 39 43 f 1
74 115 17 9 29 -
75 215 17 11 36 57 !
76 111 16 6 19 - i
77 123 16 12 39 44 !
78 124 16 6 19 - :
79 21 15 8 26 -~
; 80 103 15 6 19 - ,
# 81 105 15 11 36 54 ]
82 127 15 8 26 - ‘
83 128 15 6 19 - 3
n 84 158 15 7 23 -
85 86 14 9 29
86 90 14 7 23 -

E-3
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TABLE E-2 (CONT) .

DP LISTING, RANKED BY NUMBER OF OCCURRENCES

Rank by SEQ 3 No. of No. of No. of Rank

No. of DP Occur- A/C A/C, by

Occurrences rences in 8 A/C %
87 155 14 9 29 -
88 159 14 9 29 -
89 74 13 10 32 -
90 156 13 8 26 -
91 181 13 12 39 49
92 106 12 8 26
93 16l 12 5 16 - 4
94 165 12 8 26 - g
95 167 12 10 32 -
96 10 11 6 19 - {
97 77 11 8 26 - :
98 148 11 7 23 - "
99 168 11 5 16 - i
100 19 10 9 29 -
101 8l 10 5 16 i
102 171 10 6 19 - i
103 185 10 5 16 - !
104 13 9 8 =26 -
105 15 9 7 23 - 1
106 48 9 2 6 - :
107 75 9 4 13 - l
108 91 S 3 10 -
109 97 9 5 16 - !
110 186 9 5 16 -
111 4 8 4 13 - :
112 17 8 7 23 - {
113 18 8 7 23 - 1
114 22 8 6 19 - !
115 41 8 4 13 - j
116 66 8 6 19 - 1
117 139 8 4 13 - :
118 143 8 5 16 - i
119 7 7 6 19 3
120 14 7 7 23 -
121 20 7 6 19 - v
122 64 7 4 13 -
123 79 7 4 13 -
124 80 7 4 13 -
125 84 7 7 23 -
126 87 7 5 16 -
127 92 7 4 13 -
128 94 7 2 6 -
129 140 7 5 16 -
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TABLE E-2 (CONT). DP LISTING, RANKED BY NUMBER OF OCCURRENCES

-
r
? Rank by SEQ 3 No. of No. of No. of Rank
i No. of DP Occur~ a/C A/C, by
E Occurrences rences in & A/C %
P 130 197 7 7 23 - ,
i 131 213 7 5 16 - ‘ :
; 132 0 6 5 16 - :
; 133 16 6 6 19 - Dy
‘ 134 28 6 1 3 - i
L 135 26 6 2 6 - , 1
: 136 33 6 4 13 - C
! 137 61 6 3 10 - o
y 138 98 6 4 13 - o
; 139 110 6 3 10 - 0
' 140 112 6 4 13 -
g 141 113 6 5 16 - |
: 142 125 6 1 3 -
. 143 187 6 ' 19 -
; 144 193 6 2 6 - |
L} 145 11 5 3 10 - '
-t 146 25 5 2 6 - %
EL 147 51 5 4 13 - i
: 148 72 5 5 16 !
? 149 137 5 4 13 - :
3 150 154 5 5 16 - |
i 151 196 5 5 16 -
: 152 217 5 2 6 - \ 1
: 153 12 4 3 10 - ;
g 154 189 4 3 10 -
f 155 194 4 4 13 - :
1 156 195 4 4 13 - o
& 157 219 4 3 10 -
i 158 2 3 2 € - 1
= 159 30 3 2 6 -
; 160 1 2 2 6 - %
161 40 2 1 3 -
‘ 162 50 2 1 3 - ‘
3 163 55 2 2 6 - :
‘ 164 57 2 2 6 - :
165 58 2 2 6 - i
166 132 2 2 6 - ’
- . 1€7 150 2 1 3 -
4 16 174 2 2 6 - ‘
‘ 169 192 2 2 6 - ;
l 170 206 2 2 6 - i
\ 171 39 1 1 3 - ;
: 172 49 1 1 3 - |
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TABLE E-2 (CONT). DP LISTING, RANKED BY NUMBER OF OCCURRENCES

Rank by SEQ 3 No. of No. of No. of Rank
No. of DP Occur- aA/C A/C, by .
Occurrences rences . in & A/C % 3
173 52 1 1 3 F
174 100 1l 1l 3 -
| 175 104 1 1 3 - 1
o 176 109 1 1 3 - i
. 177 118 1 1 3 -
g 178 121 1 1 3 -
3 179 129 1 1 3 - 1
; 180 135 1 1 3 - |
g 181 172 1 1 3 - ;
‘ 182 188 1 1 3 - 1
: 183 204 1 1 3 - ;
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MISSION
of
Rome Awr Development Center

RADC plans and executes neseanrch, developmewt, {28t and
delected acquisition programs in suppo/ct of Command, Control
Communications and Tnteltigence (C31) activities. Technical

and engineering suppont within aneas of technical competlence

<8 provided to ESD Program Offices (POs) and other ESD
elements. The principal. technical mission areas ane
communications, electromagnetic guidance and control, sur- ‘
velllance of ground and aenrospace obiects, intelliagence data
collection and handling, information system .technology,
Lonosphenic propagation, solid state sciences, microwave
physics and efectronic reliability, maintainability and
compatibility.
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