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ABSTRACT

Academic research on computer based instruction (CBI) has dealt

largely with CBI of knowledge systems, coherent bodies of essentially

propositional knowledge. Little research has been performed on

techniques for effective CBI of dynamic skills, those amalgams of

perceptual, motor, and decision-making skills that are required by many

real-time event-driven tasks. The demands of dynamic skill training on

student processing resources are different from those of knowledge

system teaching. These differences suggest that the techniques found

to be effective in conventional CBI may not be applicable to dynamic

skill training CBI. Two classes of research issues to be explored are

techniques for presentation of simulation practice and methods for

providing effective instructional feedback.

A microcomputer-based experimental simulation training system for

research on dynamic skill training is described. Experimental subjects

are taught to perform a simulation task based on the job of an air

intercept controller. The training program permits controlled

differences in instructional treatment for different groups of

students, in order to explore empirical issues in dynamic skill

training.
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INTRODUCTION

We intend to draw a distinction between the teaching of knowledge

systems and the training of dynaic skills. By *knowledge systems" we

mean to refer to sets of related facts that are commonly taught as a

body of coherent subject matter. Examples of knowledge systems include

the history of England under the Plantagenate kings, the geological

features of Western North America, and the multiplication tables. By

'dynamic skills" we mean sets of intellectual processes responsible for

selective perceptions in a real time driven context and for the

selection and perfomance of appropriate responses in that context.

Examples include vehicular control skills, such as driving a car or

piloting an aircraft, and the observational and decision-making skills

of an air traffic controller. The teaching of knowledge systems is

characteristic of pedagogy in schools, while dynamic skills training is

typical of many instances of on the job training. Probably as a result

of this distribution of these two types of learning, there has been

more research on the teaching of knowledge systems in academic research

in education. It cannot be assumed, however, that the findings of this

academic research will apply to dynamic skills training.p

The distinction is important because it cannot be assumed that

those techniques which have been found to be effective for teachning

knowledge systems will also be effective for teaching dynamic skills.

Dynamic skill training typically involves intense student involvement

in the practice of the skill. Under these conditions it cannot be

assumed that students have the same attentional resources available to

process instructional messages. Dynamic skill training typically

'I 4- ...........
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involves practice sessions in which students must learn how to allocate

resources to the tasks of global and local planning. Unlike typical

knowledge system training, dynamic skill training imposes inflexible,

strict time limitations on student responses to events. Cognitive

processing differences in the nature of the learning processes suggest

that effective teaching of dynamic skills requires different methods

than effective teaching of knowledge systems. The research program

described here is designed, in part, to test this hypothesis.

Research on computer-based instruction and training (CBIT) has

emphasized techniques and principles for teaching knowledge systems.

There are a number of reasons for this emphasis. Host CBIT course

implementations were developed to convey knowledge systems, and these

existing courses have provided convenient test beds for research. In

addition, many researchers are inclined by both training and experience

to focus on the transmittal of knowledge systems such as those taught

in academic school and university courses. Knowledge systems are not,

however, the only class of subject matter for CBIT. A number of

computer-based training systems are in use whose function is not to

teach a knowledge system, but rather to convey a dynamic skill to the

students. In particular, a significant financial committment has been

made to dynamic skill training in the field of airplane and helicopter

simulators for use in training pilots. These simulators can be

expected to be made more effective as a result of basic research on

dynamic skill training in CBIT. Yet the training of dynamic skills

has thus far received little attention in the academic community.

For the most part, the CBI research community has dealt only with

the teaching of knowledge systems. Whole books have been written on

. . . . . . .. . . . - V A'
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CAI/CBI (Burson, 1976; Taylor, 1980; and O'Neil, 1981, for example)

without even mentioning dynamic skill training in CBIT (although others

such as Hickey, 1975, have dealt with the topic of simulation

training). There is clearly a need for basic research in this

important training area. There is scope for considerable development

in training systems to teach dynamic skills. Vehicular control skills,

certain production control systems in industry, and many military jobs

# (such as ground controlled landing controllers and air intercept

controllers) require combinations of perceptual, motor, and decision

making skills. These training opportunities can be productively

9 addressed by computer based training systems, but there is reason to

believe that the challenge cannot be met only with the pedagogical

techniques and theories developed on the basis of research on CBI for

knowledge systems. The attentional demands of dynamic skill simulation

training, for example, may make conventional approaches to

instructional feedback to student actions ineffective.

The research community now has an opportunity to conduct a new

course of research on CBIT of dynamic skills. There are several

reasons to expect this. Dynamic skill training typically implies fast

real-time processing, often of analog inputs from the student/trainee.

Conventional CAI implementations on large time-sharing computers, tied

to remote terminals limited to a 300 to 1200 baud data rate over

telephone lines, are not conducive to the development of courses on

real-time dynamic skills. Many such dynamic tasks may require

processor dedication to ensure prompt handling of interrupt conditions

and other real-time aspects of the task. Recent advances in hardware

and systems software will now make such training systems more

v'tg
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economical. On the hardware side, inexpensive microcomputer systems

make single-user CBIT systems financially feasible. On the software

side, the development of a number of microcomputer operating systems

that support faster executing and more structured high level languages

than were formerly available make dynamic simulation programming on

these systems both feasible and maintainable.

Increased feasiblity of research on dynamic skill training is not

the only reason to expect increased efforts in this area. There is a

growing demand for practical CBIT systems in this area for training

skills, such as vehicular or other machine system control, that require

the fusion of perceptual, motor, and decision-making skills. In

particular, the military services require superior training methods to

accomplish these tasks, given the decreased level of education and

training of entry-level personnel in the all-volunteer military.

There is an extensive history of simulation training (or, at

least, computer-based simulation drill and practice) in the area of

flight training. The development of these simulation drill systems,

frequently at very great expense in relation to the projected costs of

the new generation of dynamic skill training systems, was motivated by

compelling considerations of safety and economy. As the complexity of

other vehicular systems (such as military tanks) increases, and as the

cost of fuel for such systems continues to climb, it can be expected

that there will be an increased demand for other vehicular skill

simulators. Maximum effectiveness will be obtained from these training

systems if they are not used merely as imitation environments, but also

provide other instructional features. For example, a simulator that

can provide tutorial interactions in addition to imitating the skill

-
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environment should be able to reduce training time and increase its

effectiveness by drawing the student's attention to individual aspects

of the simulation or his responses to it.

In addition to vehicular control, other complex tasks call for the

development of economical and effective CBIT of dynamic skills. For

example, the Naval Training Equipment Center has contracted for the

development of experimental innovative CBIT systems to train

Ground-Controlled Landing Specialists and Air-Intercept Controllers.

These jobs require that the worker not exercise di e t vehicular

control, but rather assist the pilot. This is accomplished through

observations relevant to the successful control of aircraft and by

transmitting information and advice to the pilots of the aircraft.

These real-time driven tasks require the acquisition of dynamic

skills for successful performance. It is to be expected that many tasks

that call for dynamic man-machine interactions could also benefit from

operator training in a CBIT simulation system. The demand for such

systems can be expected to grow when CBIT of dynamic skills adds other

training techniques to drill and practice, and presents evidence that

it can make effective use of more advanced pedagogical techniques.

Our laboratory is currently engaged in a program of research on

the nature of dynamic skill acquisition and effective approaches to

dynamic skill training in CBIT. Under funding from the Office of Naval

Research<l>, a low-cost experimental data collection system for research

on such task training has been developed. Our project has four goals:

1. Find pedagogical nrincioles for CBIT of dynamic skills.

There is a substantial body of research on effective pedagogy for

conventional CBI of knowledge systems. It is likely that many of the

~' SS -. *
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findings of this research will also apply to instruction of dynamic

skills. It is also likely, however, that significant departures from

conventional approaches will be shown to be beneficial. For example,

it is likely that classic findings on the efficacy of immediate

feedback (knowledge of results) will not be upheld for highly demanding

real-time dynamic tasks, in which the intrusion of results information

would be expected to disrupt the training task.

2. Model cofnitive processes in dynamic skill exercise.

CBIT systems for dynamic skills instruction will provide an important

source of data for psychologists interested in modeling the cognitive

processes that underly dynamic tasks. A CBIT system based on a

dedicated processor can record a wealth of data about a student's or an

expert's actions during a simulated task. This facility can be used to

explore cognitive issues in dynamic skills, including the

representation of skill components, using data obtained from student

training with the experimental CBIT simulation system.

3. Study the acauisition of comDlex skills.

The acquisition and integration of the skill components found in

complex natural tasks probably cannot be studied economically except

through data acquired from a dynamic skill CBIT system. A study of the

acquisition of vehicular control skills, for example, could be

conducted in a much more controlled fashion through the use of a

simulator than through observation of a student in a real vehicle.

4. Study the conseauences of voice I/O in simulation trainina.

Modern dynamic simulation trainers will make increasing use of the

new technologies for speech understanding and production. These

features are likely to significantly modify the students' perceptions
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of the responsiveness and intelligence of the computer-based systems

with which they are interacting. For example, voice input to the

system may contribute to an unconscious expectation on the part of the

student that the system or some simulated component of the system will

behave in a very human manner. If a CBIT system includes a simulated

human fighter pilot with whom the student communicates by voice, then

the student may be more inclined to expect the "pilot" to understand

deviations from the presecribed voice responses than if communication

were restricted to keyboard console interactions. The pedagogical

consequences of such perceptions may be beneficial or detrimental, but

they will undoubtedly require careful study.

To work toward these goals, we glave developed an inexpensive

experimental data-collection system for research on computer-based

training of real-time-driven tasks. The system makes use of standard,

off-the-shelf microcomputer products. It employs the UCSD Pascal

operating system, which provides many times the execution speed of

interpreted BASIC and more readable and maintainable code than would

result from the use of BASIC, Assembly Language, or Forth. The system

includes more than 8000 lines of Pascal source code in experimental

simulation and training programs developed in our facility. These

programs were developed to permit the implementation of a range of

pedagogical strategies, so that experiments with different pedagogical

approaches can be performed. In addition, the programs have built-in

record-keeping functions to keep track of student interactions with the

simulation-training system.

____________
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TEACHING DYNAMIC SKILLS

An Example of a Dynamic Task

In order to facilitate understanding of the dynamic task training,

an example of a dynamic task is presented here. This is an artificial

task developed for use in our first series of experiments on dynamic

skill training in CBIT. The task is a moderately complex simulation

game, called Air Intercept Controller. It is based on the task of a

Navy Air Intercept Controller, and includes many of the features of the

real task.

The student plays the role of a ground-based Air Intercept

Controller. Figure 1 shows the student training environment. He or

she is seated in front of two display screens, with access to a

keyboard of special function keys and a joystick. The screen on the

right serves as a simulated radar display. Students observe the

appearance of points of light called blips on the screen which

represent aircraft in a defined airspace. Once every eight seconds, a

"radar sweep" is completed and the blips are repositioned on the

display. The second display screen and its special function keyboard

serve as a simulated tactical data system console. The student uses

this console, together with the associated joystick, to acquire

information about the speeds and headings of the aircraft represented

by the blips on the screens. The student presses special function keys

on the console keyboard to send directions to the student's fighter

aircraft. These directions include sending appropriate intercept and

attack headings so as to direct the fighter aircraft to correctly

approach the enemy aircraft. When the student judges that a fighter is
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within firing range of an enemy craft, he or she can direct that a

missle be fired at it. The student wins a game when his aircraft

survive and and all the enemy aircraft are shot down. The task

proceeds at a rapid pace. Even expert students are hard-pressed to

perform all the necessary actions in order to attack and defeat a

number of the enemy aircraft in the advanced problems.

The experimental training system, unlike many much more elaborate

and expensive simulator-trainers, such as those commonly used in flight

training, is designed to do more than to provide simulated practice. It

can also interact with the student on an instructional level. In

addition, a detailed record of the student's interactions with the

system, including a record of the errors made, is maintained. This

record can serve as a basis for gsQ* = tutorials and replays.

Although the experimental training system was developed as a

research tool, it is likely that inexpensive training systems such as

this will play a useful role in many training applications. A

microcomputer-based simulator might offer less superficial fidelity

than the real environment or than a more elaborate simulator, and yet

offer more effective training. A simulator system that includes

facilities for tutorial and other instructional interactions combined

with simulation may prove to be a more powerful instructional

environment than even the most realistic simulation system that lacks

an instructional component. Such training-simulators can be used to

teach conceptual aspects of real-time tasks, to develop subakills

called for by these tasks, or simply to teach essential safety

procedures before high fidelity training commences. A training system

incorporating this philosophy would make extensive use of low-fidelity

. -, -7. *w 4 --,
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simulation to accomplish particular training objectives, and then

polish the training with practice on real systems or on higher fidelity

(and therefore more expensive) simulator-trainers.

Issues in the Trainin, of Dynamic Skills

There are undoubtedly a large number of important issues to be

resolved about effective approaches to CBIT of dynamic skills. Our

research group is concentrating currently on two classes of training

issues: presentation strategies and knowledge-of-results strategies for

effective training. The dynamic nature of the training under

discussion implies a wealth of presentation options not found in

conventional computer based instruction. The relative merit of these

different approaches to presenting simulation training should be

explored. A specific major training issue to explore is to isolate the

most effective means for conveying to the student or trainee the

quality of his or her responses to the simulation. It is expected that

the findings of conventional CBIT for giving knowledge-of-results

during knowledge system teaching will not apply directly to dynamic

skill training. If they do not, then how can we give effective

performance feedback to the students?

Presentation Stratexies

The dynamic nature of the simulation training being considered

here means that there is a controllable rate at Thich events occur in

the simulation. Changes in the simulated environment can take place

more or less rapidly, or even halt, under program control, allowing the

student to process some aspect of an ordinarily dynamic process in a

T. 4
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static manner. The range of options dealing with changes in the pacing

of events we call event rjt manipulations. A second class of

presentation strategies are those which permit repetition of simulated

episodes or episode segments. These we refer to as reptition

manipulations. A third class of strategies are pil-task

mnanipulations.

Event rate manioulations

Event rate manipulations include stop action, slow motion, and

fast action episode segments. The effectiveness of each of these

techniques must be explored in a variety of simulation environments.

For example, if slow motion simulation has a beneficial training effect

in comparison with natural speed simulation in any context, one would

expect to observe the favorable result in simulated contexts of rapid

pacing that impose significant processing demands on the student. In

addition, it is to be expected that there will be an effect due to

locus of control (program or student initiation) of these options.

Whether students can employ these features to their benefit in training

is a matter for empirical determination.

Stop action. During interactive training episodes, students

sometimes feel that they just need a second or two to stop and think,

in order to assimilate something they have just encountered or to plan

a response. A training system that provides a student-controlled

"stop* feature, perhaps in the form of a menu choice or a special

'stop" key on the keyboard, would give students in dynamic simulation

training such an opportunity to exercise some control over the pace of
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events. Use of such an option would often mean that a student was

using a conscious decision-making approach to the task at hand rather

than simply reacting in an automatic manner to the information

displayed. Whether a problem-solving orientation to the tasks of a

dynamic skill is an effective method for acquiring that skill is an

empirical issue. It may be that students trained with this method will

perform less competently in the field because they become dependent on

the use of the slower-paced problem solving method encouraged by the

training system. On the other hand, it is possible that students would

use the stop action feature, and the problem-solving approach it

encourages, only as a stepping-stone to automatic competence. If this

is the case, the stop action feature may promote learning, particularly

among less practiced students. Experiments are called for to resolve

this issue.

Stop action may also prove an effective instructional device under

program control. During expository simulation, the task could be

halted to direct the student's attention to some feature of the

simulation. Instructional feedback may benefit from the use of stop

action. Because students' information processing loads are likely to

be quite high during the training of difficult tasks, the additional

processing load imposed by instructional feedback is likely to be

intellectually overwhelming in a continuous simulation. By

interrupting the simulation during a feedback presentation, some

student processing resources that were dedicated to tracking the

simulation should become available for attending to the instructional

feedback.

- L
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Slow motion and speeded motion. The participant in a real-time

event-driven task often senses that the action is beginning to get

ahead of his or her ability to keep up with it. Shortly thereafter,

the action is likely to outpace the student, and a catastrophic decline

in performance will result. This kind of time-driven student failure

may or may not have desirable pedagogical consequences. Such failures

may motivate students to automatize their processing so as to acheive

more responsiveness tn the task. On the other hand, these episodes may

be confusing and diilburaging for students. If time-driven failures

are not pedagogicall* productive, an optional, student-controlled

slow motion modr sight prove useful. In the case of the Air Intercept

Controller simulatlon described above, slow motion would mean that the

radar screen would update at longer intervals than normal, and the

blips on the screen would appear to move more slowly than in the normal

speed simulation. Use of optional slow motion would lead to several

logistic problems for the training. One would be to provide a means

for returning to normal presentation rate. If this is under student

control, we may find that students prefer to spend too much time in

slow motion mode and actually retard their acquisition of the skills.

However, if the simulation simply returns to normal rate after an

arbitrarily short period of time, the student may still be in an

overloaded state. The best long-term solution to this dilema lie in

the development of an intelligent student monitor routine that

estimates the student's overload state on the basis of the speed and

appropriateness of his responses to the simulation. This monitor would

then have control over the return to normal speed. In fact, such a

monitor could be used to put the simulation into a reduced speed mode
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when it perceived a need to reduce the student's processing load.

In addition to usa as a pacing device during practice of dynamic

skills on simulators, slow motion may prove to be an effective

instructional presentation tool. When a complicated new series of

actions is to be taught to a student, he or she could be required to

step through the sequence at slower than natural rates the first few

times.

Ideally, the rate of presentation of the simulation should be

continuously variable. If a sophisticated student monitor can evaluate

a studentts momentary processing load with some accuracy, then the

simulted rate of events could be slowed down or speeded up to match the

student's present ability to handle the incoming data. One problem

with this approach is that the student may actually be getting

misinformation about the task. If one of the things a student learns

in acquiring a dynamic skill is the natural pace of events, then an

inconsistent simulation pace may not give the student a realistic view

of the real world task. Only empirical study can reveal whether

dynamic task training benefits from slow motion or fast motion

presentations.

Repetition Manipulations

Action replays. In an action replay, a portion of a simulated

task is repeated in order to provide a student with repeated practice

on the elements of the skill required by that portion. One potential

application of action replays is as a method for instructional

feedback. When the system determines that performance on a portion of

a practice task was not acceptable, it can require of the student that

.

..... . .... ... . . ..... .
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that portion be repeated. This form of simulation instruction borrows

a simple looping technique from conventional computer based

instruction, in which students repeat a module until they meet some

performance criterion.

Another possible use of action replays is under student control.

Sometimes after completing a short sequence in a simulated event a

student feels that he or she then understands how the sequence should

have been done. If the student is required to continue with the next

portion of the task immediately, the insight may be lost, and, in any

case, there may be no immediate opportunity to apply it. If the

student has the option to replay the sequence, applying a new

understanding of what should be done, this extra practice could give

the student a chance to consolidate his or her understanding. At the

end of the replayed segment, the simulated action would continue as

though the student had made those responses on the original segment.

Such action replays would allow students to practice short

sequences of actions at times when they believe the practice will be

useful. There may be positive motiviational effects from such replays,

since they would allow students to avoid simulated catastrophes, if

they observe that such a consequence is about to occur as a result of

an error. Students could be expected to use the feature to drill on a

sequence representative of new skill demands until they believe they

have attained mastery. A possible negative consequence of the

availability of this option is that some students may overuse the

option, as a result of unrealistically high performance criteria. Too

much time could be spent in training of relatively simple procedures if

students have total control over pacing through unlimited use of the

.* b
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action replay feature. Tests of the use of this dynmaic skill training

feature may therefore reveal a need for the System to ration use of

this mode of training.

Partial-task Manipulations

In the past, computer-based simulator trainers for dynamic skills

training, as developed for flight training and military systems

training, have been sophisticated and very expensive devices capable of

simulating very realistically almost the whole range of activities that

could be performed with the real world system. Visual, auditory, and

often proprioceptive stimuli are provided by these elaborate

simulators. The increasing availability of inexpensive stand-alone

microcomputer systems suggests that it may be desirable to determine to

what extent portions of the training task can be performed by simpler

simulation devices.

One approach to more cost effective training might be to make use

of trainers that are not designed to simulate the whole of the task to

be learned, but only some portion of that task. For example, decision-

making components of an air-intercept controller task could be taught

separately from information-acquisition skills and from communications

skills. The processes of information acquisition, in particular, call

for a high degree of motor skills in this task. It is possible that

some basic decision-making skills and resource-allocation skills could

be taught without making use of a completely accurate representation of

a real air intercept controller environment, using a simpler but

functionally related simulated task. Experiments are called for to

determine whether there is a transfer of training from a primitive

. ......
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simulation to performance on a more sophisticated simulator or to

performance on the real task. Part task training research has yielded

mixed results. In some cases, tte partial tasks teach response

patterns which are antagonistic to those required in the transfer task.

In such cases, part-task training can have a negative impact on

performance on the taret task. Part-task training is most often shown

to be effective for cognitive, decision-making components of complex

tasks, rather than forfteaching motor responses. These findings

suggest a course~of research for part-task training of dynamic skills.

In addition to research on traditional part-task training

approaches, dynamdc skill simulator training calls for research on

Progressive task enlargement. In this technique, a problem or problem

type is suceessively enlarged or complicated. Students are taught a

few simple skills and are given simulated practice problems that are

quite natural, but are unusual in that they require only the already

presented skills. Then more skills are taught to the students and

somewhet more complex practice problems, which call for these skills,

are used for practice. This technique is commonly used in introductory

computer programming classes. In this environment, students are taught

only portions of a programming language at a time, and the problems

they are assigned are appropriate for that portion of the language that

they know.

Progressive task enlargement offers a natural approach to

incrementing a student's performance level. For dynamic skill

training, it may provide a method for manipulating problem difficulty

without artificially manipulating the natural rate of events as do the

other event rate manipulation techniques discussed above.
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Instructional Feedback

One of the most firmly established principles of learning research

is the importance of prompt knowledge of results following student

responses. Feedback about the correctness of a student's interactions

is not provided immediately by most dynamic skill simulators. Students

can, of course, often deduce the appropriateness of their responses on

the basis of the simulated outcomes. If the student "pilot" of a

simulator takes an action and shortly thereafter is told that the

simulated aircraft has crashed and burned, then the student may

conclude that the action was inappropriate in the circumstance. This

type of *natural consequences" feedback has its limitations, despite

the powerful impact it can sometimes provide. One such limitation is

that it does not explicitly pair actions and consequences. In the case

of the simulated crash just mentioned, it is likely that the pilot

would attribute the responsibility for the simulated accident to the

last non-emergency action he took . This attribution could be

erroneous. A natural consequences approach to feedback requires that

students interpret their own errors. In addition, some student actions

may be incorrect or inappropriate and yet not result in perceptible

problems most of the time. In these cases the student will not get

feedback about the incorrect action except under certain conditions.

Benefits can be expected from providing instructional capabilities

in dynamic interactive trainer simulators, such as the air intercept

controller discussed above. What form such feedback augmentations

should take is a matter for basic research. Feedback techniques used

for knowledge system teaching probably cannot be straightforwardly

A__l__ -I
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applied to training real time driven decision making tasks. One reason

for this is that the dynamic simulation acquires its realism in part

form the ongoing, episodic nature of the simulated events. Feedback

(other than natural consequences) serves to interrupt the natural

episode, and to distract the student from the simulated event. When

knowledge system training is the goal of a computer-based simulation,

such interruptions are no problem. Attention can be briefly diverted

and then returned to the evidence at hand. In many cases (e.g., the

BTL Trainer Simulator -- Rigney, Towne, Moran, & Mishler, 1978;

Munro, Towne, & King, 1980; Towne & Munro, 1981), the student can

replay portions of the simulation in order to reconstruct his findings

if his memory is disrupted. Such an approach is not ordinarily

possible in the simulation of a dynamic event.

The experimental system described below has been developed in part

to explore the pedagogical consequences of two aspects of the

presentation of feedback information in dynamic skill trainin6.

The first aspect is the continuity of the simulation during feedback

episodes. The second aspect of feedback presentation to be studied is

student control over when feedback will be presented, a factor we will

refer to as feedback intrusiveness.

In order to anticipate the impact of either simulation continuity

or feedback intrusiveness upon training effectiveness we need to

consider the demands which are placed upon the cognitive resources of

the student when confronted with a dynamic skills training task. Two

primary types of cognitive skill are likely to be affected by these

training task variables. First, during a dynamic skills training task

the student's attentional resources are often heavily taxed. Students
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must attend to the flow of events in the simulation, and they must

attend to other essential training information, such as feedback.

Second, students' encoding and representational skills are exercised to

produce accurate cognitive representations of the task and its

structure, in order to produce immediately required responses and to

plan for future contingencies. The factors of simulation continuity

and feedback intrusiveness must be evaluated in terms of their impact

upon attentional and representational skills.

Simulation Continuity

Consider the following two strategies for simulation continuity

during administration of instructional feedback; the training simulation

can be stopped until the feedback is complete or it can be allowed to

continue normally during presentatic of the instructional feedback.

Consideration of the cognitive factors just mentioned - attentional

monitoring and representation formation -- seem to lead to contrary

points of view about the relative effectiveness of these two strategies

for presenting the simulation.

With respect to the attentional processes of the student, the

interrupted simulation strategy has the potentially beneficial feature

of reducing the attentional load during feedback episodes by

eliminating the need to attend to the simulation when feedback

information is being presented. In the case of a continuously

presented simulation, a student's processing capacity is likely to be

largely taken up with attending and responding to the simulation. The

addition of the task of attending to the instructional message while

the simulation continues is likely to overload attentional mechanisms,

, ' ' ,
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to the detriment of both performance on the simulation task and

attention to the feedback. It is therefore reasonable to expect that

performance under training conditions in which the simulation is

interrupted during feedback episodes will be superior to performance

when presentation of the simulation is continuous throughout the

training session.

On the other hand, the formation of a precise and accurate

representation for a task in which there are real time elements may be

hindered by frequent interruptions of task continuity. It is reasonable

to expect that a complete mental representation of a task involving

coordination of responses to real time events must contain some accurate

portrayal of the temporal relationships among the various task elements.

That is, if one of the things students learn is the rate at which a

series of s.mulated events is to occur, then the interruption of this

pacing may be/disruptive to the representational mechanisms. There is no

direct experimental evidence for such representational mechanisms, at

least in the context of training. However, the studies by Shepard and

his colleagues (Shepard & Metzler, 1971; Cooper & Shepard, 1978) suggest

that mental/imaginal processes can provide detailed representations for

certain types of continuously variable physical events such as rotation

of a physical object. It is an open question whether such representational

abilities extend to the diversity of temporal relationships which exist

in a typical dynamic skills task. In addition, it is possible that

a student could overcome the disruptive effects of interrupting the

simulation by performing some kind of "mental subtractionw of any feedback

time which intervened between two simulation events to be temporally

related. Therefore, it is possible, but by no means certain, that
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interrupting the simulation during feedback episodes will intefere with

the student's ability to develop a complete and accurate representation

of the simulated task.

Feedback Intrusivenes

The second research issue in instructional feedback for dynamic

skills training is feedback intrusiveness and its effect upon a

student's attentional and representational cognitive processes.

Feedback intrusiveness refers to whether the student controls the time

at which feedback information is presented in a training task.

Feedback under student control is termed non-intrusive feedback, and

externally paced presentation of feedback is termed intrusive. This

terminology is motivated by noting an analogy of student-training system

interaction to a conversational context.

The student's interaction with the dynamic skills CBIT system has

parallels to a conversational interaction between two people. In

normal conversation, the participants exchange indications of their

readiness to accept input from each other; that is, they signal

turn-taking in the conversation. In conventional knowledge system

teaching in CBI, each student response (such as typing in the answer to

a question) can be thought of as a signal that the student has

surrendered a conversational turn. After making a response, the

student expects a reply from the teaching system. In dynamic skill

training, however, each student interaction with the simulation system

is not a conversational turn surrender. Instead, the student remains

actively engaged with the simulation, preparing a series of actions in

response to observed and expected simulated events. In this context,
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the Interjection of an instructional feedback message is an intrusion.

The system is, in some sense, breaking in on the student's turn.

Consider the impact upon attentional processing of providing

feedback by intrusive versus non-intrusive means. During a complex

training session, a student's processing resources are likely to be

largely absorbed in attending and responding to the task simulation

itself. If the task is suddenly intruded upon - whether or not the

simulation is stopped during the feedback episode -- the intrusion is

likely to require additional processing resources to perform the

attentional shift. This surge in processing resource demand is likely

to interfere with the normal learning and performance processes. If

the disruption occurs at a point in the task when a large percentage of

cognitive resources are already committed, then either or both of the

attention to the feedback and task performance are likely to suffer.

The student will presumably shift attention from the task simulation to

feedback information only at points where processing requirements are

relatively low so that the attentional shift may be accomplished with a

minimum of disruption to response and learning processes. If the

argument Just given is sound then we expect that feedback given

intrusively will be more disruptive of both learning and performance

than will feedback provided non-intrusively.

These points about attentional processes underscore our analogy

between conversation and student interaction with the training system.

It seems likely that conversational cooperation is required for reasons

quite like those just discussed for skills training. In this view,

conversational cooperation is an adaptation to information processing

resource limitations. Therefore, it is our expectation that a dynamic

Z4



Page 24

skills training system that partially emulates some of the features of

conversational turn-taking in instructional feedback will prove

superior to a system that arbitrarily interrupts student task

processing with instructional messages. This emulation consists of

signaling a readiness to provide feedback in a non-intrusive way, and

then postponing the presentation of the message until the student

explicitly surrenders a turn and requests presentation of feedback.

It is plausible to claim that the non-intrusive feedback condition

(student paced presentation of feedback) could present difficulties for

representational (as opposed to attentional) processes. This is due to

the fact that the student will frequently wait to see a feedback

message until some time after the context to which the message refers

has passed. The traditional results on delay of reinforcement during

learning indicate such a delay will be detrimental to learning. Thus,

if feedback serves as a reinforcer (positive or negative) the delays

which occur in the non-intrusive conditions should impair overall

student performance. We can put this in a more cognitive perspective

by noting that when the feedback message is delayed it should be

more likely that the content of such a message will not be correctly

related to the student's representation of the task. The student could

readily be confused as to the context to which the feedback message

refers. Thus, we have two types of argument that students in the

non-intrusive condition will be at a disadvantage in making use of the

feedback information. The students whose feedback is presented

intrusively always receive the feedback message immediately following

the context for which it is generated and so should not suffer this

representational and reinforcement disadvantage.

-
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These arguments are challenged if we postulate that students have

some ability to reinstate the context to which a feedback message

refers from the content of that message. The research specifically

addressed to delay of knowledge of results tends to support this point

of view (Kling & Schrier, 1971). In these studies it appeared that

making students wait for feedback was not detrimental if little or no

responding was required during the wait interval. A cognitive

interpretation of these findings is that students were (due to memorial

processes) able to maintain a trace of the context for the knowledge of

results information. If students in a dynamic skills training task

were similarly able to recall the context of a feedback message, then

it would follow that students receiving feedback non-intrusively would

not suffer a difficulty. Therefore, it is an open question as to how

the variabke of intrusiveness will affect students in a dynamic skills

task. Attentional demand considerations suggest superior learning

performance for students in a non-intrusive feedback condition.

Representational and reinforcement considerations argue for the

conclusion that students' performance in the non-intrusive feedback

condition will be adversely affected unless the feedback messages they

receive are sufficiently clear that they reinsatate the referent

context.

I"
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A esign rt Fedback Remark.

The table below represents a two factor design for studying the

effects of simulation continuity during feedback and feedback

intrusiveness.

Interrupted 1 1 1 2 1

Simulation Continuous, Visible 1 3 I 4
Continuity

Continuous, Invisible 1 5 1 6 1
f _ - 1 -

Intrusive I Non-intrusive
Intrusiveness

Six different conditions for the presentation of instructional feedback

messages are presented here:

1. Intrusive feedback with interrupted simulation. The student has no

control over presentation of the feedback messages. When the system

detects a student error or a condition that demands student attention,

it freezes the simulation, sounds an audible feedback warning tone and

presents the feedback message in a reserved area of a display screen.

The simulation remains frozen until the user "accepts" the feedback by

depressing a special key. At that point the simulation resumes.

2. Non-intrusive feedback with interrupted simulation. When the

training system detects a student error or other condition that

warrants instructional feedback, it sounds an audible feedback warning

tone. The simulation continues without interruption. When the student

feels ready to see the feedback message, a special "help" key is

depressed. At this point the simulation freezes and the student can

read the message. The user then "accepts" the feedback by depressing

another special key. At that point the simulation is unfrozen and
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continues normally.

3. IntrusiVe feedback with continuous simulation. In this mode of

instruction, the system presents feedback messages, as in 1, whenever

their conditions occur. The simulation is not interrupted, however,

during presentation of the instructional message.

4. Non-intrusive feedback with continuous simulation. The system

signals the availability of feedback messages, but presents them only

upon student request, as in 2. As in 3, the simulation is not

interrupted during feedback presentation.

5. Intrusive feedback with continuous but invisible simulation. As in

1 and 3, the instructional messages are presented whenever their

conditions arise. The simulation screen goes blank for the student

during the feedback. When feedback ends, the simulation becomes

visible again, but in the state to which it advanced during the

feedback presentation.

6. Non-intrusive feedback with continuous invisible simulaton. As in

2 and 4, instructional messages are presented at student request. The

simulation continues in an invisible mode until the student accepts the

feedback message.

The first goal of our research project is to explore the

consequences of different combinations of the simulation continuity and

feedback intrusiveness factors on the success of dynamic skill

training. To that end, an experimental test bed training system has

been developed. The features of this system are described in the next

section.

/.
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THE EXPERIMENTAL SYSTEM

Figure 2 presents the functional structure of our experimental

dynamic skill training system. A student training episode is viewed as

having two major components. The first is a pre-training session, in

which the student is introduced to the task and to the activities that

comprise the skill. The second is a practice training session, in

which the student receives a combination of simulated practice and

tutorial. These tutorial components are not separate from the practice

episodes, but are intertwined with the practice activities. One of the

research questions being pursued with the system is how to most

effectively mix practice and tutorial instruction.

A complex set of data is recorded during each student practice

training session. This data set includes records of student actions,

of the occurence of certain simulated events, of detected student

errors, and of tutorial interactions with the student. A set of data

extraction programs are applied to these data to produce data relevant

to research issues of interest. These extracted data are then analyzed

with the SPS data analysis package on the University mainframe

computer.

The Simulation Trainer Program

The current version of the dynamic skills trainer program

simulates a game-like task similar to that of an air intercept

controller. Students are trained on the task in a single training

session of approximately four hours, training consists of an

introductory session of one and one half hours in which the student

sees viedeotaped explanations of the task and the equipment and works

through an introductory training program. This introductory program

L. 77 771. 1. .. I
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requires that the student read brief explanations of each of the

controls available to the student on the simulated control console.

After reading each explanation, the student is required to briefly

interact with a simple simulation that requires the exercise of the

just-discussed function. Students who fail to correctly use any of the

controls are required to repeat the module that explains how the

control is used.

After viewing the introductory videotaped sequences and completing

the introductory training program, students practice the skills by

interacting with the main simulation training program. The student

spends about two and one half hours in a series of thirty training

exercises in this program. These exercises are blocked (5-10-10-5) in

blocks of increasing difficulty, with problems of approximately equal

difficulty within a block. Appendix II gives a detailed narrative

description of a simple problem interaction.

The simulation program has the top level structure depicted in

Figure 3. Note that the system uses a system of frequent checks of the

real time clock for pacing the simulation rather than clock-based

interrupts. This feature facilitates straightforward structured

programming in Apple Pascal. The heart of the simulation is the

Probloop procedure, which constantly checks for student errors, for new

student actions, and for new simulated events. The form of the

exercises are determined by coded data files that prescribe the

simulated events that are to occur in each exercise. An exercise comes

to an end when either the student or the simulated enemy aircraft win

or the time alloted for the exercise in its coded file is expended.

I "~
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SUMMARY

We have shown that dynamic skill training differs in important

ways from knowledge system instruction. The demands placed upon

students' cognitive processing resources are different in these two

types of learning. These differences suggest that computer based

training of dynamic skills offers scope for research projects that will

differ in methods and results from conventional computer based

instruction research. Issues for dynamic skill training in particular

need of empirical resolution include finding the most effective

simulation presentation techniques and the most effective means for

providing instructional feedback. Dimensions of presentation dynamics

to be explored include manipulations of the rate of simulated events,

repetition techniques, and partial-task training approaches.

Instructional feedback issues include whether simulation should

continue during feedback and whether students or the training programs

should have control over the presentation of feedback.

In order to address these and other issues in dynamic skill

training, a low cost experimental simulation training system has been

developed. This system trains experimental students to perform a task

similar in many respects to that of an air intercept controller. The

training program permits controlled differences in instructtonal

treatments for different subjects. The system is being used as a tool

for the empirical resolution of dynamic skill training issues.

a6
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APPENDIX 1

Hardware n Operating Snm

Figure 1 diagrams the hardware of the experimental system for

conducting research on computer-based training of real-time driven

tasks. Only the major, system-level components are shown here.

The shaded elements are planned for but not currently integrated into

the complete hardware/software package. An Apple II micro-computer is

the heart of the system. This computer uses the Apple Pascal operating

system, within which the simulation-training programs have been

written. A Corvus 10-megabyte Winchester technology hard disc drive

provides mass storage for the system. The speed of this drive in

accessing and transferring data is very important to the success of the

simulation. The program uses overlaid segments, so fast disc transfers

are important to maintaining a realistic pace in the simulation. The

Corvus disc drive provides a 16K RAM buffer which typically holds the

next required program segment. As a result, overlays from the disc

drive are accomplished very quickly.

Three display screens are used for the simulator trainer. The

first of these is a standard RS-232C-compatible 80 column CRT terminal.

The keyboard of the terminal has been modified with special key caps

corresponding to simulated functions. This display serves as the

alphanumeric console of a simulated radar-control computer. The second

display screen is a high bandwidth green phosphor video monitor. This

screen displays the medium-resolution graphics output of the Apple II.

It functions as a simulated radar screen in the CBIT system. The third

screen is a color monitor used to display videotaped instructional

sequences under computer control. The computer-based videotape

jt_~
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controlling device (a Cavri V controller), which permits random-access

of videotaped segments, also has the capability of controlling a

videodisc player.

Student interaction with the simulator trainer is by means of key

presses of the specially coded key caps on the CRT terminal and through

the use of the linear joystick connected to the Apple II. In addition,

the system will make use of voice input and output technology in future

experiments. An internal real time clock permits accurate recording of

the times of student actions.

:!t.
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APPENDIX II

The I

A narrative description can only partially convey the nature of

the simulation, but one is attempted here. A problem of relatively low

difficulty might consist of the following events. The Radar screen is

initially blank. A few seconds later, the first radar sweep takes

place, and a blip appears in the lower left corner of the radar screen.

The student depresses a key labeled "JOY" in order to activate his

Joystick. When the Joystick is activated, a small crosshairs cursor

appears on the radar screen. The student manipulates the joystick to

position the cursor on the blip. A new radar sweep occurs (eight

seconds after the previous one) and the student must reposition the

cursor, using the Joystick. With the cursor centered, the student

whooks' the blip by depressing a symbol key, 'Cl", on the console

keyboard. The simulated IFF function (Identification: Friend or Foe)

determines that the symbol is appropriate for the blip, so the symbol

*Clu appears on the radar screen next to the blip. The Joystick cursor

disappears, because pressing the symbol key (C1), turned off the

Joystick. Another radar sweep takes place, and the blip advances again

toward the upper right corner (NE). The symbol has been left behind

because the simulated tracking computer requires two fixes to project a

course for the symbol. The student reactivates the Joystick by

depressing the "JOY" key, and goes through the same process of hooking

the blip with its symbol again. Now the system draws a track for the

blip and advances the symbol on the projected path with each radar

update. (Note that if the simulated pilot of the blip changes the

,.f
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course or speed, the symbol and the track will continue on the old

course until the student rehooka.)

Once the student has hooked and rehooked the blip, he or she will

depress the "FUL and OWPH' keys to find out aircraft Cl's fuel and

weapons status. These figures will be posted in the appropriate

display area of the simulated tracking computer console display screen.

The student then observes a second blip appearing near the top of the

screen. The joystick is activated and the student attempts to hook the

new blip with the wC2 W symbol. A beep from the console indicates that

the simulated IFF function has determined that C2 is not an appropriate

designation. The student now depresses the 'Bl' symbol key, and the

symbol appears. This means that the new blip is a Bogey (a bad guy).

The student reactivates the joystick, and, after the next screen

update, rehooks the B blip. Now that the tracking computer has a fix

on the location and course of the Bogey, an intercept can be computed.

The student depresses the gray 'INTO key. On a reserved portion of the

simulated tracking computer console display the student sees a request

for the symbol of the combat air patrol to be assigned to the

intercept. He depresses C1. The system then asks for the Bogey to be

intercepted. The student enters B1. The system then displays a

recommended intercept heading, say 270 degrees. The student must now

send this recommendation to the pilot of Cl quickly. This is done by

depressing the yellow "INTO key and following the system's directions.

As the two blips near each other, the Bogey may take evasive

action, which the student must respond to by making the simulated

tracking computer recompute intercept or attack headings. Attack

headings must be computed when a fighter is within attack range of a

0'
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j Bogey. The new recommendations Must, of Course, be relayed to the

pilot. Finally, when the student judges that the fighter is within

firing range of the blip, he directs it to fire a miasle. If the

fighter is within range and on the correct attack course, the Bogey is

downed and the student wins the exercise. The student can lose an

exercise either by allowing the Bogey to shoot down the combat air

patrol or by allowing the Bogey to escape.

The exercise dscribed was a simple problem in that only one Bogey

and one combat air patrol were present. The example was further

simplified in that events were regularly paced and the student did not

make mistakes that might have resulted in the presentation of

instructional feedback messages.
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I CDR Mike Curran 1 CAPT Richard L. Martin, USN
Office of Naval Research Prospective Commanding Officer
800 N. Quincy St. USS Carl Vinson (CVN-70)
Code 270 Newport News Shipbuilding and Drydock Co
Arlington, VA 22217 Newport News, VA 23607

I DR. PAT FEDERICO 1 Dr. George Moeller
NAVY PERSONNEL R&D CENTER Head, Human Factors Dept.
SAN DIEGO, CA 92152 Naval Submarine Medical Research Lab

Groton, CN 06340
I Dr. John Ford

Navy Personnel R&D Center 1 Dr William Montague
San Diego, CA 92152 Navy Personnel R&D Center

San Diego, CA 92152
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Navy Navy

I Commanding Officer 1 Psychologist
U.S. Naval Amphibious School ONR Branch Office
Coronado, CA 92155 1030 East Green Street

Pasadena, CA 91101
Ted N. 1. Yellen
Technical Information Office, Code 201 1 Office of the Chief of Naval Operations
NAVY PERSONNEL R&D CENTER Research Development & Studies Branch
SAN DIEGO, CA 92152 (OP-115)

Washington, DC 20350
Library, Code P201L
Navy Personnel R&D Center 1 LT Frank C. Petho, MSC, USN (Ph.D)
San Diego, CA 92152 Selection and Training Research Division

Human Performance Sciences Dept.
Technical Director Naval Aerospace Medical Research Laborat
Navy Personnel R&D Center Pensacola. FL 32508
San Diego, CA 92152

1 Dr. Gary Poock
6 Commanding Officer Operations Research Department

Naval Research Laboratory Code 55PK
Code 2627 Naval Postgraduate School
Washington, DC 20390 Monterey, CA 93940

Psychologist 1 Roger W. Remington, Ph.D
ONR Branch Office Code L52
Bldg 114, Section D NAMRL
666 Summer Street Pensacola, FL 32508
Boston, MA 02210

1 Dr. Worth Scanland, Director
Psychologist Research, Development, Test, & Evaluation
ONR Branch Office N-5
536 S. Clark Street Naval Education and Training Command
Chicago, IL 60605 NAS, Pensacola, FL 32508

I Office of Naval Research I Dr. Sam Schir~lett, SY 721

Code 4137 Systems Engineering Test Directorate
800 N. Quincy SStreet U.S. Naval Air Test Center
Arlington, VA 22217 Patuxent River, MD 20670

Office of Naval Research 1 Dr. Robert G. Smith
Code 41l Office of Chief of Naval Operations
800 N. Quincy Street OP-987H
Arlington, VA 22217 Washington, DC 20350

5 Personnel & Training Research Programs 1 Dr. Alfred F. Smode
(Code 1158) Training Analysis & Evaluation Group

Office of Naval Research (TAEG)
Arlington, VA 22217 Dept. of the Navy

Orlando, FL 32813
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Navy Army

Dr. Richard Sorensen 1 Technical Director
Navy Personnel R&D Center U. S. Army Research Institute for the
San Diego, CA 92152 Behavioral and Social Sciences

5001 Eisenhower Avenue
Roger Weissinger-Daylon Alexandria, VA 22333
Department of Administrative Sciences
Naval Postgraduate School I Mr. James Baker
Monterey, CA 93940 Systems Manning Technical Area

Army Research Institute
Dr. Robert Wherry 5001 Eisenhower Ave.
562 Mallard Drive Alexandria, VA 22333
Chalfont, PA 18914

1 Mr. J. Barber
Dr. Robert Wisher HQS, Department of the Army
Code 309 DAPE-ZBR
Navy Personnel R&D Center Washington, DC 20310
San Diego, CA 92152

1 Dr. Beatrice J. Farr
Mr John H. Wolfe U. S. Army Research Institute
Code P310 5001 Eisenhower Avenue
U. S. Navy Personnel Research and Alexandria, VA 22333

Development Center
San Diego, CA 92152 1 Dr. Michael Kaplan

U.S. ARMY RESEARCH INSTITUTE
5001 EISENHOWER AVENUE
ALEXANDRIA, VA 22333

1 Dr. Harold F. O'Neil, Jr.
Attn: PERI-OK

Army Research Institute
5001 Eisenhower Avenue
Alexndria, VA 22333

1 LTC Michael Plummer
Chief, Leadership & Organizational

Effectiveness Division
Office of the Deputy Chief of Staff

for Personnel
Dept. of the Army
Pentagon, Washington DC 20301

1 Dr. Robert Sanor
U. S. Army Research Institute for the

Behavioral and Social Sciences
5001 Eisenhower Avenue
Alexandria, VA 22333
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Air Force Marine&

I U.S. Air Force Office of Scientific I H. William Greenup
Research Education Advisor (E031)

Life Sciences Directorate, XL Education Center, MCDEC

Bolling Air Force Base Quantico, VA 22134
Washington, DC 20332

1 Special Assistant for Marine

I Air University Library Corps Matters
AUL/LSE 76/1143 Code lOOM
Maxwell AFB, AL 36112 Office of Naval Research

800 N. Quincy St.

1 Dr. Alfred R. Fregly Arlington, VA 22217
AFOSR/NL, Bldg. 410]
Bolling AFP I DR. A.L. SLAFKOSKI
Washington, DC 20332 SCIENTIFIC ADVISOR (CODE RD-1)

HQ. U.S. MARINE CORPS

I Dr. Genevieve Haddad WASHINGTON, DC 20380
Program Manager
Life Sciences Directorate
AFOSR
Bolling AFB, DC 20332

1 Dr. Frank Schufletouski
U.S. Air Force
ATC/XPTD
Randolph AFB, TX 78118

2 3700 TCHTWN/TTGH Stop 32
Sheppard AFB, TX 76311
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Chief, Psychological Reserch Branch 12 Defense Technical Information Center
U. S. Coast Guard (G-P-1/2/TP12) Cameron Station, Bldg 5
Washington, DX; 20593 Alexandria, VA 22314Attn: TC

1 Military Assistant for Training and
Personnel Technology

Office of the Under Secretary of Defense
for Research & Engineering

Room 3D129. The Pentagon
Washington, DC 20301

1 DARPA
1400 Wilson Blvd.

-Arlington, VA 22209
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I Dr. Paul G. Chapin 1 Dr. Joseph L. Young, Director
Linguistics Program Memory & Cognitive Processes
National Science Foundation National Science Foundation
Washington, DC 20550 Washington, DC 20550

Dr. Susan Chipman
Learning and Development
National Institute of Education
1200 19th Street NW
Washington, DC 20208

Dr. John Mays
National Institute of Education
1200 19th Street NW
Washington, DC 20208

William J. McLaurin
66610 Howie Court
Camp Springs, MD 20031

Dr. Arthur Melmed
National Intitute of Education
1200 19th Street NW
Washington, DC 20208

Dr. Andrew R. Molnar
Science Education Dev.

and Research
National Science Foundation
Washington, DC 20550

1 Dr. Joseph Psotka
National Institute of Education
1200 19th St. NW
WashingtonDC 20208

Dr. H. Wallace Sinaiko
Program Director
Manpower Research and Advisory Services
Smithsonian Institution
801 North Pitt Street
Alexandria, VA 22314

Dr. Frank Withrow
U. S. Office of Education
400 Maryland Ave. SW
Washington, DC 20202
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I Dr. John R. Anderson I Liaison Scientists
Department of Psychology Office of Naval Research.
Carnegie Mellon University Branch Office . London
Pittsburgh, PA 15213 Box 39 FPO New York 09510

Anderson, Thomas H., Ph.D. 1 Dr. Lyle Bourne
Center for the Study of Reading Department of Psychology
174 Children's Research Center University of, Colorado
51 Gerty Drive Boulder, CO 80309
Champiagn, IL 61820

1 Dr. John S. & o-wn
Dr. John Annett XEROx Palo Alto Research Center
Department of Psychology 3333 Coyote Road
University of Warwick Palo Alto, CA 94304
Coventry CVl 7AL
ENGLAND 1 Dr. Bruce Buchanan

Department of Computer Science
DR. MICHAEL ATWOOD Stanford University
SCIENCE APPLICATIONS INSTITUTE Stanford, CA 94305
40 DENVER TECH. CENTER WEST
7935 E. PRENTICE AVENUE 1 DR. C. VICTOR BUNDERSON
ENGLEWOOD, CO 80110 WICAT INC.

UNIVERSITY PLAZA. SUITE 10
1 psychological research unit 1160 SO. STATE ST.
Dept. of Defense (Army Office) OREM, UT 84057
Campbell Park Offices
Canberra ACT 2600, Australia 1 Dr. Pat Carpenter

Department of Psychology
Dr. Alan Baddeley Carnegie-Mellon University
Medical Research Council Pittsburgh, PA 15213

Applied Psychology Unit
15 Chaucer Road 1 Dr. William Chase
Cambridge CB2 2EF Department of Psychology
ENGLAND Carnegie Mellon University

Pittsburgh, PA 15213
1 Dr. Patricia Baggett

Department of Psychology 1 Dr. Micheline Chi
University of Colorado Learning R & D Center
Boulder, CO 80309 University of Pittsburgh

3939 O'Hara Street
CDR Robert J. Biersner Pittsburgh, PA 15213
Program Manager
Human Performance 1 Dr. William Clancey
Navy Medical R&D Command Department of Computer Science
Bethesda, MD 20014 Stanford University

Stanford, CA 94305
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Dr. Allan H. Collins I Dr. Ed Feigenbaum
Bolt Beranek & Newman, Inc. Department of Computer Science
50 Moulton Street Stanford University
Cambridge, Ma 02138 Stanford, CA 94305

Dr. Lynn A. Cooper 1 Hr. Wallace Feurzeig
LRDC Bolt Beranek & Newman, Inc.
University of Pittsburgh 50 Moulton St.
3939 O'Hara Street Cambridge, MA 02138
Pittsburgh, PA 15213

1 Dr. Edwin A. Fleishman
Thomas L. Crandell Advanced Research Resources Organ.
35 Leslie Avenue Suite 900
Conklin, NY 13748 4330 East West Highway

Washington, DC 200141
Dr. Meredith P. Crawford
American Psychological Association 1 DR. JOHN D. FOLLEY JR.
1200 17th Street, N.V. APPLIED SCIENCES ASSOCIATES INC
Washington, DC 20036 VALENCIA, PA 16059

Dr. Kenneth B. Cross 1 Dr. John R. Frederiksen
Anacapa Sciences, Inc. Bolt Beranek & Newman
P.O. Drawer 0 50 Moulton Street
Santa Barbara, CA 93102 Cambridge, HA 02138

Dr. Diane Damos 1 Dr. Alinda Friedman
Arizona State University Department of Psychology
Tempe, AZ 85281 University of Alberta

Edmonton, Alberta
Dr. Emmanuel Donchin CANADA T6G 2E9
Department of Psychology
University of Illinois I Dr. R. Edward Geiselman
Champaign, IL 61820 Department of Psychology

University of California
LCOL J. C. Eggenberger Los Angeles, CA 90024
DIRECTORATE OF PERSONNEL APPLIED RESEARC
NATIONAL DEFENCE HQ 1 DR. ROBERT GLASER
101 COLONEL BY DRIVE LRDC
OTTAWA, CANADA K1A 0K2 UNIVERSITY OF PITTSBURGH

3939 O'HARA STREET
ERIC Facility-Acquisitions PITTSBURGH, PA 15213
4833 Rugby Avenue
Bethesda, MD 20014 1 Dr. Marvin D. Glock

217 Stone Pall
Dr. A. J. Eschenbrenner Cornell University
Dept. E422, Bldg. 81 Ithaca, NY 14853
McDonnell Douglas Astronautics Co.
P.O.Box 516
St. Louis, MO 63166
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Dr. Frank E. Gomer 1 Dr. Earl Hunt
McDonnell Douglas Astronautics Co. Dept. of Psychology

P. O. Box 516 University of Washington

St. Louis. MO 63166 Seattle, WA 98105

Dr. Daniel Gopher I Dr. Ed Hutchins
Industrial & Management Engineering Navy Personnel R&D Center
Technion-Israel Institute of Technology San Diego, CA 92152
HaLfa
ISRAEL 1 Dr. Steven W. Keele

Dept. of Psychology
DR. JAMES G. GREENO University of Oregon
LRDC Eugene, OR 97403
UNIVERSITY OF PITTSBURGH
3939 O'HARA STREET 1 Dr. Walter Kintsch

PITTSBURGH, PA 15213 Department of Psychology
University of Colorado

Dr. Harold Hawkins Boulder, CO 80302
Department of Psychology
University of Oregon 1 Dr. David Kieras
Eugene OR 97403 Department of Psychology

University of Arizona
I Dr. Barbara Hayes-Roth "U3eon, AZ 85721

The Rand Corporation
1700 Main Street 1 Dr. Robert Kinkade
Santa Monica, CA 904C6 Essex Corporation

3211 Jefferson Street
I Dr. Frederick Hayes-Roth San Diego, CA 92110

The Rand Corporation
1700 Main Street 1 Dr. Kenneth A. Klivington
Santa Monica, CA 90406 Program Officer

Alfred P. Sloan Foundation
Dr. James R. Hoffman 630 Fifth Avenue
Department of Psychology New York, NY 10111
University of Delaware
Newark, DE 19711 1 Dr. Stephen Kosslyn

Harvard University
I Dr. Kristina Hooper Department of Psychology

Clark Kerr Hall 33 Kirkland Street
University of California Cambridge, MA 02138
Santa Cruz, CA 95060

1 Dr. Jill Larkin
1 Glenda Greenwald, Ed. Department of Psychology

"Human Intelligence Newsletter" Carnegie Mellon University
P. 0. Box 1163 Pittsburgh, PA 15213
Birmingham, MI 48012
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Dr. Alan Lesgold I MR. LUIGI PETRJLLO

Learning R&D Center 2431 N. EDGEWOOD STREET

University of Pittsburgh ARLINGTON, VA 22207
Pittsburgh, PA 15260 Dr. Martha Poison
Dr. Michael Levin* Department of Psychology

Department of Educational Psychology Campus Box 346
210 Education Bldg. University of Colorado

University of Illinois Boulder, CO 80309

Champaign. IL 61801 1 DR. PETER POLSON

Mr. Merl Malehorn DEPT. OF PSYCHOLOGY

Dept. of Navy UNIVERSITY OF COLORADO

Chief of Naval Operations BOULDER, CO 80309

OP-113
Washington. DC 20350 1 Dr. Steven E. Poltrock

Department of P.tvchology

Dr. Erik McWilliams University of Denver
Science Education Dev. and Research DenverCO 80208

National Science Foundation
Washington. DC 20550 1 Dr. Mike Posner

Department of Psychology

Dr. Mark Miller University of Oregon

TI Computer Science Lab Eugene OR 97403
C/O 2824 Winterplace Circle
Plano, TX 75075 1 DR. DIANE M. RAHSEY4LEE

R-K RESEARCH & SYSTEM DESIGN

Dr. Donald A Norman 3947 RIDGEMONT DRIVE

Dept. of Psychology C-009 MALIBU, CA 90265
Univ. of California, San Diego
La Jolla, CA 92093 1 Dr. Fred Reif

SESAME

Committee on Human Factors c/o Physics Department

JH 811 University of California

2101 Constitution Ave. Nd Berkely, CA 94720

Washington, DC 20418 1 Dr. Lauren Resnick

Dr. James A. Paulson LRDC

Portland State University University of Pittsburgh

P.O. Box 751 3939 O'Hara Street

Portland, OR 97207 Pittsburgh, PA 15213

Dr. James W. Pellegrino 1 Mary Riley

University of California, LRDC

Santa Barbara University of Pittsburgh

Dept. of Psychology 3939 O'Hara Street

Santa Barabara, CA 93106 Pittsburgh, PA 15213
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Dr. Andrew M. Rose I Dr. Richard Snow
American Institutes for Research School of Education
1055 Thomas Jefferson St. NW Stanford University
Washington, DC 20007 Stanford, CA 94305

Dr. Ernst Z. Rothkopf 1 Dr. Robert Sternberg
Bell Laboratories Dept. of Psychology
600 Mountain Avenue Yale University
Murray Hill, NJ 07974 Box 11A. Yale Station

New Haven, CT 06520
1 Dr. David Rumelhart

Center for Human Information Processing 1 DR. ALBERT STEVENS
Univ. of California, San Diego BOLT BERANEK & NEWMAN. INC.
La Jolla, CA 92093 50 MOULTON STREET

CAMBRIDGE, MA 02138
I DR. WALTER SCHNEIDER

DEPT. OF PSYCHOLOGY 1 Dr. Thomas G. Sticht
UNIVERSITY OF ILLINOIS Director, Basic Skills Division
CHAMPAIGN, IL 61820 HUMRRO

300 N. Washington Street
Dr. Alan Schoenfeld Alexandria,VA 22314
Department of Mathematics
Hamilton College 1 David E. Stone. Ph.D.
Clinton, NY 13323 Hazeltine Corporation

7680 Old Springhouse Road
DR. ROBERT J. SEIDEL McLean, VA 22102
INSTRUCTIONAL TECHNOLOGY GROUP

HIJHRRO 1 DR. PATRICK SUPPES
300 N. WASHINGTON ST. INSTITUTE FOR MATHEMATICAL STUDIES IN
ALEXANDRIA, VA 22311 THE SOCIAL SCIENCES

STANFORD UNIVERSITY
I Committee on Cognitive Research STANFORD, CA 94305

S Dr. Lonnie R. Sherrod
Social Science Research Council 1 Dr. Kikumi Tatsuoka
605 Third Avenue Computer Based Education Research
New York, NY 10016 Laboratory

252 Engineering Research Laboratory
Robert S. Siegler University of Illinois
Associate Professor Urbana, IL 61801
Carnegie-Mellon University
Department of Psychology 1 DR. PERRY THORNDYKE
Schenley Park THE RAND CORPORATION
Pittsburgh, PA 15213 1700 MAIN STREET

Dr. Edward E. Smith SANTA MONICA, CA 90106

Dolt Beranek & Newman, Inc. .4

50 Moulton Street
Cambridge, MA 02138
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I Dr. David J. We1ss
N660 Elliott Hall
university of Minnesota

75 E. River Road
Minneapolis, MN 55455

I DR. GERSHON WELTMAN
PERCEPTRONICS INC.
6271 VARIEL AVE.

WOODLAND HILLS. CA 91367

1 Dr. Keith T. Wescourt
Information Sciences Dept.
The Rand Corporation

1700 Main St.
Santa 'bnica. CA 90406

1 DR. SUSAN E. WHITELY
PSYCHOLOGY DEPARTMENT
UNIVERSITY OF KANSAS
LAWRENCE. KANSAS 66044

1 Dr. Christopher WickenS

Department of psycholoiY
University of Illinois
Champaign. IL 61820

Dr. J. Arthur Woodward

Department of Psychology
University of California
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