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This report documents the development of some model validation techniques developed at AMSAA in the past several years. The methods of Monte Carlo band analysis and trend/spread plots are explained. Examples are provided and applications are discussed.
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1. INTRODUCTION

1.1 Purpose.

The purpose of this report is to describe some model validation procedures which were developed for and used in the validation of a number of air defense gun models over the past few years. The techniques are very general and are applicable to the validation of models of systems other than air defense guns.

The development of these procedures is an on-going process. They are being published at this time not because they have reached a final form, but rather because we feel that they will be useful to other model validators and, in addition, we expect that broader exposure of these procedures will lead to further refinements of them and, perhaps, to entirely new developments in this field.

1.2 Background.

The Air Warfare Division of AMSAA has been striving to seek out and develop simulation validation techniques for a number of years. With our study of the Vulcan Air Defense System (Reference 1) a detailed engagement simulation model was developed and the output was compared with test data. Work continued with the Gun Low Altitude Air Defense (GLAAD) Fire Control Test Bed, where another simulation model was developed (Reference 2) and the prototype test bed was tested using a test design developed primarily for model validation. As part of the GLAAD effort the Monte Carlo band technique described in this report was developed. It is a modification of the Crow band technique developed by Dr. Larry Crow from RAM Division of AMSAA during the GADES Model Validation Committee Study (Reference 3). We have continued the development of these validation techniques into the competitive Division Air Defense (DIVAD) Gun test program.

1.3 Organization.

The main body of the material in this report is contained in Section 2. The method of Monte Carlo band analysis is explained in Section 2.1 while the trend/spread plot technique is presented in Section 2.2. Also shown in Section 2.2 are two examples, each illustrating the use of both techniques.

Section 3 contains a description of a larger context in which these techniques can be profitably employed.
2. VALIDATION TECHNIQUES

2.1 Monte Carlo Band Analysis.

The basic idea underlying our validation techniques is to generate enough data with the model to allow one to get an idea of the distribution of the output of the model, and then to compare the field test data with this distribution in order to attempt to determine whether the data can be distinguished from a member of the distribution.

The main tool in our procedure is the Monte Carlo band technique (Reference 2). The model is exercised N times (we have typically used N = 100) and N time histories of the model output variable X are collected. A criterion level, α, is chosen (we have typically used α = .9) and a corresponding value M = N(1-α)/2 is calculated (typically M = 5). At each timestep an upper band, X_U, which is greater than all but M of the N values of X at that timestep and a lower band, X_L, which is less than all but M of those N values are obtained. Plots of X_U, X_L, and the test data versus time can give a good qualitative feel for the validity of the model if scaling problems do not occur.

Section 2.2 contains some examples of Monte Carlo band plots as well as a discussion of (and a solution to) the above mentioned scaling problem. The plots in Section 2.2 contain not only the test data, X_U and X_L, but also a fourth curve, the Monte Carlo median, which is a curve (lying between X_U and X_L) obtained by computing the median of the N values of the variable X at each time step. The importance of the Monte Carlo median will become apparent in Section 2.2.

2.2 Trend/Spread Plots.

The process which results in the formation of the Monte Carlo bands, while having the virtue of presenting a very simple visual image against which one can compare test data, has the unfortunate drawback of allowing to be lost much information as to the shape of the curves representing individual Monte Carlo replications. In example 1 the Monte Carlo bands (dotted lines) appearing in Figure 2.1 were formed using a model which produced a population of high frequency, noisy, sine curves of varying phase while the Monte Carlo bands of Figure 2.2 were formed using a model which produced a population of curves which are noisy straight lines. One would be hard pressed to distinguish between these two models using only the Monte Carlo bands. In order to make just such distinctions, necessary for the in-depth analysis of the DIVAD gun test program, we developed an extension of the Monte Carlo band technique which we dubbed trend/spread plots.

Trend and spread are measures of differences between a time history of data, X(t), and the time history of median values, M(t). These measures are based on the deviation, D(t) = X(t) - M(t), of
Figure 2.2
the data from the median. The trend, $T$, is defined as the average value of $D(t)$ over the interval being considered. That is

$$T = \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} D(t) \, dt.$$  

Spread is a measure of the variability of $D(t)$. It is defined by the equation

$$S = \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} |D(t) - T| \, dt. \quad (2.1)$$

If $X(t)$ is the field test data plotted with the Monte Carlo bands, then the trend measures the average position of the data curve relative to the median curve. It is intended to detect systematic errors. The spread measures the variability of the data, relative to the median. It is intended to detect noise levels which are too high or too low.

In addition to their sensitivity to particular characteristics of the data, these particular parameters were chosen because they relate to the Monte Carlo band plots. Mean and variance as well as many other choices of parameters which also satisfy these criteria are available and could be used in their place. Similarly, curves other than the median could be used in these procedures. The median was chosen for this study for the following reasons:

- As the 50th percentile it is consistent with the use of percentile curves to bound the Monte Carlo bands.
- It is guaranteed to lie within the Monte Carlo bands.
- It is insensitive to outliers.
- The authors like it.

Assuming that the simulation exercise consisted of 100 Monte Carlo replications, we repeat the above procedure 100 times replacing the field test data, in turn, by the data generated by each of the 100 Monte Carlo replications. We now have a population of 100 ordered pairs (trend, spread) which we plot on a two-dimensional grid. On this plot we draw a pair of lines parallel to the vertical axis which forms a "strip" containing 95 percent of the points (2.5 to 97.5 percentile). A similar "95 percent strip" is formed from a pair of lines parallel to the horizontal axis. The intersection of these two strips forms a rectangular box. We now plot the ordered pair representing the test data on the
same grid. If this point falls inside the box we conclude that the test data are indistinguishable from a member of the Monte Carlo population; i.e., the trend and spread of the model agree very closely with that of the test data. If the point falls outside the box we reject this conclusion. Note that it is possible for either the trend or the spread to be correctly modeled without the other being correct (see example 3).

The significance of the test for either trend or spread is simply \( \beta = .05 \). In the case of linear dependence the significance will again be \( \beta = .05 \). In the case of independence the significance will be \( 1 - (1 - \beta)^2 = .0975 \). In any case other than these two extremes the significance level will lie somewhere between these two values. The question of significance level is not trivial; good estimates will require further research.

Figures 2.3 and 2.4 show the trend/spread plots corresponding to Figures 2.1 and 2.2, respectively. The diamond indicates the trend and spread of the data (which is the solid line in Figures 2.1 and 2.2 while the crosses correspond to the trend and spread of the 100 replications of the simulation. The difference in the position of the two diamonds relative to the rectangular boxes is quite apparent. This example is purely theoretical but it does illustrate the extra information available via the trend/spread plot, i.e. using Figures 2.3 and 2.4 one can immediately distinguish between the two models that produced the Monte Carlo bands which appear in Figures 2.1 and 2.2.

While not quite so striking, similar examples were found in the practical application of this method. Example 2 is presented in Figures 2.5 through 2.8. (Figure 2.6 is the trend/spread plot which corresponds to Figure 2.5 while Figure 2.8 is the trend/spread plot which corresponds to Figure 2.7). Each data curve appears to have approximately the same variation as the corresponding set of Monte Carlo bands, but the trend/spread plots show that such visual impressions can be misleading.

Like example 2, examples 3 and 4 were taken from actual field test data and corresponding simulation models. Example 3 consists of Figures 2.9 through 2.11. Figure 2.9 presents the data and the Monte Carlo bands (5 percent, median, 95 percent). In Figure 2.11 the data point lies in one strip but not in the other indicating that the trend is modeled correctly but that the spread is slightly low (i.e., the model is not noisy enough).

Figure 2.10 is obtained from Figure 2.9 by fitting a smooth curve through the Monte Carlo median and then subtracting this smooth curve from all four curves. (A smooth curve was chosen instead of the median itself in order to insure that any noise occurring in the median would not be transferred to the data.) The curves formed in the process of creating Figure 2.10 were not used in the trend/spread calculation, but rather were developed to obtain better insight into the situation depicted in Figure 2.9. The scale in Figure 2.9 is so large that it is difficult to compare the data with the bands. However, the much smaller scale of Figure 2.10 allows a more meaningful visual
Monte Carlo Band
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Figure 2.7
evaluation of the situation. Note that the solid line in Figure 2.10 represents not the data but rather the difference between the data and the Monte Carlo median. Also note that due to the fitting of the smooth curve through the Monte Carlo median the first few points on the plot and the last few points on the plot are not accurate and should be ignored.

The curves appearing in example 4 (Figures 2.12 through 2.14), which were obtained in a manner identical to that which produced the curves of example 3, illustrate the case in which one would conclude that both the trend and the spread are correctly modeled.

Clearly the number of Monte Carlo replications (100) and the breadth (95 percent) of the strips which form the rectangular box were used for illustrative purposes only and are subject to the demands of the particular problem under investigation.

One drawback of spread as a measure is that it is insensitive to frequency variation. For example, on the interval \([0, \pi]\) both the functions \(U(t) = \sin t\) and \(V(t) = \sin 2t\) have the same value for spread,

\[
\frac{1}{\pi} \int_0^\pi |U(t)|\,dt = \frac{2}{\pi} = \frac{1}{\pi} \int_0^\pi |V(t)|\,dt,
\]

while their frequencies differ by a factor of 2.

A functional, similar in appearance to (2.1), which provides a means of distinguishing between these two cases is

\[
\frac{1}{T_2-T_1} \sum_{i=1}^n |[f(t_i)-M(t_i)] - [f(t_{i-1})-M(t_{i-1})]|. \quad (2.3)
\]

Except for the factor \(1/(T_2-T_1)\), (2.3) is nothing more than the total variation function of Lebesque measure theory (see for example Reference 4). Expression (2.3) can be thought of as the average rate of change or the average slope of \(f(t)-M(t)\) over the interval \([T_1,T_2]\) since (2.3) corresponds to

\[
\frac{1}{T_2-T_1} \int_{T_1}^{T_2} |f'(t) - M'(t)| \,dt
\]
in the continuous case. Referring to (2.2) we see that this new measure of variation performs as claimed by noting that

$$\frac{1}{\Pi} \int_{0}^{\Pi} |U'(t)| \, dt = \frac{2}{\Pi},$$

while

$$\frac{1}{\Pi} \int_{0}^{\Pi} |V'(t)| \, dt = \frac{4}{\Pi}.$$

One can use this measure instead of or in addition to spread in the analysis procedure described in this section. The authors are investigating this possibility in ongoing work.
3. CONCLUSIONS

The techniques of Monte Carlo band analysis and trend/spread plots described in this report have been successful in identifying even fairly subtle flaws in simulation models (as in example 1 of Section 2.2). This confirms the fundamental value of these techniques.

From this point one can employ these methods as one part of a detailed iterative model design/validation procedure in which after a flaw has been discovered the model is suitably altered, exercised, and compared again to the test data. This process may be repeated as often as necessary in order to obtain a valid model.

We envision that as these techniques are used in conjunction with an increasing number of different types of models the scope of applications of the techniques will grow accordingly.
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