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1. BACKGROUND
1.1  Meteorological Doppler Radar

Radar has been in operational use for many years to estimate atmospheric
water content over areas of tens of thousands of square miles. Such measure-
ments are typically achieved using noncoherent, pulsed, mechanically-scanned,
pencil-beam radars capable of measuring the logarithmic amplitude of precipi-
tation echoes, followed by signal processors which average the returns over
many pulses in order to enhance signal to noise ratios. These real-time signal
processors typically fill their displays with about 10° picture elements of
data derived from perhaps 10°® individual measurements on each rotation of the
antenna. But, despite the large amount of data, these systems lack the
needed capability for directly measuring the velocity of their targets.

In recent years, extensive experimental work to assess the effectiveness
of Doppler techniques which add this new dimension to the wide-area measurement
capabilities of meteorological radars has been undertaken in a number of
organizations, including the Air Force Geophysics Laboratory (AFGL). These
experiments have shown that Doppler capability is indeed worthwhile and can,
by adding velocity information to the meteorologist's repertoire of inputs,
significantly improve the lead time and correctness of tornado and other
local severe-weather advisories. But the need to make Doppler measurements
places more stringent requirements on the radar (where narrower antenna beams,
coherency, and linearity are required to permit phase measurement) and on the
signal processor, which must perform more difficult calculations at high
throughput.

Another difficulty in Doppler systems is the unambiguous range-velocity
product cA/8 for uniform-PRF systens wiiere A is the radar wavelength. Since
A is usually fixed by antenna-size and prosagation considerations (10-cm is
generally considered .. imum), the actual range-velocity product falls short
of what is needed by about a factor of four. Thus, the PRF can be chosen to
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cover either the desired range or velocity, but not both. Means of extending
the useful measurement capabilities by resolving these ambiguities is an
active area of research where programmable signal processors are needed.

1.2 The Pulse Pair Processor

The input to a meteorological Doppler signal processor is a series of
complex samples in the time domain, but it is the mean velocity of scatterers
(average Doppler frequency shift of the returns from the sensitivity volume)
which is of primary interest, so the first job of the processor is to estimate
that mean velocity., One algorithm consists of transforming the data record
for each range cell to the frequency domain {(computing its spectrum), then
performing the moment calculations, But even the computationally-efficient
FFT requires-0(NlogN)* complex multiply/additions for an N-point transform,
An algorithm which operates entirely in the time-domain to estimate the mean
velocity was introduced by Rummler (Reference l1-1)and has become widely used
for meteorological signal processing. This pulse-pair algorithm is not only
computationally more efficient (needing only O(N) complex multiply/adds), but
also provides better performance at low signal-to-noise ratios, as shown by
Berger and Groginsky (Referencep2) and Sirmans and Bumgarner (Reference 1-3).
A special-purpose hardware implementation of a Pulse Pair Processor (PPP)
was constructed for AFGL in 1973 under contract F19628-72-C-0293. This PPP,
as described by Novick and Glover (Referencel4), estimates mean Doppler
velocity in each of up to 1024 range cells.

1.3 The Fault-Tolerant Weather Radar Processor

While the original PPP is still operational and has performed well,
more flexibility was needed in order to verify new algorithms, especially
those related to ambiguity resolution., It was at the same time necessary to
demonstrate that this type of signal processing problem can be partitioned
for implementation in a distributed processor for reasons of maintainability
and fault tolerance in planned future operational systems.

*O(N) is defined as "on the order of N".
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Meanwhile, Raytheon IR&D programs to develop Fault Tolerant Signal
Processing (FTSP) systems using programmable Common Elements and related
hardware and software were underway. The application of these developments
to the weather radar processing problem promised to solve both the flexibility
and maintainability problems. Thus, development of the Fault Tolerant
Weather Radar Processor (FTWRP) was undertaken to implement the pulse pair
and other algorithms in the FTSP hardware,

1
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2. SYSTEM OVERVIEW

With the goal of providing several levels of detail so that readers
having differing objectives in the use of this document can seek their own
level, the structure has been set up as follows, This section contains an
overview of the system architecture with enough detail and philosophy back-
yround to understand FTWRP for the purposes of operating the system and
understanding its relationship with existing equipment. Section 3 is intended
to provide step-by-step operating instructions. Greater detail on Hardware,
Software, and Firmware appears in Sections 4, 5 and 6 which reference other
information contained in the Appendix.

2.1 Achieving Reliable Systems

Methods of achieving reliable systems include two major approaches:
1) use of reliable components in the system, and 2) design of redundant
components into the system, The latter approach, given an effective means
of locating failed elements and replacing them from a supply of spares,
allows highly reliable systems to be built from ordinary components. As
Figure 2-1 shows, highest probability of survival results when the system is
partitioned into a large number of identical, simple modules, each of which
can perform the function of any other (Reference 2-1). For maximum effective
ness, this type of redundant system should meet the following requirements:

1. The number of module types and complexity of modules should be
minimized.

2. Each module must have internal fault-detection capability.
3. A means of replacing failed modules must exist.

4. The task must be partitisnable without excessive inter-module
communicaticn bandwidth requirements.

Requirements 1 and ¢ are best met with programmable processors, which also
improve adaptability to mission changes,

13




mcoﬁfsmicou quepunpad 10 Koeoiddl

L 4

.{-g 2anbid

804d WiLSAS

TWAAINS 30 M nav

14



The Fault-Tolerant Signal Processor (FTSP) is an example of a self-
repairing programmable signal processor and its application to a meteorological
Doppler radar, in which fault-tolerance, programmability, and expandability
are all important features. FTSP utilizes the basic concept of distributed
processing with distributed control, with the intent that total decentralization
minimizes the occurrences and effects of single-point failures.

Z.2 Features of FTSP

This subsection gives an overview of the Fault-Tolerant Signal
Processor; more detailed descriptions of hardware, software, and firmware
appear in Sections 4, 5 and 6,

The FTSP utilizes a fully-distributed architecture with three types of
elements or modules: the Common Element (CE), the Common Memory (CM), and
the Input/Output Controller (I0C). These modules are interconnected by dual-
redundant, high-bandwidth (up to 5 x 10° 16-bit words/sec) open collector
busses. Dual-redundant power busses provide fault-tolerant power to each
module,

The CE is a 16-bit, microprogrammed computer-on-a-card with an internal
architecture and instruction set which were uptimized for signal processing.
A1l computational and network management software resides in the CE. Although
the CE has 16K words of on-board memory, in many applications a larger,
common data base is required. The CM fills this need by supplying 128K words
of random-access memory, addressable by 240-word pages. The CM has its own
intelligent microprogrammed controller for more efficient operation.

The I0C way serve either of two functions: a general-purpose parallel
1/0 channel to the outside world, or a "bus extender" to connect two or more
clusters of elements. When used as an 1/0 channel, the IOC is capable of
interfacing up to 16 external devices ¢:. each of two parallel busses. When
used as a bus extender the I0C forwards messages from one bus to another,
thus acting as a communications link between clusters of elements.

15
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Each element communicates on a bus via message packets of up to 256
words. The first words of each packet are a header block containing infor-
mation regarding the source element (sender), destination element (receiver),
any required waypoint elements (bus extender I0Cs), and the type of message.
If the communication is within a single cluster, only one header word is
required. Otherwise, the first eight words are reserved as header,

Each element has a 6-bit "virtual address" (VA) by which it is accessed
on the busses. At power-up, or after a reset operation, the module receives
a position-dependent "socket address." When the module is assigned a specific
task, it is given a new address appropriate to that function. Therefore, if
a spare must take over the task of a failed element, the executive merely
resets the faulty module and changes the spare's address to that of the
faulty one. The system looks the same to the rest of the elements; therefore
configuration information need not change. This reconfiguration method
minimizes bus traffic and overhead.

A special mechanism is provided to override control of an element, if
necessary. The bus interface on each element includes a decoder to recognize
certain special commands from the executive operating system. These commands
can automatically reset a module to its initial power-up state, or even turn
off power to an element to remove pathological faults from the system. These
commands are decoded with minimal hardware, and do not require the cooperation
of the element's controller or software.

The operating system of the FTSP is distributed throughout the CEs of
the processor. The Distributed Operating System (DOS) is a two-level
hierarchy (Figure 2-2). DO0S-0, which resides in every CE, maintains local
control over operations such as [/0 and user services. The system executive
resides in only two CEs, and actually runs as a task under the aegis of D0S-0.
The active executive, {D0S-1) resides in one CE under a dedicated virtual
address., An alternate executive (ADOS) resides in another CE, and acts as a
watchdog over DOS-1; if DOS-1 fails, ADOS takes over and assigns its own task
to another CE, DOS-1 handles global control functions, such as system con-
figuration, partitioning of tasks, and, in the case of faults, replacement of
failed elements. In FTWRP, DOS-1 resides in an intelligent terminal.

16
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2.3 Fault Tolerance Philosophy and Implementation

The philosophy of Fault Tolerance in FTSP is relaxed in comparison to
some fault-tolerant computers, If a fault occurs, it will “eventually" be
detected and removed from the system, In the meantime, erroneous results may
be produced. Obviously, this philosophy would be unacceptable in some
applications (e.g., control processors), but is adequate for most signal
processing purposes.

Features have been built into hardware and software of the Fault
Tolerant Signal Processor to aid in fault detection. The operating system
isolates faults to a replaceable unit (which may be an element or a bus).

Since the reliability of a network is limited by that of its
branches, special attention was given to the fault tolerance of the inter-
element busses. Full handshaking (data ready, acknowledge) is performed on
each word transmitted. Word-by-word parity checking helps to insure data
integrity on the bus. In addition, various watchdog timers monitor all bus
activity to detect timing problems.

Since more than one element may attempt to use a bus at the same time,
a method of distributed arbitration is employed to decide which retains
control. The virtual address of each element determines its priority on the
bus (778 = highest, 00 = lowest). Arbitration causes lower-priority elements
to yield to the highest priority elemert. If this process takes too long,
or is otherwise thwarted, a watchdog timer detects the fault condition.

Fault-detection hardware in the CPU includes automatic checks for
illegal use of privileged instructions, invalid instructions, and unauthorized
use of protected memory. In addition, an extensive set of microprogrammed
diagnostics is executed at power-up and after a reset condition. Under
limited conditions, DOS-0 may also invoke the diagnostics and report the
results to DOS-1,

18




Two higher-level fault detection techniques are implemented by DOS-1:
1) status polling, and 2) spare rotation. At a programmable rate, DOS-1
polls all virtual addresses with a "status request" message. No response or
a reported error will cause D0S-1 to reset the element controller {e.g., D0S-0).
A1l possible addresses are polled to help discover newly-inserted elements; this
feature allows the processor to be repaired witnout shutdown.

Spare CEs may be assigned a self-diagnostic task to thoroughly test the
hardware and firmware. By periodically rotating spares and active elements,
DOS-1 insures that all CEs are checked out, providing a means for detecting
subtle faults. An algorithm has been implemented which permits spare rotation
without loss of data.

2.4 FTWRP Hardware

The block diagram in Figure 2-3 illustrates the FTWRP hardware and its
interconnection to the existing Pulse-Pair Processor and PPP Recorder Encoder.
A 30-inch rack-mounting card rack with 16 slots accommodates the three basic
fault-tolerant signal processor card types:

1) Common signal processing Element (CE)

2) Input/OQutput Controller (10C)

3) Common Memory (CM)
and to interconnects them via the dual bus system. Two I0Cs and six CEs (five
for processing and one spare) are provided so that eight spare slots are
available for future expansion. No CMs are required in presently-envisioned
applications. Power supplies, mounted in the 30-inch rack on rails, provide
adequate + 5 . 1t power To- the eight cards and a test panel, and adequate
+ 15 volt power for eight additional CEs. [0Cs do not require * 15 volts.

An Intecolor 8032 intelligent *erminal (desk top computer), which has
built-in dual floppy disk drivis, i¢ interfaced through its optional 24-bit
port to the redundant hus via a Terminal Interface Element (TIE). This
configuration allows the Intecolor, which serves as the FTWRP control console
and fault status display, to appear as an element in the same cluster as the
processing Cks. DOS-1 was recoded to reside in the Intecolor, which also
has its own version of D0S-0. The terminal also serves as the system

19
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Common Memory (programs and tables are stored as pages on the dual floppy
disks), and has a serial port for occasional communication with a CYBER

175 on which program development is accomplished. The existing PPP is used
to provide automatic gain control and clutter cancellation. Digitized
coherent channel I and Q video and log power pass into the FTWRP through
the INPUT SYNCHRONIZER and its associated I0C which distritutes data among
the processing CEs. Following processing, the output data is collected by
<nother I0C and passed through the OUTPUT SYNCHRONT7+rR to nther equipment
for recording or display. Section 4 presents detaiisd descriptions of each
of the major hardware components of the FTWRP swstienm,

2.5 FTWRF Software

The FTWRP software consists of three major parts: 1) the operating
system (DOS-0 and D0S-1), 2) the FTWRP command processor {Intecolor-resident),
and 3) the signal processing user programs (CE-resident).

2.5.1 Operating System Software

As stated above, the signal/data processor operating system is a two-
level, distributed operating system (DOS) responsible for managing the oper-
ation of all elements within the system. The two levels of DOS correspond to
the individual element (CE) level (D0OS-0) and to the system level (DO0S-1).
Programs executing in a CE are referred to as tasks and are identified to all
elements of the system by virtual address. All non-CE components also possess
a virtual address to permit a uniform mechanism for communications. Tasks
form the computational resource for system execution of signal processing
functions. The two levels of DOS are concerned with managing the execution
of tasks within each CE (D0S-0) and with the assignment and fault monitoring
of tasks to available CEs (D0S-1).

2.5.2 FTWRP Command Processor

The Intecolor serves as the manual control panel for the FTWRP, by
which various system .arumeters are communicated to the applications software,
The specific nature of these parameters is dependent on the application, and
is therefore described further in Sections 2.5.3 and 3.2.

21

e i TSt k3T RN O S o MR P 0 7




In addition, the Intecolor software is responsible for reporting
FTWRP system status to the operator. This status includes the socket address
of each active element, its card type (CE, CM, or I0C), its current virtual
address, and status. The Intecolor itself appears in the status display as
a CE with socket address 0 and virtual address 77 (octal).

2.5.3 Signal Processing Application Programs

Two applications of FTWRP are available: one for the traditional radar
pulse sequence and another for a special "dual wavelength" sequence developed
by AFGL for range ambiguity resolution.

2.5.3.1 Continuous Pulse Sequence

In Figure 2-4, a processing flow diagram for the continuous pulse
sequence is presented. In a traditional hardwired signal processor such as
the existing PPP, this diagram would also represent the actual hardware. In
the programmable distributed Digital Fault Tolerant Signal Processor, however,
the hardware organization bears no resemblance to processing flow. Each of
the processing CEs receives the same program but uses different segments of
the range-addressed look-up tables. Each CE independently processes its
assigned group of contiguous range cells. Prior to Range Integration, a
small number of edge-cells is exchanged among CEs. The IS and input I0C
distribute data among CEs and the QS and output IQC collect data upon com-
pletion of processing.

Extensive use is made of the 16K-word memory in each CE; in Figure 2-4,
the buffers required for each processing function are sized in terms of the
number of range cells processed (Nrc) for all CEs. A total of 14 Nrc = 14,336
words is needed for Nrc = 1024, but since this memory is divided among five
Cks, only about 25% of the available user memory area is filled.

The required signal processing macroinstructions, which were custom-
developed for FTWRP (except READ and SREADR) are indicated in Figure 2-4
along with their associated processing functions. Functions to the LEFT of
the dashed line ("pulse-level" processing) are especially time-critical
since they are performed following each radar pulse. For this reason, RACC
and RACOR received special attention in terms of optimization of execution

22
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time. Instructions READ, RACORI and SREADR are used only following the first
pulse since they eliminate all past history from the accumulators.

The SCALE instruction normalizes accumulator contents with respect to
the selected number of pulses integrated and transfers their contents to
other buffer areas. This process is analogous to the "dump" operation in
the hardware PPP which transfers information into holding loops. The re- -
maining operations, also performed only once per dwell ("dwell-level" pro-
cessing) are executed using various combinations of minicomputer and signal
processing instructions. The most noteworthy of these is CVEC, which computes
the inverse tangent of the autocorrelation function for each range cell.
Though not needed for the specified outputs, CVEC also computes magnitude
which might be useful if, for example, it is decided to add a width output
alternative as a later refinement.

The user programs run in a two-level interrupt scheme, While dwell-
level processing is being executed, incoming messages are examined by D0S-0
in each CE. 1f the message is from D0S-1, then DOS-0 takes control and
responds accordingly. For example, D0S-1 may wish to sense the status of
the CE. If, on the other hand, the message is from the Input I0C, then it
must be radar data so D0S-0 immediately relinquishes control to the pulse-level
user program which runs in a privileged mode and cannot accept other messages
since processing is done from the CE's receive buffer. When the buffer's
contents have all been processed, control returns to the dwell-level where
execution resumes. Another possible input message is the result of another
CE transmitting a small number of range cells for range integration. In this
case, D0S-0 returns control back to the dwell-level which can then complete
all processing for that dwell.

2.5.3.2 Dual Wavelength Sequence Application

In a new dual-wavelength scheme being planned for impiementation by
AFGL (see Figure 2-5), pulses at frequency F1 are transmitted at a uniform
PRF while pulses at F2 are transmitted at PRF/4. In the Dual-Wavelength
user program returns from F1 are pulse-pair processed to provide unabmiguous
velocity coverage of tPRF/2, while F2 pulses (from a separate receiver channel)

24




apoy yibuajaaem jeng uoy weuberq mo[4 Buissadoud

—— ol kv

_ | -

- 444 —
AW aRaNaWa N aVa e A

[TTTTTTTT54

"G-g 34nbiy

*sded ut pue paur(IapuUn UMOYS IIe PIsNn .

suomnyonajsut yeaadp 10 Furssasoag reudig -7

>IN s¢ = 1m0y

Zu passadoad sy1a>-a8ues Jo zaquuny jo
gWIa) UT UMOYyQ sjuawaxinbay Asowapy -y

ILTATIENY

‘SALON
Keyap | Javaus
g0SA e _ IYOoOVvY 32
\{
INITS INITH | Joovy N
To] Tn_ 5TAS  TTVOS 2
-0> by .l| .- \~ A 1
i TT 1R - g KB ¥
uea s ..Mm S Terpey ()9 _ 2INT X —. I
_.m. _ = 2a1eW uuZm _ : oaprp
e -304 fe -2 Surgeadoag Iteg-28[ng rauueyn
ucuxw.a. N [euueyn PN | -uai13yon '3
_m_ ;ojuer juarayon
et =3 X . _
o m NG of} _
= Z ]
mﬂ-o_ .n...o ITIAANA T&Cﬁh thv —
_-n m >.;.,,n<.0mum ﬁ Folia _ avay
e nrfiquuy un: aMNSuE ToN
H H aduvy af8uey _ 2ovH
Mu . T L — y « 7
g _ | \H/ NELIN] _ |
-— —— - ; Z —— -
Toq 1 - _ &) s _ >Ny b—- amg BoTYy
57 i ~trpegas aava
h../.m CTOHS3YHL — Cﬁaudhwn.uﬂﬁ

L2 TN Lo B2 Kb R |
. .. -

2




are block-integrated to provide four times the unambiguous range coverage
for refleclivity. Range Ambiguity Resolver and Coherent Channel formatter
software then unscrambles the range-ambiguous F1 doppler data based on F2
reflectivity information. Written using the minicomputer instruction set
for maximum user flexibility, these functions use log power (reflectivity)
data which is unambiguous over four times the range of the coherent data to
format velocity and shear into an apparently unambiguous range extent. Since
this process results in far more range cells than the Encoder can handle, a
B:1 block range integration is performed prior to output. Normally B is
chosen as 4, but other possibilities allow finer resolution with non-
standard range-cell scaling. Additionally, sliding window range integration
can be performed if desired, just as in the continuous pulse case.
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3. FTWRP SYSTEM USAGE
The following sections describe the use of the FTWRP system and the

command interpreter.

Section 3.1 deals with system startup, and gives a step-

by-step instruction outline on how to bring up the system from a powered-down

state.
formats.

3.1

Section 3.Z describes the command interpreter and required command

System power-down is discussed in detail in the last section.

FTWRP System Startup

To bring the system up from a cold start, follow the simple

instructions bhelow:

1.
2.
3.

9.
10,
11.
12.

Turn on the Intecolor (switch located in rear of terminal).
Turn on FTWRP power,

Reset all cards by setting RESET switches on front panel of
FTWRP to down position and then returning them to their
normal (up) position,

Turn on power to Pulse-Pair Processor and PPP encoder/
decoder.

Turn on power to Scan Converter,

Insert diskette labelled "FTWRP" in drive 0 (lower drive) on
the Intecolor.

Insert diskete labelled “FTWRPAGES" in drive 1 (upper
drive) of the Intecolor.

Type (ESCAPE) P,

Type
Type
Type
Type

{ESCAPE) D,

RUN 1IDOSO (RETURN).

in commands as desired (see Section 3.2).
PPP to begin processing.

The Intecolor should beqin accessing the drive 1 diskette repeatedly as

the Common Elements request pages to load the applications software. Approxi-
mately 16 pages per CE will be loaded before the system will actually begin to
perform the task.
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3.2 INOS-1 FTWRP Command Interpreter
The interpreter has a self-contained command parser and built-in error

checking to provide a simple user interface. This section describes each of
the commands currently supported, and qives specific format requirements.

After each command is a parameter list--required parameters are
enclosed in square hrackets '[' and ']'. Optional parameters are enclosed
in parentheses '(' and ')'. Default values for optional parameters are
giver. in the description that accompanies each command.

Parameters enclosed by curly brackets ‘{' and '}' denote that exactly
one of the values listed must be included.

Each command must be followed by at least one space. Commands are
truncated to 5 characters, and all following characters are ignared.

Parameters are separated by either a comma ',' or by one or more spaces
'

. Number parameters may be in octal, hex, or decimal, and bases may he
interchanged within commands. Numbhers of different bases are entered as

follows:
NECIMAL NUMBER EXAMPLE: 678
-429
OCTAL ' NUMBER EXAMPLE: '357
‘0103
HEXADEC IMAL H NUMBER EXAMPLE: HA94E

In addition, some parameters require floating point format for entry,.
Floating point numbers must be in decimal, and are of the form
XXXXXX.YY

where XXXXXX 1s any number from -32768 to +32767
and
YY is any one or two digit number up to 99. Leading and trailing zeros need
not be included., I+ the fractional part is zero, the decimal point need not
he included.

29




EXAMPLES:
34,67
-45,1
109

The command descriptions are qgiven in Table 3-1.

3.2.1 FTWRP Parameters

System parameters are entered using the SET command (see Table 3-1).
The various parameters and their possihle values are listed in Table 3-2,
Some parameter values are affected by others, and there are limitations on
the combinations of values. For example, the default scale constant (SCL)
is determined by the current setting of the number of pulses inteqrated (NSI)
according to Table 3-3.

If the shear flag (SHR) is set to RADIAL, the SHRLUT parameter, which
is useful only to tangential shear computation, is ignored. Also, many
parameters are used only during range amhiquity resolution, which is not
performed except in the Dual-Wavelength application. These include BLW,
PRETHR, and ZTH.

Finally, there are Timitations on the combination of values for the
number of range cells per pulse (NRC), the range cell size (TP), and the number
of pulses integrated (NSI). Table 3-4 lists these in detail.
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Table 3-1. FTWRP Command Description

COMMAND
RES [VA]

DIR (DRIVE#)

SAV [FILENAME](.EXT)(;VR)( MEMSPEC)

LOA [FILENAMEJ(.EXT)(;VR){ MEMSPEC)

RADIX OCTAL, HEX

CY8 (BAUD)
BAUD:
0-7 = 300 baud
8 = 1200 baud
16 = 2400 baud
' 32 = 4800 baud
64 = 9600 baud
ERA
31
= - e AR USRS -A YO

DESCRIPTION

Reset card with virtual
address VA

Display directory of disk
drive DRIVE#. Default
drive is MD1:

Save a file onto disk
with name 'FILENAME.EXT;VR'

If the memory spec is not
included, page 0 will be
saved as 'FILENAME' onto
drive MD1:

Same as save command, except
file will be retrieved from
disk and placed in specified
area of memory. Default
memory spec is page 0

Sets the radix for output
to the specified value.

Sets the baud rate as speci-
fied in BAUD, then calls

the utility routine CYBER
which interfaces the In-
tecolor

to a modem connected to
the RS-232 port.

Control is regained when
the DELETE key is de-
pressed

The default baud rate is
300 baud.

Erase the Intecolor Display




INI

TSK [VA], [TSKID]

ST (VA], [NEWVA](,STARTADDR)

CLR

PRINT ON,OFF

DSPP [PAGENUMBER]

DSPM [VA]L, STARTADDR]( ,ENDADDR)

32

Initializes the IDOS-1
tables (PGMAP, SYSTBL, etc)
and returns 1D0S-1 to the
initialization state

Load task into CE with
address

VA. ‘'TSKID' is used to
compute the Load Map Page
number,

Start CE executing task
under address 'NEWVA' and
the specified start add-
ress.

If start address is omit-
ted, the address in the
task prologue will be used.

Clear the Intecolor display,
then repaint the system
status on the screen,

This turns on the Integral
Data Systems printer hand-
ler and causes all output
to the screen to be printed
This handler may not work
for all printers.

Displays the desired page
in octal or hex format,
depending on the current
radix

Displays the contents of

CE memory, starting at
STARTADDR and ending at
ENDADDR. If ENDADDR is
omitted, 240 words will be
displayed. In any case,

no more than 240 words wil]
displayed.




MODP [PAGENUMRER],[ANDR1=DATA1](,DATA2)(,DATA3)...(ANDR2=DATAL)(,DATA2).

Modifies the desired page
by replacing the current
contents at ADDR1l,etc with
DATAl,etc. Consecutive
addresses need not bhe ex-
plicitly entered. 1If page
0, 1, or 2 are modified,
only the RAM-resident ver-
sions are modified. Other-
wise, the new copy is
written to disk, and the
old copy is destroyed,

MODM [VA],[ADDR1=DATA1](,DATA2)...(ADDR2=DATA1)(,DATAZ)...

Same as MODP except des-
tination is the specified
memory address in CE with
virtual address VA.

MSG [DESTVA],[SRCVAJ(,MSGCONE) ( ,WORDCT) Sends the contents of
page 0 to DESTVA, creates
a header word with SRCVA
as the source address and
message code MSGCODE,
Exactly WORDCT words will
be sent (not including the
header or wordcount words)
If WORDCT is omitted, 240
words are transmitted.

SVA [VA] Changes the virtual ad-
dress of the Intecolor to
VA,

BUS {A,B,ALT} Selects the bus over which

all subsequent transmis-
sions will be sent. ALT
signifies that busses will
alternated.




CMR

CMW

SCH

CON

TRA

TSP

TRS

STO

[VA],[PAGENUMRER]

[VA],[PAGENUMBER]

[TSKNO],[VA]

[VA}

PVATLON, O f

[VA]

[VA]

34

Sends a CM read request

to VA, for page PAGENUMBER.
The result, when it is
received, will be displayed
on the screen.

Sends a CM write request

to VA to write the contents
of paqge 0 as page
PAGFNUMBER,

Fnters the tase ia TSKNO
onio The 1305-%7 task quen:,
cad VA onto the virtual

. dress quoue,

LS TNe coni L garal fon
LA O aY L Al aniageas

yr.

LafnS trace tegrure in

. at VA on or off. ftor
.his command to work prop-
ariy, trace interrupts must
rave already been enabled
in user task proloque,

Sends a suspend task com-
mand to the CE at VA.

Sends a resume task com-
mand to the CE at VA. The
CE must have previously
heen sent a suspend task
messaqge.

Saves the current task
queue and related variables
on drive MD1: as file 'TASK
S.001"




CTQ

ABORT

CONT

PPP

SET [PAR1=DATA1](,PAR2=DATA2)...
(PARn=DATAn)

Clears the task queue and
virtual address queue.

Aborts the pulse pair
processing tasks and returns
the system to the idle
state.

Restarts the Pulse-Pair
processing tasks after an
ABORT command.

Begins the System Startup
procedure that performs
Pulse-Pair processing,

Modifies the parameter
table as instructed in the
operands (see Table 3-2).
If the system is idle,
nothing else happens.
Otherwise, the modified
parameter list is sent to
each signal processing CE.

=




MNEMONIC

SHR

SHRLUT

NRC

NSI

SLW

SCL

BLW

Tahle 3-2,

'SET' PARAMETER MNEMONICS

DESCRIPTION

Shear flag: R
T
Tangential shear Look up table load map
page numher. Not applicable if shear
flag = Radial.
Number of Range Cells Processed:
256
512
768
1024
Number of Pulses Integrated:
16
32
64
128
256
Sliding Window Integration window size:
0- 16
Scale constant (if different from default):
1 - 256
Block Integration window size (for dual
wavelength only):
1
2
4

#

Radial shear processing

L]

Tangential shear

36
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MNEMONIC

PRETHR

ZTH

RNORM

™

STPOLL

SPRROT

I0C

CE

STPMAX

NDEGRAD

LoarPa A

Table 3-2.

‘SET' Parameter Mnemonics (con't)

DESCRIPTION

Pre Ranqge Amhiquity Resolution Reflectivity

Threshold (dual wavelength only):
0 - 100

Post Range Ambiguity Resolution Reflectivity

Threshold (dual wavelength only):

0 - 100
Range Normalization processing:
ON
OFF
Range Cell size (in microseconds):
1
2
Status polling frequency (in seconds):
1 - 255

Spare Rotation parameters (2):
ON, frequency {(in seconds, 1 - 2
55)
OFF
Number of 10Cs required for processing:
n-2
Number of CEs required for processing:
0-5
Number of unanswered status polls allowed
before reconfiquration is invoked:
1 - 255
System Degradation flag:
ON (system will degrade)
OFF (system will do nothing)

KY)

P




Tahle 3-3. Scale Constant Default Determination

NSI SCL (Default)
32 8
64 4
128 2
256 1

38

2 2




Tahle 3-4, System Limitations on NRC, TP, and NSI,

(*x' denotes illegal combinations)

| l | NRC |
| | NSI | 256 | 512 | 768 | 1024 |

| P32 x 1 x 1o x - |
| ™= 1 6 | X | x | ? | - |
| 1 usec | 128 | X | X | - | - |
l I 256 | x | x | - | - |
[ f 32 - 1 - 1 - 1 - !
[ =] 6 (| - | - | - | - l
| 2usec | 128 | - | - | - | - | |
| | 256 | - | - | - | - I

--------------------------------------------------

See Appendix D

3.3. FTWRP System Shutdown
To shut the FTWRP system down, follow the steps bhelow:

1. Type ARORT (RETURN) to stop the signal processinqg tasks.

2. Hit the CPU RESET key on the Intecolor keyboard,

3. Turn off power to Intecolor, SCRM, PPP, PPP encoder/decoder,
and FTWRP (in any order).
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4. DETAILED HARDWARE DESCRIPTION

4.1 Common Element

4.1.1 General Description

The Common Element (CE) is a complete microprogrammed 16-bit computer
on a card, including I/0 ports, memory, ALU and control sequencer, Figure 4-1
is a block diagram of the CE. The CE instruction set is a superset of the )
Raytheon RP-16 microcomputer instruction set with signal processing macro
instructions; e.g., complex matrix multiply, CVEC etc. Several hardware
features have been incorporated in the CE to permit 32 or more elements to
operate on common busses and to make software independent of hardware assign-
ments. This section discusses the CE in general, and gives an Equipment
Specification of the Mark I CE.

Two I/0 ports connect to identical 16-bit bi-directional busses which
provide redundant paths for macro-program loading into CEs and for communi-
cation of data both among CEs and with other memory or !/0 units connected
to the busses. The control lines are used for bus control and arbitration.
Bus data rates are dependent on many physical parameters, such as the distance
between source and destination. However, the average data rate is aporoxi-
mately four 16-bit words per microsecond (4 miilion words/sec).

The Random Access Memory, used for storage of data and macroprograms,
has dimensions of 16K words by 16 bits, Although it is dynamic MOS memory
and requires refresh, this requirement is made transparent to macroprograms
by inclusion of an address multiplexer and refresh timer which ensure
adequate refresh through a micro-coded routine. A basic read or write RAM
cycle requires two micro cycles, but for access to sequential addresses
within 128 word "pages", only one micro cycle is required.

The structure of the Arithmetic Unit has been optimized for signal
processing operations such as complex matrix multiplication, convolution,
Fast-Fourier Transform, etc. The ALU is a Schottky-bipolar bit slice unit
which can implement typical minicomputer operations such as addition,
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logical functions, shifts, and sequential multiply or divide. The ALU also
produces an address for the RAM by performing arithmetic operations on
internal registers so that various addressing modes can be accomplished.
Most operations can be performed in one micro cycle; in fact, many compound
operations such as simultaneous address and data computations are possible.
Multiplication and division, however, require about one micro cycle per bit,
For this reason, a high-speed parallel multiplier which can perform a 16 x 16
signed two's complement multiply in just one micro cycle was added. The
256-word cache memory serves as a high-speed register file for storage of
intermediate results of data processing algorithms. Read or write accesses
can be done in one micro cycle with se -uential Tocations accessed by an
address generator under micro-program control.

4,1.2 Specification - Common Element Mark I (Part No. 977725)
4.1.2.1 Description

The CE is a complete microprogrammed processor on a card, having ALU,
memory, dual I/0 circuitry, and a control sequencer. The CE is designed
to function as one of many programmable elements including spares collectively
communicating via dual-independent high-speed data busses to form a fault-
tolerant signal processor wherein the failure of one bus or any CE can be
tolerated. The CE is optimized for high-speed signal processing by virtue
of its architecture which includes a hardware multiplier so that multiply/add
operations can be accomplished in one microcycle,

4.1.2.2 Specification Summary

4.1.2.2.1 Memory -

0 RAM for program and data storage: 16,384 16-bit words
0 RAM for register sets and file: 256 " "
0 RAM for input buffer: 256 " "
0 RAM for output buffer: 256 " "
0 ROM for DOS-0 4,096 " "
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0 ROM for Microcode: 2,048 80-bit "
0 ROM for Instruction Decode 1,024 16-bit "
4.1.2.2.2 ALU-

o 16-bit 2's complement arithmetic

0 2 working registers

0 2 memory address registers

o separate 16 x 16 hardware multiplier

0o 250 nsec maximum cycle time

4.1.2.2.3 1/0 -

0

o O O O o o

=

Two independent asynchronous parallel ports, each with distributed
bus-arbitration logic

16-bit width plus one parity bit

Message blocks up to 256 words long

Header string for message routing and identification
Four MHz typical bus data rate

Up to 32 elements per bus

Built-in control line timing and sequence monitoring

.2.2.4 Software -

ROM-resident element-level distributed operating system DOS-0 which
coordinates CE operation and handles allocation of CE resources, 1/0,
and fault monitoring

30 mini-computer instructions; e.g., ADD
24 operate instructions used by DOS; e.g., WRITE

12 powerful signal processing instructions; e.g., RACOR which computes
autocorrelation for many range cells and is the heart of the Pulse
Pair Processing algorithm

Eight sets of eight general-purpose registers

.2.2.5 General -

Construction: w’re-wrap, plug-in, dual-inline 0 to 70% ¢ Integrated
Circuits

Size: 16.3125 x 13.8125 (including connector) x 1.5 inches
Power Requirements:
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Typ. Max.
+ 15V + 5% 1A .6A
- 15V + 5% .025A .04A
+6.3V + 5% 15A 20A

0o Built-in power controlier monitors and regulates voltages, provides
proper sequencing at turn-on, allows addition of redundant power sources,
and allows faulty CEs to be powered-down.

4.1.3 Detailed Hardware Description

The following sections describe the Common Element hardware and
timing in more detail. The discussions emphasize SiXx major units of the CE;
I/0 transceiver, Arithmetic Unit, Control Sequencer Unit, RAM Interface Unit,
Timing Generator, and Power Controller,

4.1.3.1 Input/Output Tranceiver

The Bus Transceiver circuit of the Common Element (CE) is used by the
CE to transmit data to and receive data from other elements in its cluster
by means of either of two 16-bit wide open collector buses. Data is trans-
ferred in blocks of up to 256 words. Transmitting and receiving are under
control of independent control circuits. Since several transceivers may
attempt to use the bus at the same time, a system of arbitration is employed
to decide which transmitter will control the bus. Figure 4-2 1is a detailed
block diagram of the CE I/0 and Figures 4-3 and 4-4 are timing diagrams

showing the transmit and receive operations.
4,1,3.1.1 Inputs from CE

1. TOBUFOEC
0 Outputs receiver RAM to SYSBUS when low.
0 RAM address advances on pos, edge of CKO.
0 Must be high when receiver is idle.
2. TOSTATOEC
0 Outputs status to SYSBUS when low,
3. SEL BUS
o Selects bus according to state of SBO (H = B, L = A)
0 Clocks on pos. edge.
0 Must stay high when transmitter is triggered.

44

P Lt s S 8




117

weabeL] ¥20|g 43ALIISULU) SNG

"2~y aunbLy

€LLEC SSYM wOIOMIEIY
ANVINOD NOIHLAVE

AR L1 IR

o leaeb

et




9

Sutul] 49313twsuRd)  “g-p 34nbly

‘s
sl

I = B o

37 (PVNuLws vy
SIHL N DTYNG, DUV TBIV AMONS U OSPAra Wy ¥
b e L PR

A BG ShVELL I AR TRFNEVED IR VWY LINFe N E

OIWI DA TOWR

ANY AQ QF T T _wOT-SINNM ST QETORUNGT 2EANINY

OIFT DN L. ~SEa
ANV ATNORANOT - SPINT STY QI CRINGT BRI SNy, T

huan

B R I “na

FICI N uvEl Bav ) S~ .

S - B — ———— W g
A < I N T - - AT SR 1 )
- *—— —_ = =
! N3 Swer
(Famvaz ~o T T T T T o
_ Farvrl ) !
r— - -
- 2! " j' e [ - PR 1 &
- ) em———e——— e v p—— et e (o) — _
R I AR S _ | N R S A | -
¢4
—_d =
BT = O SPASLTEFWS L, oy L0 Rt
R IR e 7
- s
e e e - P U
-l sk - 2w - e T T o
—_— T TR Endial S - RS, JodS R
— = AL L
e - e [ S -
e — e -

- B e
4 EI [ - ——
- — i ' - - -
— -

-




(4]
BULWL] 4IALAIY g~y 3unbly
" (INIAFIDEY)
SIHL NO STVAYIS Tay NMOHS SHAOTRAYM ML TV “F
"D SN SO WBA TR
VO AILUIWSNVEL L AR TRAVAING'D TV AV LANMERLNT. 'S

O ONIAIFYTa
ANY AQ QETICBINDT ~gBNT SR TITOBLINCD BIARYA 2

' .l ) . ‘OTTD ONILAIWSNE L
3% N w ‘.I.F : J — : i om ANY AB QEIOBANOT -S3N N SNE I TIOBANGD WAL A HSNVa L ¥

~ : I Sion
B O R O e T S T e RS
E »l

[ m.-m.«%; sn H«ﬂ aSnesis
OB - - L

= = : == : I, Tmmn v e - L s eomm
‘l‘w,l_ll\lnlw R e o . T = | Biwis on
.",_"(",lilf‘ L e ! Jrnoﬁb.m
vlll_lr,l{l'||u ot T e r' - j Laseen

3 2w

T
T T T T e e : q,, — _— _— LKk
T e e — ST I T T T T T T s e ———— LTI T o
' | b f T T T T oo
——— ——— T —_ e 1 —_—
= am ~ - - —— - — — e

r. e |‘IL ST

age N _— g {mT NEnm uglaman 3, Tem-
i — R I S o
—— T T vz
T T T T R TN

e _ T o - B | vons

DR W

s WS e Sk b




]

4. TXRST
0 Resets receiver to idle from any state when low.
o Block size high when receiver is idle.
6. LIOADR
0o Loads CE address from SYSBUS on pos. edge.
0 New address will be used immediately by receiver,

o Transmitter will use newly loaded address on first TST after
loading,
o Do not load new address while transmitter is triggered.
o This address does not effect the data block header word.
7. TST
0 Starts transmit sequence when low,
o Uses latest loaded address for arbitration,
0 May be used to reattempt transmission of a block previously
Toaded into transmitter RAM if no TXRST is given.
8. TRBULD
0o Loads one word per CKO cycle from SYSBUS to transmitter RAM when

low,
o Loading does not have to be continuous,
0 Load only when transmitter is idle.

4.1.3.1.2 Arbitration

Each transceiver has a 6-bit address loaded from the SYSBUS into
a register on command of the CE. The address is divided into two 3-bit groups
(MSB and LSB), each of which goes to a one-of-8 decoder to produce the 16-bit
arbitration code. When the bus becomes unoccupied, one or more previously-
triggered transmitters may occupy the bus simultaneously, each pulling a
pair of data lines low according to its arbitration code. The code seen on
the bus is the wired-OR of all the codes occupying the bus. The presence
of two or more transmitters on the bus necessarily implies that more than
two lines are pulled low. The presence of higher priority transmitters on
the bus causes lower priority transmitters to drop off. When a transmitter
sees that the only others on the bus are lower priority, it waits for them
to drop off. When its two bits are the only ones pulled low, it has won the
arbitration and proceeds to transmit its data block.
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4.1,3,1.3 Destination decoding

After winning arbitration, the transmitting element outputs the first
RAM word to the bus and pulls the READY control line low. The first word
is a block-identifying header which includes the six-bit card address of the
element which is to receive the block. At the time of the first negative-
going edge of READY in the transmit cycle, every element in the cluster
strobes the output of its destination decoder to see if the six destination
bits of the header match its card address bits.

4.1.3.1.4 Data transfer

The receiver which is the intended destination of the block may respond
in either of two ways. If it already has a data block in its RAM which has
not been serviced by its CE, it sets BUSY and ACK low. If its receiving
RAM has been released by its CE, it leaves BUSY high, clocks in the header
and sets ACK low. Transmitter and receiver proceed to transfer the data
block. The transmitter indicates the presence on the bus of the next valid
data word by the falling edge of READY and the receiver acknowledges receipt
of the word by the falling edge of ACK.

To determine when the transfer is complete, the transmitter compares
the RAM address with the output of a counter which counted the number of
write pulses during the last RAM loading period.

4.1.3.1.5 Parity

The transmitter generates odd parity on the data, and the receiver
checks this parity bit against the received word. For an er-or on any
word except the header, the receiver sets BUSY low at the time of the fail-
ing edge of ACK. Once a parity error has been received, the receiver latches
BUSY low for the remainder of the transfer. A properly operating transmitter
immediately terminates the transfer.

4,1.3.1.6 Transmitt: - controller outputs
1. AX - Parity generator output gate, A bus (L)
2. BX - Parity generator output gate, B bus (L)
3. A BUS ENBL - A bus data transmitter enable (L)
4. B BUS ENBL - B bus data transmitter enable (L)
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CODE OE - Arbitration code output enable to T register (L)
DATA OE - RAM output enable to parity gen, (T) register (L)
TENBL - Bus transmitter enable: Ready, Occupied, Parity (L)
TREGGK - Clock for T register (POS EDGE)

TCCK - RAM address counter clock (POS EDGE)

10. TCRST - RAM address counter direct reset (L)

11. TCLOAD - RAM address counter synchronous load (L)

12. ARB ENBL - Arbitration decoder enable, MSB's (H)

13. IOINT - Interrupt to CE (H)

14. ST1 thru ST4 - Transmitter state (LOW TRUE).

WO 0 ~N O O

4.1.3.1.7 Receiver controller outputs

RCCK - RAM address counter clock (POS EDGE)
RCRST - RAM address counter direct reset (L)
REOBCK ~ Block size register clock (POS EDGE)
R WRITE - RAM write enable (L)

§f§, 5?3,'5?7 - Receiver state

ICA - A register output enable to RAM (L)

ICB - B register output enable to RAM (L)

A REG CK - A register clock (POS EDGE)

B REG CK - B register clock (POS EDGE)

O 00 N O Ot & W N

4,1.3.1.8 Status word

The transceiver outputs a 16-bit status word to the SYSBUS on command
of the CE. Included in the status are the transmitter state, receiver state,
last transmit bus, and the length of the last received block. Tables 4-1
through 4-4 are truth tables for the word.

4,1.3.1.9 Receiver states

Idle

No data waiting in RAM
May be receiving
Do not reset receiver when it is in this state

Parity Error A

Parity error has occurred during reception on bus A
Sender is still occupying bus
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STLIUS TRUTH TABLES
(At SYSBUS)

Table 4.7 TRANSMITTER STATE

SB4 SB3 SB2 SB1 STATE
H H B H TRIGGERED
H H L H BUS BUSY*
H L i H ARB FAULT*
H L L H FEPLY FAULT*
L H I H REC BUSY*
L H L H PARITY ERROR*
L L H H TIME FAULT*
L L L H DONE*
L L L L IDLE

* (interrupt)

No other states of SBl thru SB4 occur

Table 4-2 LAST TRANSMIT BUS

SBY BUS
L A
H B

Table 4.3 RECEIVER STATE

sB? SBé SB3 STATE
H L L IDLE
H H L PARITY ERFOR A
H L H PARITY ERROR B
L i L FAULT A*
L L H FAULT B*
L L L FULL*

*In
No other states of SBS - SB7 oocur

Table 4-4 BLOCK LENGTH

SB15 SBl14 SB13 SB12 SBl1_SB10 SB9 SBS LENGHH

HEADER ONLY
HEADER & ONE WORD
HEADER & T¥O WINDRDS

oot
To o b
moo
To ottt

co bt
Zoo Y
mo o Mt
Zoottxt™

-

HEADER & 255 WORDS
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4.1.3.

Parity Error B

Parity error has occurred during reception on bus B

Sender is still on bus
Fault A

Incompliete block received on A
Parity error or time elapsed

Fault B

Incomplete block received on B
Parity error or time elapsed

Full

Data block received without error

Read onto SYS BUS any time before next RXRST
1.10 Transmitter states

Triggered

Sending or waiting to send

Will proceed to an interrupt state
TST has been received

May be reset from this state directly

Bus Busy

Unable to get bus and win arbitration in required time

ARB Fault
Too much time taken in arbitration
Reply Fault

No reply from receiver
May mean parity error on header

Rec Busy

Receiver answered "BUSY"
Parity Error

Transmission incomplete due to parity error
Time Fault

Transmission incomplete
Transmission took too much time
Receiver did reply to header

Done

Transmission completed
Must get RXRST to go to "IDLE"
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Idle

Must get TXRST to get to this state

Load transmitter buffer only when transmitter is in this state
Counts block length: #Words written between TXRST and next TST
Goes to "TRIGGERED" on receipt of TST

4,1.3.2 Arithmetic Unit

The CE Arithmetic Unit (see block diagram Figure 4-5) consists of
the ALU, the Multiplier, Program Status word, and Register File. The
following subsections discuss each of these in detail.

4.1.3.2.1 Arithmetic Logic Unit (ALU)

The ALU used by the Common Element is the Texas Instrument SN745481
4-bit slice, shown functionally in Figure 4-6. The 'S481 contains many
features relevent to the CE architecture, most notably four internal special
purpose registers and four major data ports. The working register (WR) and
extended working register (XWR) can be used separately or concatenated to form
a single double length accumulator. The memory counter(MC) and program
counter (PC) registers represent independent memory address generators with
separate increment-by-one and increment-by-two controls. The I/0 ports of
the ALU chips include two data input ports, Al and BI/0 (which doubles as
an output port), a general purpose data out port (DOP) and an independent
address-out port (AOP), permitting memory addressing without tying up the
entire ALU. The many capabilities of the 'S481 are discussed in detail in
Reference 4-1.

4.1.3.2.2 Multiplier

The on-board multiplier in the CE is a TRW MPY16AJ 16 x 16 multiplier
array, contained in a large, 64-pin dual-inline-package. The MPY16AJ per-
forms a 16-bit two's complement fractional multiply in about 200 ns. It is
connected to the ALU in such a menner so as to permit a single cycle accumu-
lated multiply.

4.1.3.2.3 Register file

The Common Element Arithmetic Unit has a 256 x 16 RAM with a single-
cycle access capability., The first 64 locations are reserved for eight
sets of eight general-purpose registers used by the data processing
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Texas Instruments 745431 Functional

-6,

Figure 4

Block Diagram
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instruction set. The second 64 locations are reserved for internal book-
keeping in microcode, and the upper 128 locations are used as scratch-pad
RAM by the signal processing macro-instructions.

4.1.3.3 Control Sequencer Unit

The Control Sequencer Unit consists of the microprogram Sequencer, the
two mapping PROMs, the pipeline registers, and the condition code select
multiplexer. These are each described in the following subsections.

4,1.3.3.1 Microprogram Sequencer

The microprogram sequencer is an AMD Am2910 chip housed in a 40-pin
dual-inline package. The sequencer generates the next microprogram address

based on various states of the machine by using a powerful set of instructions,

It uses as inputs the condition code multiplexer output (as a method of
conditional execution), the D port input (to which various constants can be
input), and internal registers such as the microprogram counter (upc) and
register/counter (for loop counting). The AM2910 also has an on-chip micro-
program stack which supports up to 5 levels of subroutines in microcode.

4,1.3.3.2 Pipeline Registers

The output of the 2Kx80 microinstruction PROM is registered to increase
throughput. A1l 80 bits are registered on the rising edge of CKO for initial
pipelining. However, to effect the two-phase operation of the CE, all bits
which control hardware that is dependent on CK1 are re-registered at the
rising edge of CKl., Thus, two-phase operation is accomplished automatically.

4.1.3.3.3 Mapping PROMs

The CE contains two sets of 512 x 8 bit mapping PROMs. The first set
is used to vector to microcode routines which compute the effective memory
address implied in the various data processing address modes which the CE
supports. Once computed, the effective address is stored in the ALU memory
counter (MC) register for later use. The second mapping PROM is then used
to vector to the microroutines which actually execute the opcode as required.
The various instructions and addressing modes are treated in detail in
the CE Programmer's Handbook (Reference 4-2).
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4.1.3.4 RAM Interface Unit

The onboard memory consists of 16K words of dynamic RAM for user
program and data storage, plus 4K words of PROM for operating system use.
The dynamic RAMs (4116-2) have two possible addressing modes. A random
memory read or write requires the row address to be latched first and then
the column address. The high to low transition of the ROW ADDRESS STROBE
{RAS) latches the row address. The high to Tow transition of the COLUMN
ADDRESS STROBE (CAS) latches the column address. Page mode allows successive
memory operation at any column address locations of the same row. This
increases the speed by approximately a factor of 2 without an increase in
the operating power. The only limitation on read or write memory operations
that can be performed in page mode is the length of time the row address
is valid. After 10 micro-seconds the row address must be pre-charged (i.e.
after 10 us of page mode operations the next memory operation must be a
random access to strobe both the row and column address). The page mode
cycle is 170 nano-seconds minimum and the random access cycle in 375 nano-
seconds minimum. With tolerance for timing this makes the page mode cycle
equal to the CE cycle and the random access cycle equal to two CE cycles.
The decision to use page mode or random-access mode is made in hardware,
independently from microcode or software.

At the output of the RAM is a byte/word register which permits auto-
matic unpacking of bytes with either sign extension or zero-fill options.

A hardware timer interrupts the microcode approximately every 2 ms
for RAM refresh. The microcode then sequentially accesses all 128 row
addresses to fully refresh the entire RAM. This dynamic RAM refresh timer
also serves as the basic tick for the CE'suser clock used by software.

A memory protect circuit praevents writing into priveleged areas of
RAM without proper authorization. Priveleged areas of memory are the user
task prologue (see “¢.:ion 5.1.2.2), D0S-0 data memory, the unused locations
from 3FFF16, to F7FF16, and the PROM address space (F800-FFFF). An un-
authorized write to protected RAM is changed to a read operation and a
fault interrupt is generated.
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4.1.3.5 Timing Generator

The Timing Generator creates the master clock signals for the entire
board. The major input to the generator is the page-fault signal from the
RAM interface, which stops the clock temporarily while a long random access
operation takes place. The clock itself consists of two phases, CKO and
CK1 (see Figure 4-7 ). This effectively breaks the CPU cycle into four parts,

labeled Tl’ T2, T3 and T4.

The first part, Tl’ is used primarily for data setup on internal busses,
memory address decoding, microcode instruction decoding etc, and is approx-
imately 65-71 ns in duration. The ALU accepts its inputs and decodes its
instructions during T2, which is 50-55 ns long. T4 is constrained solely
by the register file write operation, and is 34-37 ns in duration. The third
part, T3, is used to ensure that all hold times and cycle time restraints
are met, and is 73-80 ns long. The CE cycle time is therefore specified as
222 ns minimum, and 243 typical. The average speed of the FTWRP Common
Elements is approximately 240 ns.

4.1.3.6 Power Controller

The Power Controller serves three major functions: 1) as an onboard
regulator, which takes the +6V and +15V power bus voltages and regulates
them down to +5V, +12V, and -5V required by the CE; 2) as a power sequencer,
which ensures that the CE voltages are applied in the proper order to avoid
blowing out any sensitive IC's (such as the RAMs); and 3) as the mechanism
by which the board is reset (master reset) or powered down by executive
command. The majority of the power controller is contained on the piggy-back
printed-circuit board mounted at the connector end of the card.

4.2 Input/Output Controller (10C)

The 10C module, block-diagrammed in Figure 4-8, serves as a message
center with routing, control and error-checking functions. Data enters as
word-serial packets at a rate of 4 x 106 16-bit words per second through
one of four ports. Each packet is loaded by the Receive Controller into
one of two RAMs. Processing such as header reordering for intercluster
transfers is performed by the Block Controller,
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Figure 4-8. IOC Module, Block Diagram
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and the data block is sent to its destination through another port by the
Transmit Controller.

The I0C implements intercluster and system I/0 block transfer through
redundant channels so that failures of single IOCs or entire busses can be
tolerated without loss of performance. The A and B ports are always con-
nected to the corresponding busses in the cluster where the I0C is resident,
thereby providing dual paths to all other elements in that cluster. In
multicluster systems, the C and D ports of an I0C in an executive cluster
conrect to A and/or B busses of two different slave clusters. In this way,
only N + 1 I0Cs in the executive cluster are needed for reconfiguration in
the event of failures of an IOC or of either of the A or B busses in N
slave clusters. The IOC'sC and D ports communicate with peripherals in a
direct mode; two four-bit select-code outputs (See Figure 4-8) are used to
select one of up to 16 peripheral devices. The Input Synchronizer and
Qutput Synchronizer are used as peripherals in FTWRP; each is connected
to the C-port of its IOC.

The Bus Interfaces include bus transceivers and input registers, as
well as header decoding, bus-access arbitration, and parity check logic as
discussed in Section 4.1.3.1.2.The four interfaces are essentially identical,
except that the C and D ports interpret certain message codes which could
only have come from an executive CE as invalid; executive messages are
only allowed to enter I0Cs through the A or B ports. The independent
receive and transmit controllers, implemented in high-speed logic, carry
out the arbitration, destination decoding, data transfer and parity checking
by interacting with the bus interfaces and control lines. Fast RAMs are
used as dual buffersfor simultaneous transmit and receive through separate
ports (or through the same port for test purposes). The IOC responds to
“status request" messages from the executive CE by formatting and sending
a "status return" message containing at lecast the following: 10C virtual
address, current mod= -f operation, selected port, and current bus selected.
Error conditions, such as invalid message codes received on C or D ports,
are also included in this message.
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The multiport architecture of the I0C uses a variety of tests on a
multitude of data paths and circuit elements in addition to the pervasive
parity checking to assess performance. Each port is directed to itself as
a destination through the various possible bus paths; for example, through the
C port of an executive cluster into a slave cluster's A bus, into an A port of
some spare device resident there, cut through that device's B port, into
the D port of another executive-cluster I0C, out through its A port and
back to the first I0C's A port. This checking, under control of the
executive, exercises and tests spare data paths in the system. The control-
ler in a spare I0OC is tested by commanding it to perform functional tests
such as accepting a message, modifying the contents in some unique way and
then returning the result to the executive for verification.

The I0C block controller, block-diagrammed in Figure 4-9 contains the
microprocessor controlier for generating the control signals for the high-
speed receiver controller and transmit controller. The block controller
contains a Signetics 8x300 bipolar Schottky microprocessor which executes
16 bit instructions in 250 nanoseconds.

Data handiing and 1/0 device addressing are accomplished via the
8-bit interface vector (IV) bus. The IV bus is supported by four control
lines and the 8X300-generated clock. The block controller contains fourteen
Signetics 8T32's which are 8-bit latched addressable bidirectional I/0 ports.
The microprocessor addresses the port. If the address matches the 8T32's
internally-programmed address, the port is enabled, allowing data transfer,
With these ports, 16-bit words are read from the I0C outgoing bus, and
16-bit words transferred to the incoming bus. Transmit interrupt, transmit
status, receive interrupt, and receiver status bits are sampled. Bus selects,
RAM clocks, register clocks, and device select signals are generated at the
outputs of the IV registers.

The I0C firmware is discussed in detail in Section 6.2.
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Figure 4-9, I0C Controller Block Diagram
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4.3 Terminal Interface Element

The Terminal Interface Element {TIE) is designed to interface an
intelligent terminal to the two 16-bit open collector data buses in the
fault-tolerant weather radar system. Use of this interface permits high-
speed asynchronous data transfers independent of the relatively slow, micro-
processor-based terminal. The TIE communicates with the intelligent terminal
via a 24-bit parallel 1/0 port, and with other elements via an extension of
the dual 16-bit data bus. The TIE is mounted on the back of the terminal
along with its own 5-volt power supply.

A block diagram of the TIE is shown in Figure 4-1Q. It consists of a
Common Element Bus Transceiver with some extra hardware to permit communica-
tion with the terminal. The majority of this extra logic is devoted to
interfacing the 16-bit buses of the I/0 transceiver to the 8-bit bi-
directional bus of the terminal. This is accomplished by placing four
8-bit tri-state registers on the 8-bit bus which alternately clock the
most-significant part (MSP) and the least-significant part (LSP). Control
of which part is loaded at each clock is performed by the LSP/MSP flip-flop,
which toggles each time a read or write is ended.

The TIE's transmit capability may be disabled by raising the ITENBL
line. This permits the TIE to listen on the bus and recognize messages
without responding with acknowledges. The purpose of this feature is to allow
the TIE to "eavesdrop" on the bus by taking another elements' virtual address
and listening to all messages sent to it. The eavesdrop capability has
never been tested, but should work in principle.

The overall operation of the TIE is best shown by describing each of
the inputs and control lines in the system. The outputs are discussed in
Section 4.3.1 and inputs in Section 4.3.2. Section 4.3.3 describes the
status byte of the TIE, and the possible transmitter and receiver states.

64

=




ITENE),

RXNINT

TXNINT
-

sk
LSFZJ%s

MSPDIS t

D@

i1}

ITXRS
IRXRS'T

1414

EESY

IIRBULD

D By |-
[OTENN

ISR

DATAO - 7

TSR

ToR

IRB-iOBU b

1L kAL

IRIQSTA )

-2

gt D [t

'SR

Pyuls:

Gon,

I

[SELBUS
—

[L10ADR

ITXST
[~

Figure 4-10.

S
>

AN YTV WURETE SRV

IXER!

Dual
Bus
Tran-
ceiver

16

A-UL

- J

Terminal Interface Element Block Diagram
65

ke




4.3.1 Outputs from TIE

4.3.1.

4.3.1.

4.3.1.

4.3.2
4.3.2.

4.3.2,

4.3.2.

1

0

LSP/MSP

When high, indicates next byte transferred is least-significant
part of 16- bit word.

Must be low at the beginning of each read or write between
terminal and TIE.

Reset by ITXRST and/or IRXRST.
RXINT
Signifies that the I/0 receiver requires service.

Generated upon completion of a received block or when a receiver
fault is recognized.

Reset by IRXRST.
TXINT
Signifies that the [/0 transmitter requires service,

Generated either upon completion of transmission or when a
transmitter fault is recugnized.

Reset by ITXRST.

Inputs to TIE

IRIOBUF

Outputs 8 bits of receiver RAM to data bus when high.

LSP/MSP determines which 8 bits are output.

When LSP/MSP is high, receiver RAM address advances on position.
Must be left low when receiver is idle.

IRIOSTAT

Outputs transceiver status to data bus when high.

ISELBUS

Selects)transmit bus according to state of DATAO (High = B,
Low = A).
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4.3.2.

4.3.¢.

4.3.2.

4.3.2.

4.3.2.

Must stay low when transmitter is triggered.

Clocks on negative edge.

ITXRST

Resets transmitter to idle from any state when high.
Resets LSP/MSP.

Clears TXINT.

IRXRST

Resets receiver to idle from any state when high.
Resets LSP/MSP.

Clears RXINT.

Must stay low when receiver is idle.

ILIOADR

Loads new virtual address from data bus on negative edge.

New address will be used immediately by receiver.

Transmitter will use new address on first ITXST after loading.

Must stay low while transmitter is triggered,
Does not affect the data block header word.
ITXST

Starts transmit sequence when high.

Uses latest loaded virtual address.

May be used to reattempt transmission of a block previously
loaded into transmitter FAM if no ITXRST has been given,

ITRBULD

Loads one 8-bit byte from data bus into transmit register when

high.
LSP/MSP determines which byte is loaded.

When LSP/MSP is high, negative edge of ITRBULD clocks data into

transmit RAM.
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0 Load only when transmitter is idle.
4,3.2.9 MSPDIS

o Disables loading or reading of most-significant byte from data
bus.

o LSP/MSP is set high.

o LSP/MSP does not toggle when ITRBULD or IRDIOBUF are high.
4.3.2.10 ILRADR

o Loads contents of data bus into receiver RAM address counter.
4.3.3 Transceiver Status Word

The transceiver outputs an 8-bit status word to the data bus whenever
IRIOSTAT is raised. Included in this word are the transmitter state, receiver
state, and last transmit bus. Tables 4-5 through 4-7 list the various
possible states. Bit 0 gives the transmit bus, where a logic 0O denotes bus
A, and a 1 denotes bus B. Bits 4 through 1 contain the transmit status,
and bits 7 through 5 contain the receiver status. The various states of the
receiver and transmitter are described in the next sections.

4.3.3.1 Receiver States
4.3.3.1.1 Idle

o No data waiting in RAM,

0 May be receiving.

o Do not reset receiver when it is in this state.
4,3.3.1,2 Parity Error A

0o Parity error has occurred during reception on bus A.

Sender is still on bus.

(=}

4,3.3.1.3 Parity Error B

(=]

Parity error has occurred during reception on bus B.

Sender is still on bus.

(=}
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Table 4-5. Receiver State

DATA7 DATAG DATAS STATE
H L L Idle
H H L Parity Error A
H L H Parity Error B
L H L Fault A*
L L H Fault B*
L L L Full*
No other states of DATAS through DATA7 occur.
*(interrupt)

Table 4-6. Last Transmit Bus

DATAQ BUS
L
H B

Table 4-7. Transmitter State

DATA4 DATA3 DATAZ DATA1 STATE
H H H H Triggered
H H L H Bus Busy*
H L H H ARB Fault*
H L L H Reply Fault*
L H H H REC Busy*
L H L H Parity Fault*
L L H H Time Fault*
L L L H Done*
L L L L Idle
No other states of DATA1l through DATA4 occur.
*(interrupt)
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4.3.3.1
) 0

0

.4 Fault A

Incomplete block received on A.

Parity error or time elapsed.

.1.5 Fault B

(]

Incomplete block received on B.

Parity error or time elapsed.

.1.6 Full

Data block received without error.
Read onto data bus any time before next IRXRST.
Transmitter States
.1 Triggered
Sending or waiting to send.
Will proceed to an interrupt state.
ITXST has been received.

Maybe reset from this state directly.

.3.2.2 Bus Busy

Unable to get bus and win arbitration in required time.

.2.3 Arbitration Fault

(=]

o

U D NN

Too much time taken in arbitration.

.2.4 Reply Fault

No reply from receiver.

May mean parity error on header.

.2.5 Receiver Busy

Receiver answered busy.

.2.6 Parity Error

Transmission incomplete due to parity error.
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4.3.3.2.7 Time Fault
o Transmission incomplete
o Transmission took too much time.
0 Receiver did reply to header.
4.3.3.2.8 Done
o Transmission completed.
0 Must get IRXRST to go to "idle".
4.3.3.2.9 Idle
0 Must get ITXRST to get to this state.
0 Load transmitter buffer only when transmitter is in this state.

o Counts block length: number of words written between ITXRST and
ITXST.

0o Goes to "triggered" on receipt of ITXST. '

4.4 Input Synchronizer

The Input Synchronizer (IS), which resides in slot T13 of the Pulse
Pair Processor (PPP), receives digital video data from the Pulse Pair
Processor A/D converters and sends it in block format to the input I10C for
distribution to the CE's. Processing in the FTWRP is distributed according
to range, as shown in Figure 4-11, where the total number of processing
CEs (n) is currently 5.

Since raflectivity and coherent-channel information must be processed
separately in each CE, they are treated separately by the IS; therefore,
for each range interval, two blocks of data (In-phase and Quadrature phase/
amplitude information, and refleciivity) are transmitted. The format for
the block is shown in Figure 4-12. The first word contains the current
radar pulse number (re:ded for processing CE synchronization), and block
number. The second word contains the following PPP control settings:
radar pulse width T_ or clock speed (2 bits) and number of range cells,
NRC’ (2 bits). The remaining words contain coherent channel I and Q data
(16 bits) or reflectivity data (8 bits). The NRC and Tp parameters are de-
fined in Table 4-8.
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The 10C resets the IS by activating Select Line 2 (SEL2). When SEL2

goes inactive, the IS waits for the next radar trigger pulse from the PPP

before accepting data from the A/Ds. The IOC can request either I & Q data

or reflectivity data by activating SELO or SEL1, respectively,

The timing diagram of Figure 4-13 shows an actual case of how re-
flectivity and I and Q blocks are handled. As Figure 4-13 indicates, the
I0C will input I and Q data, or "pulse pair" data (P) for the first range
interval, but allow reflectivity (power) data (Z) to stay in the synchronizer
Thereafter, the power and pulse data are

until the fifth range interval,
This built-in offset prevents bottlenecks

offset by four range intervals.
at the CEs, and permits processing to proceed more smoothly.

Radar Return Radar
Pulse Echoes Pulse
—
r— =\
L ' A1 . 5
T 1 1 T - 4

| «CE(n)» |« CE(1p| «CE(2P*| ... |<CE(n-1)»|«CE(np|«CEQ1)r|«CE(2)

Figure 4-11. Distribution of Processing in FTWRP
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WORD

0 BLOCK PULSE NUMBER
NUMBER MSB
L - SBL L 1 A L J I i
0 SPARE Tp NRC
| 1 1 1 1 ! i .1 1 L 1
I Q
1 [ i I [ ) 1 i | |
I Q
U W N 1 | L | 1 | | 1 1
0 BLOCK PULSE NUMBER
NUMBER
1 1 1 S 1 1 1 1 L
0 SPARE Tp NRC
Il 1 1 1 i | 1 | 1 1 ]
0 POWER
- | 1 L [l 1 ] 1 1 L 1
0 [ POWER
2 1 1 -1 1 L 1 ! L 1 1 |

Figure 4-12.

Input Synchronizer Block Format
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A 2

RC

Table 4-8. N,

I\C

and T_ Definitions
.____._p_——__

00
01
10
11

256
512
768
1024

00
01
10
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4.4.1 Input Synchronizer Hardware Description

A block diagram of the input synchronizer is shown in Figure 4-14.
The synchronizer accepts data from the PPP and stores it in RAM. Separate
RAMs are used for I and Q data and for Log Power data, since the Log Power
buffer needs to store up to the entire 1024 cells, whereas the I and Q
buffer needs to store only one-fifth as many cells. When a block is re-
quested by an IOC, after the two radar parameter words are sent, data is
read from the RAM and put onto the bus. An input address counter and an
output address counter assure that data is stored into and read from sequen-
tial locations. A priority control circuit gives priority to the write
operation, so that all data is received from the PPP. If the synchronizer
is sending data to the I0C, and a priority write occurs, it will finish
sending the current word, perform the write, and then continue sending to
the I0C.

After the last address in RAM is used, it will start writing at the
first address, which should have already been sent to the I0OC. This memory
arrangement is similar to a FIFO. In the event that the IOC is too slow,
an address comparator warns the I0C, by dropping the parity line, that data
has been written into an address that has not yet been sent to an IOC. The
address comparator is implemented by an up/down counter which counts up for
every word read from the PPP and down for every word sent to an I0OC. An
overwrite condition occurs when the counter produces a carry from the MSB,
The address comparator also prevents the I0C from reading a word twice.
This condition occurs when all the up/down counter outputs are '0'., If
the IOC has read all the current words in RAM, it must wait until a write
occurs before it can read again.

Two Block Counters, one for I and Q data, and one for Log Power data,
are used to count the number of blocks sent to the I0C. These counters are
cleared with every radar pulse. A MOD 256 counter continuously counts radar
pulses. This counter is cleared only at power on, and when requested by the
I0C. Radar parameter information, Tp and NRC’ is stored in a register.
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Figure 4-14 Input Synchronizer Block Diagram
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The enable sequencer enables the correct radar parameter words and
data words onto the bus at the proper time. When I and Q data is requested
by the I0C, with a SELO, the I and Q block counter is enabled along with
the pulse count for the first word. The register, containing radar parameters,
is enabled next, and then the I and Q data words are sent. The format is
the same for Log Power data except the Log Power block counter is used,

4.4.2 Data Transfer Timing

Figure 4-15 shows timing for a typical block transfer in the input
synchronizer. After the radar trigger pulse, two range cells of data are
clocked into the buffer RAM before the I0C requests data by activating the
select line. The IS immediately drops the Bus Occupied line (OCC), and
Data Ready (RDY), signalling to the I10C that a word (the first header word)
is ready for transfer. However, by the time the Acknowledge (ACK) comes back
from the I0C, a new data word is ready from the PPP. Therefore,‘§57 is held
high while the data is written into the RAM.

Once the write operation is complete, the RAM address is switched back
to the output mode and RDY is lowered once more to output the second header
word., Then, the RAM is read and output consecutively until it is emptied
(3 words are output) before the next radar sample is available. From this
point on, RDY is pulsed only when a new sample comes in. The transfer stops
when the I0C raises the select line to the inactive state. The next time
the same select line is activated, the IS will output the two header words
again, then start outputting data from the RAM address where it left off
before.
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4.5 Qutput Synchronizer

The Output Synchronizer, connected within the FTWRP system as discussed
in Section 2.4 , accepts processed radar data from the C port of the out-
put 10C then performs code conversion and data buffering operations to
provide an output compatible with the PPP Recorder Encoder. As each CE
compietes its processing, it formats an output buffer containing data
having the format shown in Figure 4-16, The message is made up of multiple
blocks (packets) except for the case NRC = 256 in which all data fits in
one block since

256 total ce;létg 3 variables _ ;54 240 words/block.

The buffer area corresponding to each block begins with a CCW (Channel
Control Word) which specifies To (radar pulse width), NRC (number of range
cells), and 0SSA (Output Synchronizer Starting Address). O0SSA defines the
desired location in the Output Synchronizer's buffer of the first data word
after the CCW of this block. The CCW are transparent both to D0S-0 and the
output I0C, whichoperates in its dynamic output mode and provides the
message blocks with headers and other control words. The first word of
each block which the output synchronizer needs is the CCW; the header and
three following words are ignored.

4.5.1 Output Synchronizer Hardware Description

The output synchronizer (0S) block diagram appears in Figure 4-17
where the interface with the I0C is shown at the left and connections to
the PPP Recorder Encoder appear at the right. The heart of the 0S is the
buffer where packets of the form shown in Figure 4-16 are assembled into
the 28-bit-word by 256, 512, 768, or 1024-range-cell format needed by the
Encoder. As power, Shear, and Mean-Velocity words are received at a rate
controlled by the IOC through the RDY line, they are either converted to
sign-magnitude by a PROM or not before being loaded into separate power,
Shear and Mean registers. These data registers have tri-state outputs for
compatibility with the buffer RAM's bidirectional 1/0 pins. Which words are
to be converted is defined by jumper programming in the 0S, since compati-
bility in the existing tapes having sign-magnitude mean velocity may be
desirable,
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whereas there is no precedent for shear which will be recorded in place
of variance, an unsigned guantity. The jumpers are presently set to con-
vert shear and Mean, but not power.

Each time the three registers are loaded, a write strobe to the QS
buffer RAM stores the resulting 28-bit word, then the address is incremented.
Although the 1K x 28 buffer is matched to the current capacity of the PPP
Recorder Encoder, extra address bits are provided so that the capacity
can be extended to 2K, 3K or 4K by adding more 2114 1K-by-4 static MOS RAM
chips. More bits per word can also be similarly added. The circuit panel
is wired to accept more 2114s so that the buffer could be expanded to
4K x 32.

Addresses for the buffer are generated in a 12-bit counter both for
input, where the counter is initialized to 0SSA prior to each packet trans-
fer, and for output where it is reset to zero and counts up to the appro-
priate NRC -- 256, 512, 768 or 1024. 1If the encoder is modified to
accept more cells, some changes in the circuitry which decodes NRC and
stops the output "dump" sequence and the counter will be needed; however,
the counter itself can handle up to 4K cells,

Operation of the 0S is controlled by separate input and output
sequencers (see Figure 4-17 ). The input sequencer timing is related to
that of the I0C, whereas the output sequencer contains a 16 MHz crystal
controlled oscillator. Details of overall 0S timing, in which the two
sequencers run mutually-exclusively in time, are presented in the next
subseciion,

The 0S is constructed on an AUGAT 8136-UG6-27 universal wirewrap
panel having 27 columns on 0,3" centers and 50 rows on 0.1" centers. Logic
is a combination of Schottky and Low-power Schottky MSI TTL, while the
suffer memory is implemented in static NMOS. The 0S is housed in a
19" x 3.5" rack-mounti.ng unit which must be located near and powered by
*ne fnroder -- about 2.6 Amperes at 5.0 volts is needed. Applicabl-
‘vawings are listed i1 Appendix G.
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4.5.2 Data Transfer Timing

Since each CE is performing the same processing on approximately the
same number of range cells, they will all have outputs ready at about the
same time. The Output Sequencer will wait about 20 milliseconds after the
last message, to ensure that all have been received, then will begin an
output sequence to "dump" the 0S buffer contents into the PPP Recorder
Encoder. During the dump, the input sequencer is disabled and would not
respond to attempts at communication by the IOC.

Timing of the Input Sequencer is illustrated in Figure 4-18 . The
top four waveforms represent the four control lines from the output IOC's
C-port, while ACK is a handshake signal returned to the I0C by the Input
Sequencer, (Cause-effect relationships are indicated in the Figure by
arrows. When a message block is about to be output from the I0C C-port,
its SELD line goes low then its OCC control line becomes low. These events
*~e interpreted by the Input Sequencer as indicating the beginning of a
block. A 16-bit counter keeps track of the initial sequence of words
within each packet, then cycles through three of its states as each group
of Power, Shear, and Mean words is transferred (see state diagram in
Figure 4- 17). The Input Sequencer loads the first word, the CCW, partly
into a four-bit register to contain TP and NRC and partly into a 12-bit
counter which addresses the 0S Buffer. Load strobes for the CCW and the
three data registers are decoded from the state counter states and ANDed
with the PACK signal. The timing diagram also indicates buffer write
timing and shows that considerable margins exist for the Motorola
MCM21L14-20, which has a minimum write cycle time of 200 nsec, write time
of 120 nsec, and data-to-write overlap of 120 nsec.

Output sequencer timing is much simpler and requires no diagram for
explanation. When a "dump" is initiated, the Address counter is reset to
zero, then incremented at a two-MHz rate while the memory is sequentially

read and its contents duplicated in the shift register array of the Encoder.

The "dump" is terminated and the address counter is stopped when the 0OC
STOP signal indicates that NRC cells worth of data have been transferred.

84




« Ye/183 [LY

MML AYMm w24:09 Ovy NRONSNOIS ININT  AIEINVCINMNLS 1NdLNO 8/ -h NI

(ZHW A % ZLVY Terlow) 2eve) Sng THIG TO4 D3IS-(0 M/ Sawll t RUON

— I L M
L, ek "
, T SINAwON T+ 550 Y vsso ] X D $5360Y

0 avanve / .
_ I L L ) T \ W
____ sl L mn 1 ] -
T T al . s
T _ AP PN|
o~ MANJJw_ sl 2]l s s1T 21 51T s1 *®1 MFN_\% o W ANCHSNI
»oVd
N334
T A™MY
AV .uook
Nwaqu ] _w-q.:gusshuuf;gﬁw;o_sx;mawwwu 5nq |

gﬂﬂ:::: Jﬂﬁ]]&ém
o TSNL,_ T eesze 20 UuOO

.me\_

R4

v PRGOS WTIOR IS




The 2 MHz clock, derived from a 16
buffered and sent to the Encoder alon
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5. DETAILED SOFTWARE DESCRIPTION
5.1 Distributed Operating System Level 0 (D0S-0)

D0S-0 is primarily an interrupt-driven real-time executive responsible
for the management of resources of an individual common element. Its
fundamental requirements lie in the area of message processing and as such,
it acts as a message switching mechanism for all input/output (I/0) with
‘ the cluster on which resides the Common Element. D0S-0 also assumes the
responsibilities of CE initialization, task (user) request processing,
fault monitoring, and interrupt-handling.

The structure of the D0S-0 hierarchy (Figure5-1)reflects the interrupt

) structure of the common element architecture, and the individual components
respresent an independent collection of processing modules. In the following
sections we present more detail on the functions of each component.

5.1.1 Initialization

Upon power-up or system restart, the initialization is invoked to
provide an orderly environment in which the user tasks may execute. This
routine provides for the following activities:

Memory self-test

Initialization of level 0 system data base elements

Execute a wait to permit level 1 communications

Request load of level 1 task code

Start level 1, if loaded properly

f. Enter an idle or wait loop, awaiting assignment by level 1 system.

T Q o o &

In FTWRP, since the level 1 operating system resides in the Intelligent
Terminal, the request to load the level 1 task will always fail. D0S-0

will then simply enter its idle loop, waiting for communication from the
executive,
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5.1.2 Task Environment

The Fault-Tolerant Signal Processor software structure is based on the
concept of a task which is considered as that program currently executing
on a given CE or I/0 port. Tasks are identified to the system by an iden-
tification number or task address (virtual address) which is independent of
the physical audress of the card on which the task is executing. Thus one
physical CE may assume, in time, any sequence of virtual addresses depending
on the system load and DOS-1 task scheduling algorithms. DO0S-0 has the
capability to change the virtual address of the CE in which it resides, but
only at the direct or indirect authorization from D0S-1.

The following sections describe the task environment of D0S-0 in detail,
while Appendix B presents a tabular form of the data structures employed.

5.1.2.1 Memory Management

DOS-0 is resident in PROM located at the upper 4K of the CE's main
memory address space (See Figure 5-2). It also utilizes a small block of the

16K onboard RAM for current task information, temporary storage, and a system
stack.

User task code is loaded upon request through D0S-0 from a Common Memory,
which, in FTWRP, is provided via the intelligent terminal. Task code is
divided into two distinct sections, the pure, executable program code, and
pure data space. Data records are relocated to the upper portion of the
physical RAM address space by D0S-0 at load time. The user stack is then set
up to utilize the RAM area between the user code and data space.

5.1.2.2 User Task Prologue

The first 256 words of the RAM address space are reserved for the task
prologue, The prologue supplies information about the task to D0S-0, such
as starting addresses for various entry points, task ID number, data base
structures and size, etc.It must be explicitly assembled into every program at
assembly time. The format for the prologue is shown in Table 5-1,
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Word Number

‘10
11 - 27
'30

131
'32

'33
'34

135 o 036

Table 5-1. CE Task Prologue

Contents

Task Numbor*

Initialization Entry Address®
Starting Address - Initial Load"
Unsolicited Input Entry Address®
Clock Interrupt Entry Addreu*
Reconflguratio;\ Entry Addreu*
Starting S valuett

Socket Address'!

Global Data Size®

Base Register Value-*"

Unsolicited Input Opt!om"

Bit 15 - Accept Data
Bit 14

e Set: Data + Headers -+ Data Buffer

. JData - Data Buffer
e Clear: {Head"' - Header Buffer

Data Buffer Addreumf

ot } Relative to DORG ¢
Header List Buffer Address

Unused

*t {Bit 15Set - Clock Interrupt Desired
Clock Option {Btto 7-0 - Clock Interrupt Frequency

1
Clock Period' (LSB approximately 2 ma)
(Continued on Next Page)

Set by User at Assembly Time
! Modified by DOS-¢ at User Request

1t Modified by DOS-§ for Operating System Usage
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Table 5-1. CE Task Prologue (continued)

Word Number Contents

»t | Bit 15 - Set - Start Trace
'37 Trace Indicator Clear - Stop Trace
Bits 7-0 - Trace Frequency

40 Modify Virtual Address Indicator

Bitl5 = 1 Modify Permitted

= 0 No Modify Permitted

41 PSW Values for Initialization Entry
42 PSW Values for Starting Address
143 PSW Values for Unsolicited Input Entry
'44 PSW Values for Clock Interrupt Entry
45 PSW Values for Reconfiguration Entry
146 - '47 Unused
150 v Direct I/O Entry Address Message Code 5* s -
151 Direct I/O Entry Address Message Code 6* a Z
152 Direct I/O Entry Address Message Code 10* § ;5
53 Direct /O Entry Address Message Code 1% * x
154 Direct /O PSW Value Message Code 5 | _ 92
155 Direct J/O PSW Value Message Code 6 $ 2 8
156 ° Direct /O PSW Value Message Code 10 g E
'57 Direct 1/O PSW Value Message Code 11 5
160 - '77 Trap Locatlona*/Return Addresses'!
'100 Data Recording - Base Extraction Point Number.“
1101 Data Recording - On/Off Flag Word" '
'102 .'377 Reserved for Expansion

Set by User at Assembly Time
T Modified by DOS-¢ at User Request
tt Modified by DOS-@ for Operating System Usage

93

o7 i b SRR




5.1.3 Input/Output Structure

Inter-element communication in the FTSP is packet oriented. Packets
are blocks of information which are from 1 to 256 words in length. Each
packet consists of a header of 1 to 8 words, a body word count, and a
body of 0 to 254 words (See Figure 5-3 ).

The header word(s) format is shown in Figure 5-4, and consists of a
6-bit destination virtual address, a 6-bit source address, and a 4-bit
message code which defines the purpose and contents of the packet. The -
number of header words is determined by whether the packet must pass be-
tween clusters. For intra-cluster messages, only one header word is used.
Otherwise, 8 words are supplied, with unused words set to 0. In FTWRP,
only intra-cluster communications are supported.

Bit Number
15 : 10 9 4 3 0
|[Destination Address | Source Address | Message'CodeJ
Field Width 6 bits 6 bits 4 bits

Figure 5-4. Message Header Format

Table 5-2 describes the various message codes, their purposes, valid
uses, and message format numbers for each. The format numbers are des-
cribed in Table 5-3 which is cross-referenced back to Table 5-2, It
should be noted that the message codes as listed in these tables are des-
cribed as they relate to their usage by CEs, I0Cs, and CMs. The Intecolor
intelligent terminal also accepts these message codes, but with somewhat
different formats and/or functions. A complete description of Intecolor
supported messages may be found in Section 5,2.2.1.2.
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Table5-2. Message Code Definitions

Codc Definition Valid To_ Valid From Format
0 First Block of Mulu CE CE, I0C 1
Block Message
1 Intermediate Rlock of CE CE, 10C 1 )
Multi Block Mussage '
2 Last Block of Multi CE CE, I0C 1
Block Message
> 3 Single Block Messave CE CE, I10C,CM 1
4 Retarned Bloci CE 1I0C* ]
5 Input Request (Fetceh) 10C,CM CE, 10C 2 (1I0C) or 3 (CM)
' 6 Output Request (Store) 10C, CM CE, 10C 1 (IOC) or 4 (CM)
7 Status Rcturn CE#*3% CE, IOC,CM 1
8 Status Requcest CE, IoC,CM CE % 5
9 Fault Message Clokek CE 1
10 Load Cyntrol Word 10C,CM CEseies 6
11 Bus Extension 10C* CE,JIOC,CM n/a
12 Load Virtual Address IOC,CM,CE CE##* 8
13 Reset and Power Oun I0C,CM, CE C E ek 5
b 14 Unassigned .
15 Power Off (P¢rima- I0C,CM,CE CE%»#% 5
] nently) oo

¥ Bus Extend.r 102 only,
#% Exccutive CE on y.
#*%2:0nly from l:xecutive CE,
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Request #

Table 5-4. System Requests -D0S-0

Data Packet Format

0 Write

1 Read

Word 0 Status Word

Bit 15

Request Queued

Bit 12 1/O Completed
Bits11,10 11 - I/O Error
10 - Data Management Error
Bits 7-0 11 - Status Byte
10 - Code
Word 1 Device Number (or Header List Address)
Word 2 Word Count
Word 3 Buffer Address (absolute address)
Word 4 Options
Bit 15 Executive Message (output only) -
Uses Word 7
Bit 14 No Retry on Recoverable Errors
Bit 13 Device = Header List Address
(output only)
Bit 12 Scatter Read (input) (uses Bits 7 -0)
Bit 11 System Packet (Executive only)
Bit 10 Associated Input Request (Exec only)
Bit 9 Common Memory Request
Bit 8 Multiple Input Request
Bit 7 0 — Complex Scatter Read
1 = Real Scatter Read
Bits 6 -0 Scatter Read Interval (1 «127)
Word 5 Common Memory Page # or Multiple

Input Request Parameter

Bits15-8
Bits 7-0

Number of Requests
Address Delta

Word 6 Associated Input Entry Address

(DOS-¢f

use only)

Word 7 Executive Header Skeleton (output only)

(Must contain message code - may contain
destination VA)
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Table 5-4,

System Requests -D0S-0 (continued)

Request #
2 Trace Update

3 Unsolicited
. Input Update

4 Clock Inter-
rupt Update

5 DOS-1 Task
Directives

6 Register
User Fault

Data P acket Format

Word 0

Bit 15 Clear - Stop tracing

Set = Start tracing

Bits 7-0 Trace frequency interval

Word 0 New Options Word (see Prologue
for Definition) .

Word 1 New Data Buffer Address Relative to
Word 2 New Header Buffer Address DORG ¢
Word 0 New Options Word
Words 1 -2 New Clock Period
Word 0 Directive Types

Schedule task
Suspend task
Resume task
Abort task
Swap tasks

[ S S
"nanaun

For Types 1, 2, 3, 4
Word ]
Word 2

Task number

Starting Address for Task Execution
(If 0, use address in prologue)

For Type 5 (Swap Tasks)
Word 1

Bits 15-8 Virtual Address 1 of Swap
Bits 7-0 Virtual Address 2 of Swap

Starting Address for Virtual Address 1
Starting Address for Virtual Address 2

Word 2
Word 3

Word 0 User Fault Number (0 to 15)
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Table 5-4. System Requests -D0S-0 (continued)

Request #

7 Data Recording
Request

8 Update Record-
ing Control Words

9 Modify Virtual
Address

10 Dequeue Output
Request

11 Dequeue Input
Request

Data Packet Format

Word 0 Extraction Point Number
Word 1 Number of Subrecords
Each Subrecord has Eormat:

Word 2 Number of Words (Subrecord 1)
Word 3  Absolute Address of Data to be Recorded
Word 4 Number of Words (Subrecord 2)
Word 5 Absolute Address of Data to be Recorded

Word 0  Logical Device Number (see Section 8)

Word 1l Recording On Flags
Word 2  Recording Off Flags

Data Packet Address = New Virtual Address

Data packet format same as for Request 0

Data packet format same as for Request 1.
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Table 5-4. System Requests - D0S-0 (continued)

Request #
12 Standing Output
Request

13 Standing Input
Request

14 Direct Output

Data Packet Format

Packet format same as Request 0
Packet format same és for Request 1

Word 0 Status Word
Word 1 Header List Address
Word 2 Word Count
Word 3 Data Buffer Address

5.1.4 System Call Processing

% This portion of DOS-0 responds to requests issued by user code for
certain system services best provided by the operating system. The pro-
cessing is flexible enough to provide for up to 32 unique calls, for which
the user supplies an address of a packet containing detailed information
on the desired service.
requests which are honored by D0S-0 (See Table 5-4).

There are currently fourteen distinct system
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5.1.4.1 MWrite (0) and Read (1) Requests

When a user makes a request for [/0, the status word of the user packet
(Word 0) must be set to 0. After the request is made, the status word must
be checked in order to verify that the request was queued. This is done by
testing Bit 15; if set, the request has been queued and the I/0 will be
attempted. If not, DOS-0 was unable to find space in its data base for the
1/0 request.

Once a request has been queued, the status may be checked by interro-
gating the I/0 complete bit in the status word (Bit 12). Until all of the
requested I/0 has been completed or an error has occurred, this bit remains
0. Thus the user should periodically check this bit. Once it is set, the
determination of correct or incorrect termination of the 1/0 request is
determined through the two error bits, 11 and 10.

Bit 11 set indicates an error has occurred in the attempt to transmit
or receive data. If Bit 11 is set, the bottom byte of the status word
(Bits 7 - 0) contains the I/C status word from which can be obtained the
actual error information. (see Section 4.1.3.1.8).

Bit 10 set indicates an error has occurred in D0S-0's attempt to
manage the data represented by this request. In this case, the bottom byte
contains a code indicating which type of error occurred; e.g., word count
too large, etc,

If neither error bit is set, the I/0 request has been completed as
requested and the user may now reuse the packet for other requests.

If a user request for input generates an output request, and an error
occurs in that output processing, both the output request and input request
packets are set to indicate an error, which would be the same error in both
packets.

An 1/0 request, once queued, may be dequeued from D0S-0 by issuing one
of the dequeue system requests. DO0S-0 responds to the user indicating that
either the request was properly dequeued (bit 14 of status word), or that
the request was not found in the D0S-0 queues (bit 13 of status word).
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Standing order I/0 (options bit 7) permits one-time registering of an
I/0 request with subsequent enabling of the request with modifications to
word count, buffer address and page number. 1/0 overhead is reduced through
this approach. Enabling of a suspended standing order request takes the
form of either clearing the status word of the original system request packet,
or by issuing either system request 12 (output) or system request 13
(input).

5.1.4.1.1 Option Bits (packed word 4)

Executive Message (Bit 15) (QOutput Only)

Used for output only. This option permits the modification of the
header 1list of the device selected by OR'ing in the executive header word
(Word 7 of packet) into the destination header word. This skeleton must
contain a valid message code and may or may not contain a destination address,
depending on the device.

No Retry on Error (Bit 14) (Output Only)

If this bit is set and a recoverable error is encountered (e.g., bus
busy or receiver busy), the system will not retry the 1/0.

Header List Supplied (Bit 13) (Output Only)

Use of this option directs D0S-0 to bypass the device-number-to-header-
1ist translation phase of I/0 processing by using the header 1ist address
supplied in the device word field of the user packet. Use of this option
requires that both the destination field and the message code field appear
in the header 1list.

Scatter Read (Bit 12) (Input Only)

If this bit is set, the operating system request performs a scatter
read of data, with each word read being separated from the next by a count
equal to Bits 5 - 0 of the options word. For example, to scatter read into
every 9th word, set Bit 12 and store a 9 into the lower bits. Bit 6 is
then used to indicate real (set) or complex (clear) read, i.e., complex
reads two words, skip, read two words, etc.
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System Packet (Bit 11)

When this bit is set, the D0S-0 system has invoked a packet from the
packet stack. In the case of I/0 message completion, the packet must be
returned to the packet stack.

Associated 1/0 Request (Bit 10) (Output Only)

When set, this bit indicates that the current I/0 request is related
to an 1/0 request to a common memory or a non-bus-extender IOC. In this
case, the PAEA field of the I/0 packet must contain the I/0 queue entry
address for the associated request.

Common Memory Request (Bit 9)

If set, the bit indicates that the CM page field of the packet contains a
page number to be fetched or stored.

Multiple Input Requests (Bit 8)

This option automatically regenerates the specified number of input
requests with each input buffer address incremented by the specified amount.
It uses Word 5 for number of requests and address delta.

Standing Order 1/0 Request (Bit 7)

This option queues up and suspends an I/0 request, permitting efficient
enabling of the request at a later time.

Direct Qutput Request (Bit 6)

This option permits direct execution of an output message, where the
user supplies control information (header list) and performs error recovery.

5.1.4.1,2 Logical Devices

Under normal conditions, I/0 is logical device oriented--that is, the
user supplies (via word 1 of the I/0 packet) the logical device number of
the unit to be accessed, rather than the physical or virtual address data.
This permits the user to perform I/0 without considering device-dependent
problems (e.g., an input request to a common memory requires a message
to be output first-this is performed by D0S-0 transparent to the user).
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The logical devices as they are defined in FTWRP are listed in Table 5-5.
DOS-O maintains a configuration table (which can be updated by D0S-1 at any
time) which maps the logical device number with the various physical require-
ments of each unit in the system.

5.1.4.1.3 Executive Header Skeleton

Normally, all messages output use message code 3 (single block message).
if a non-standard message code is to be used, bit 15 in the I/0 options word
is set and the desired message code is placed in word 7. A complete des-
cription of the various message codes and their functions is given in
Section 5.1.3.

5.1.4.2 Trace Update Request (2)

This request changes the trace options words in the user task prologue
as requested in the first word of the request packet.

5.1.4.3 Unsolicited Input Update (3)

If a message is received that has no corresponding input request entry
(i.e., from a previous system request 1), it is treated as an unsolicited
input. This system request instructs D0S-0 what to do with the message
before calling the user's unsolicited input service routine. If the options
word specifies that unsolicited inputs are no longer allowed, D0S-0 treats
the message as an error and reports the condition to DOS-1.

5.1.4.4 Clock Interrupt Update (4)
This request is used to turn the user clock interrupt on or off, and
sets the period, which is determined by the formula
~ n
st = 3(—? +1) At
where n is the number entered in words 1 and 2 of the packet. The refresh
pe May vary from CE to CE, but will be between 1.6 and 2.1 mS

(1.8 mS nominal). Turning off the clock has no effect on the D0S-0 system
clock.

period, At
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Table 5-5.

FTWRP Logical Device Numbers

Virtual
Address Definition

77 Program Load Device

77 Bootstrap Load Device
77 System Device (ID0S-1)
77 Operator Device

77 Trace Device

- Undefined

- Undefined

- Undefined
67 Waiting Signal Processor Task
70 Diagnostics Task

51 Radar Data Source

- Undefined

50 SP Data Qutput
60 Radar Signal Processor 1
61 " " “ 2
62 " " " 3
63 " " " 4
64 " " " 5
65 " " " 6
66 " " " 7
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5.1.4.5 DOS-1 Task Directives (5)

This request is used as a user interface to the D0S-1 task directives
to DOS-0. The feature is supported but not utilized in FTWRP.

5.1.4.6 Register User Fault (6)

This request provides a mechanism by which a user may report faults to
DOS-1 via the DOS-0 status words. The fault is reported to DQS-1 at the
next status request. After the fault is reported, the condition is auto-
matically cleared. Faults 0-7 are treated as nonfatal, whereas faults 8-15
are reported as fatal (i.e., DOS-1 aborts the task upon receipt of the fault
message).

5.1.4.7 Data Recording (7,8)

These services deal with the means by which DOS-0 automatically extracts
data from arrays to be output to a recording device. This feature is not
supported in FTWRP,

5.1.4.8 Modify Virtual Address (9)

System Request 9 is a special feature installed specifically for the
FTWRP system. By calling this service, a task can instruct DOS-0 to modify
its own virtual address without direct intervention of D0S-1. This feature
is used in the spare rotation algorithm of FTWRP (see Section 5.6).

Authorization for D0S-0 to change its address is given either by a
message from DOS-1 (which must be received before the system request can be
executed), or by a special authorization word in the user'task'ﬁrologue
(see Table 5-1). If no previous authorization was given, D0S-0 reports a
fault to D0S-1 and drops to its idle state (i.e., aborts the task).

5.1.4.9 Delete 1/0 packets (10,11)

These requests allow a mechanism by which pending 1/0 can be aborted in
case the need has disappeared. For example, a pending input request can be
aborted if (because of a fault) the input doesn't come in within a specified
time 1imit, or it is no longer needed.
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5.1.4.10 Standing 1/0 Requests (12,13)

One of the original problems associated with packet I/0 is the high
operating system overhead associated with queueing packets and decoding
logical devices, etc. By permitting standing I/0, the packet associated with
a message is no longer deleted when 1/0 is complete. Therefore, next time
the same message request is required, the old packet may be re-used, thus
eliminating a large amount of overhead processing.

5.1.4.11 Direct Output {14)

This feature provides the ultimate in overhead savings, by requiring
the user to handle all header list generation and status processing. If when
a direct output request is issued, an attempt fails, it is aborted and an
appropriate status is returned. No queue is maintained for these requests.
If the output attempt is successful, the transmitter status is returned
with no interpretation performed by D0S-0. It is up to the user to check
forconditions 1ike bus busy, receiver busy, etc.
5.1.5 Trace Handling

The Common Element firmware supports a trace feature in which an in-
terrupt is generated each time a new instruction is fetched. To enable
this feature the trace bit is set in the PSW.

When the Trace interrupt occurs the DOS-0 trace processing service
routine performs three checks. First of all, if the task status indicates
that the CE is idle, trace processing is aborted. If a task is indeed
executing, DOS-0 checks the task prologue to see if the task trace options
are enabled. If not, trace processing is aborted. The trace options are
modified dynamically via system request 2 {Section 5.1.4.2). If the task
trace option is enabled, the trace instruction counter is decremented and
checked for zero. If nonzero, trace is aborted (this allows the user to
trace every nth instruction by setting the trace counter to n). If all of
these checks pass, DOS-0 takes the interrupted task's register contents
(which were placed on the stack by firmware) and outputs the data to the
system trace device (in FTWRP, this is the Intecolor). DOS-0 then enters
a delay loop of approximately one half second to ensure that the trace data
doesn't overload the trace device.

v
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5.1.6 Clock Handling

The CE hardware and firmware support an interval timer interrupt
structure which permits D0S-0 to be invoked at regular intervals, The
interval is a multiple of the dynamic RAM refresh timer (which is implemented
by a one-shot, and may be from 1.6 to 2.1 ms). DO0S-0 uses this feature to
regularly perform self-checking and health management. In addition, DOS-0
supports a "user clock" interrupt, in which the user supplies an interrupt
service routine which is invoked at intervals specified in the task prologue
(see Section 5.1.2.2). The interval is specified in multiples of 2 ms.

5.1.7 Exception Handling

In the event of a processor exception, the user task is immediately
interrupted, and the D0S-0 exception handler is invoked. There are currently
three exceptions which are supported: illegal instruction, illegal address,
and stack overflow.

The illegal instruction exception is self explanatory; the CE attempted
to execute a nonexistent opcode, or a nonprivileged user attempted to execute
a privileged instruction (such as WRITE or RACOR). A fault message is sent
to DOS-1 and the task is aborted.

The illegal address exception is caused when a nonprivileged user
attempts to access a protected memory location in a write operation. The
protected memory areas include:

The user task prologue (0-3778)

The DOS-0 data base (34000-377778)
The nonexistent RAM (40000-1677778)
DOS-0 PROM area (170000-1777778)

A read operation of ore of these areas does not cause an exception. If a
write exception occurs, the writ. operation is blocked by hardware (to pre-
vent corruption of data), DOS-0 sends a fault message to DOS-1, and the task
is aborted.

The stack overflow exception is invoked whenever the register set
level exceeds 7 (or goes below 0) or if the link stack overflows (or under-
flows). The following Section provides a description of the link stack and
its use.
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5.1.8 Common Element Link Stack

On most computers, when a subroutine call is invoked the return link
information is saved on the user's stack. Unfortunately, in a fault-tolerant
system this is not always expedient, since a faulty program could destroy
its stack, and return to a nonexistent (or at least unknown) location to
continue execution. Therefore, in the Common Element, a special "Link Stack"
is maintained by the microcode for subroutine Linkage.

Each time a subroutine call is executed (via the JSUB instruction), the
return linkage information (consisting of the return address and the current
PSW) is saved on the link stack. The RETURN instruction simply pops this
information off the link stack, just as a normal computer would pop the
return address off the user stack, However, integrity is maintained by vir-
tue of the fact that the user has no access rights into the 1ink stack (and
therefore cannot destroy it).

Each time a RESUME (from interrupt service routine) is executed, the link
stack is checked and all return links from subroutines with the same PSW are
d