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1.0 INTRODUCTION AND SUMMARY

The Digital Avionics Information System (DAIS) represents a signifi-
cant advance in the technology of avionics systems architecture. DAIS is a
total systems concept, exploiting standardization, modularity, and application-
independent executive software to provide a system architecture adaptable to
many aircraft, missions, and avionics configurations and fully capable of
accommodating new advances in technology. The DAIS architecture results in
improved reliability and availability of avionics systems while at the same
time reducing life cycle costs.

Under the total systems concept, DAIS elements are not dedicated to
any one avionics function. Rather, the elements are used to perform the pro-
cessing and integrate the functions associated with the avionic sensors and
subsystems employed for a particular aircraft/configuraticon/mission. This is
achieved in part by the use of AN/AYK-15A general purpose digital processors
conforming to MIL-STD-1750A. The processors communicate with each other and
other system elements (e.g. C&D subsystem) via a MIL-STD-1553B dual redundant
multiplex data bus. Centralized system single point contrel is performed by a
processor-resident software executive. Application Software is structured to
provide modularity, reliability, and transferability. Both executive and
application software are implemented primarily in a MIL-STD-1589B JOVIAL J73
higher order language. The software modularity is enforced and enhanced by a
standard executive-to-applications software interface.

The besic elements of the DAIS architecture which can be reconfigured
for various avionics applications are called DAIS core elements {or building
blocks). The core elements consist of the DAIS processors, DAIS multiplex, DAIS
Mission Software, and DAIS Controls and Displays. Additional elements are the
support software elements, namely the JOVIAL compiler, the assembler/linker,
and the Partitioning, Analyzing, and Linkage Editing Facility (PALEFAC). The
core elements, along with support hardware and software were integrated into a
hot bench support facility also known as the Integrated Test Bed (ITB). A
postulated 1980's avionics mission was flown using real-time, pilot-in-the-loop
simulations to demonstrate the DAIS architecture and concepts. The subject of
this report is the description of the functional elements and operational
characteristics of the final configuration of the DAIS ITB.

The final ITB configuration is the result of developments performed
in the period covered by this report. The baseline for that development was
the DAIS ITB as successfully demonstrated in September 1978 and documented in
AFAL-TR-79-1027. The substance of the development was the incorporation of a
number of system improvements, the integration of second generation core element
hardware and the conversion to the newly adopted military standards: MIL-STD-
15538 (Multiplex), MIL-STD-1750A (Instruction Set Architecture), and MIL-STD-
1589B (Higher Order Language). The effort included the upgrade of all system
Tevel specifications to completely and accurately reflect the current system
implementation.

This report presents a review of the DAIS architecture with a section
on each of the core elements. A section on other key elements and each of the
non-real-time support software elements is also included. System operation is
described in detail, both normal operation and exception management. Principle

-1-




features of the architecture are discussed and the support facility is des-
cribed. A separate discussion of the software and hardware conversion efforts
and integration and testing sequences is presented. The demonstration mission
scenarios are reviewed and project management and control procedures are
discussed. Support provided to other Air Force programs is identified and a
final set of conclusions and recommendations is presented.

Overall, this report presents and describes in detail an avionic
system architecture compliant with the most recent military standards, already
implemented and demonstrated, which is easily adaptable to many aircraft and
missions.
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2.0 BACKGROUND

The Digital Avionics Information System (DAIS) has been under
development by the Air Force since 1973. Air Force avionics systems in
existence in the early 1970's were largely analog systems interconnected by
dedicated wiring harnesses. In addition to the weight penalty, these were
difficult to maintain, difficult to modify in response to new threat environ-
ments, and difficult to upgrade to accommodate new technology. The initial
thrust of DAIS was to investigate the use of general purpose digital computers
for avionics processing and of multiplexing techniques for data interchange.
In addition to these two specific areas of technology, DAIS also addressed the
larger problem of providing a system architecture which could adapt available
avionics subsystems and sensors to a common, modularly expandable avionics core.

The lack of commonality and compatibility was an area of major con-
cern. The classical approach to avionics provided a system unique to each
particular aircraft. Avionics systems tended to be snapshots of technology
available at the time of development with 1ittle or nor relationship to previous
work. The result is that aircraft which are part of the operational fleet at
a given time have reither commonality of hardware or software, nor any sort of
compatibility. The effects are felt in costs and reliability. Additional
front-end design costs are incurred and a less mature product (hardware and soft-
ware) is obtained on each new development or upgrade/retrofit effort.

Even more serious, from an operational viewpoint, is the limited
adaptability of point-designed avionic systems to changing threat environments
or expanded mission roles for the weapon system. Past experience has shown
that the airframe lifetime is significantly longer than the useful (in the
sense of operational capability) lifetime of the avionics. Hence, a typical
weapon system is modified many times during the 1ife of the airframe. The
Digital Avionics Information System (DAIS) was conceived as a means of avoiding
the problems inherent in the classical avionics approach. DAIS considered the
avionics job as a hybrid of process control and information management functions
and provided a system architecture independent of a particular airframe and, to
a large extent, of the technology used to implement the system. An important
aspect of the DAIS concept is that it views the avionics as a whole and not as
a collection of previously defined systems.

By using this approach, common functions of the avionics system were
jidentified which are required by each of the missijon functions. This resulted
in an integrated avionics system which accomplishes all of the required mission
functions but is partitioned along the lines of processing hardware, software,
information transfer, and display and control. A new partitioning of the
avionics system was defined so that the mission functions could be mapped onto
that partitioning. The next step was to apply some constraints to the evolving
system architecture. For reasons of cost, maximum utilization of common hard-
ware was desired. In order to enhance redundancy and error management and
recovery, maximum sharing of information and maximum use of shared resources
were desired. This was based on the premise that if the necessary information
js available system-wide, the system can re-orient the task of selected resources
to accomplish critical mission functions when primary resources have failed.

One of the few performance improvement constraints was to provide a better method
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of interfacing to the pilot. The classical system forces the pilot to process
large amounts of raw data as well as make decidions. The DAIS approach was

to produce data for the pilot and aid his decision process, thereby reducing
pilot workidad. The final constraint was to provide an open-ended system
capability. The architecture chosen should be capable of handling tasks

larger than any anticipated today and should not depend upon today's technology.
The system should be able to expand or change by adding or modifying resources
without affecting the architecture.

The topology chosen for DAIS was that of a distributed system. This
allowed physically distributing the resources to enhance survivability and
provided a means for expanding system capability without regard to physical
placement of the resources. The architecture chosen for DAIS "s a hierarchicel
system structure operating under centralized control. To the "user”, therefere,
DAIS appears as a centralized system. The implementation of DAIS required the
development of certain building blocks to achieve the design goals. These
building blocks are called the DAIS core elements and consist generically of
processors, multiplex equipment, control and display subsystem and the software
associated with the flight processors.

AFWAL initiated the DAIS program in 1973 with two separate contracts
to Texas Instruments (F33615-73-C-1156) and General Dynamics (F33615-73-C-1244)
to define and provide the guidelines for the design of the DAIS system. Follow-
ing these studies, contracts to The Boeing Company (F33615-74-C-1108) and Texas
Instruments (F33615-74-C-1023) were let to provide the initial hardware and
software specifications for the DAIS core elements, and initial svstem designs
for DAIS.

Subsequent to these studies, AFWAL Tet contracts to design and develop
the core elements as shown below:

Multiplex Equipment IBM
Processor Westinghouse
Mission Software Intermetrics
Controls & Displays Hughes

Also, AFWAL let a System Integration and Test Coordination (SITC) contract with
TRW Defense and Space Systems to support AFWAL in combining these core elements,
along with support hardware and software, into an integrated test bed (ITB) or
"hot bench".

The initial part of the SITC effort was the development and demonstra-
tion of the Hardware Architecture Simulation, a DAIS prototype, to investigate
and verify the DAIS architecture. This effort provided confirmation of the
feasibility of the DAIS architecture and supplied useful inputs to the concurrent
development of the core elements. As the core elements were delivered, they
were tested and integrated into the hot bench facility. This effort culminated
in the successful demonstration of a Close Air Support mission in September 1978.

AFWAL awarded follow-on contracts to TRW (F33625-78-R-1502) for
continued System Integration and Test Coordination (SITC) and to Intermetrics
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(F33615-78-R-1542) for Mission Software Enhancements (MSE). Second generation
core element hardware was procured as shown below:

Processors Westinghouse
(dual procurement) Sperry-Univac
Multiplex Equipment IBM

In parallel and interactive with these efforts, the Air Force was
pursuing the finalization of revisions to the key avionics military standards.
These were approved as follows:

MIL-STD-15538 September 1978
{Multiplex)
MIL-STD-1750A July 1980

(processor instruction
set architecture)

MIL-STD-15898 June 1980
(high order language)

AFWAL anticipated the importance of DAIS demonstrating an implementa-
tion of these standards and extended the SITC contract to accomplish the
necessary conversions. The integration of the second generation core elements
and the conversion to the new MIL-STD's was accomplished and a formal demonstra-
tion of the DAIS 1TB was performed in March 1981. The final configuration of
the ITB and efforts leading to it are the subjects of this report.
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3.0 DAIS SYSTEM ARCHITECTURE

Historically, avionic systems have been established along semi-
autonomous functional areas such as navigation, weapon delivery, stores
management, flight control, communications, etc. Each of these functional
areas would have an analog or digital system with its own processing,
information transfer, control inputs, and display set. There would be an
interface between functional areas only as necessary for interaction pur-
poses, usually a one-of-a-kind, non-standard interface. The DAIS concept is
that the processing, information transfer, control and display functions be
common and service all the previously described functional areas on an
integrated basis.

These basic functions are implemented via the core elements which
are aircraft and mission independent. The specific avionics capabilities
are then achieved by selecting the sensors, weapons, and other subsystems
desired and installing the appropriate application software to control and
grocess the avionics data. This functional architecture is represented in

igure 1.

The purpose of the DAIS concept is to reduce the proliferation and
non-standardization of aircraft avionics and permit the Air Force to assume
the initiative in the specification of standard avionic systems and interfaces
for future Air Force System acquisitions. This approach of isolating the core
elements, and separately developing and verifying them should also aid Air
Force suppliers by permitting them to concentrate on the specific avionics
problem by viewing the core elements as a service facility interconnecting the
application software with the sensor/subsystem hardware. The general objectives
of the DAIS architectural design are listed in Table 1 along with the design
considerations or attributes to help satisfy the objectives. These attributes,
such as standardization, redundancy, modularity, on-board test, etc., have been
designed into the system at the start as opposed to incorporation at a later
stage.

3.1 System Configuration

The DAIS configuration is shown in Figure 2. The MIL-STD-15538
data bus is the central element of the configuration; it provides the commun-
ication link between the DAIS processors, Controls and Displays, and aircraft
subsystems. The basic core elements or building blocks of DAIS are the DAIS
multiplex system (dual bus and remote terminals) DAIS processor/BCMs, DAIS
Mission Software, and DAIS Controls and Displays.

The AN/AYK-15A processors include the bus interface/controller
function and normally reference is made to a "Processor/BCM" as a functional
unit. The Remote Terminals (RT's) receive various analog, digital, and dis-
crete signals from the sensors/subsystems and format these for bus transmission.
The RT is designed to accommodate various types of interface modules to provide
the proper electrical interface with different sensors. It is programmable to
permit mapping of the data between the data bus and the sensors as required for
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the specific avionic system configuration. Sensors, control and display
equipment, or other subsystems, may interface directly to the Lus, or may
interface via the Interface Modules of a Remote Terminal (RT1). 7his ‘iexi-
bility is provided within the communications proto.ol of the MIL-STD-1:5538
multiplex bus.

In normal system operation, one processor/BCM is designated as
master and is in control of the system. All bus commands are issued by this
unit under the direction of the Master Executive software resident in the
processor memory. The remaining processor/BCMs are designated as remotes and
contain mission application software appropriate for the configuration. All
processors also contain software known as the Local Executive providing basic
real-time task management and utility functions.

The Processor Control Panel (PCP) is interfaced to the multiplex bus
via an RT and provides the pilot control over what processors are active in a
configuration. The system mass memory is actually a simulation of a bubble
memory device with an embedded bus interface. Twc independent, fully redundant
RTs are used to interface the C&D system to assure availability of this critical
pilot interface. Other RTs/Subsystems are added to the configuration as required
for a particular mission demonstration. The RT< may also be simulated in the
Universal Remote Terminal (URT).

it should be clear that while this specific configuration was
implemented in the 17B, the DAIS architecture is applicable to a wide range
of configuraticns. For illustration, a generalized DAIS configuration is
shown in Figure 3. The main point is that DAIS provides a set of application-
independent core elements. For a specific aircraft appiication, the system
designer is at liberty to configure these building blocks to the specific
hardware configuration required. Tnhe software can also be partitioned based
upon avionic subsystems and mission requirements such as reliability and
availability. The support software, J73 Compiler and PALEFAC, provide the
system designer and application programmer the tools to develop, test, and
partition the application software and automatically generate the executive
tables for the specific aircraft conftiguration.

The number of processors can be reduced or enlarged depending upon
the avionics and mission requirements. Application-independent executive
software makes the DAIS architecture flexible and adaptable. It can be
applied to a broad class of applications, and mission-to-mission changes in a
particular aircraft are also easily accommodated. Sensors, weapons, and other
subsystems are selected as required for the particular mission. Application
modules of the software are selected or developed as required by the sub-
systems. This basic DAIS architecture reduces unnecessary development duplica-
tion of similar tasks every time new systems are developed.

3.2 DAIS Core Elements

The basic elements of the DAIS architecture, which are independent
of the aircraft and mission, are known as the core elements and consist of:
DAIS Multiplex (dual bus and RTs)
DAIS Processor/BCI
DAIS Controls and Displays K
DAIS Executive Software

-10-
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The system designer nust deternine the number of processore/BOM
required, but ctherwise tully defines syuten functionality setely with o 01-
cations software and the suite of avienics sensors/subsyster . confaured.,

The core elements are described in the fo)lowinn sections.
3.2.1 DAIS Multiplex

The DAIS multiplex provides a channel for infurmation transfer between
the elements within the system. It consists of tne Bus Controller Interface wnit
(BCIU) or integrated processor/bus controller (AN/AYh-15A). Remote Tzrminal units
(RT), and the multiplex cable assembly (data bus). The message structure, data
format, and command-respond protocol is as defined in MIL-STL-1553B. The messace
format consists of three types of operations as shown in Figure 4 with word for
mats as shown in Figure 5. The communications protocol is a time division
multiplex (TDM), command-response approach with one processor/BCIU controlling
the bus traffic at any given time. Each multiplex cable assembly consists of
a twisted, shielded wire pair and bus couplers.

Message protocol is the sequence of the bus messages required to
perform system and bus control functions (synchronous and asynchronous oper:-
tions) and error and failure manaqgement operations. A set of system contro’
procedures was defined to describe the urccedures to perform thesc operations 4
as summarized in paraaraph 4.1. The overall message sequencing is chown in
Figure 6.

a. Bus Controller Interface Unit (BCIU). The BCIU provides the 1
interface, control, and data transfer functions between a processor and two
data buses. The BCIU operates under control of the Executive software in
either a remote mode or master mode.

In the remote mode, the BCIU provides the transter of data to and
from the processor based upon commands received from either of the data buses.
It provides the status reply on the appropriate data bus, performs special
internal operations, and nresents interrupts to the processor for a few speci-
“ied conditions.

In the master mode, the BCiU constructs and issues the bus commands 4
based on a two-word instruction fetched from the piocessor memory. These
instruction words contain not only transmitting-receiving terminal addresses,
subaddresses, and word count fields, but also the fields to dictate bus selec-
tion, automatic retry options, and BCIU internal operation codes. The BCIU
sequentially interprets =ach instruction pair tu determine the action reguired.
Depending on the op-code contained in the instruction pai:, the BCIU initiates
a bus operation, performs a no-op, or performs a link operation. If a bus
operation is indicated, the BCIU controls the message transmission on the data
bus. It accesses the next sequential instruction pair when the present operation
is completed successfully. If a no-op is indicated, the BCIU accesses the next
requested instruction pair. If a 1ink operation is indicated, the BCIU performs
no bus operation, but uses the second word of the instruction as the address of
the next instructior pair.

-12-
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Figure 7 identifies the major components that comprise a BCIU.,
Each Multiplex Terminal Unit (MTU) provides the interface function te one
data bus. The Processor Interface Module (PIM) provides the interface
function to the processor. The chanaing of processor types is accommodated
by a re-design of only the PIM. The Bus Contrul Module (BCM) provides the
timing, control, instruction decoding, and data transfer routing required
to implement the various operations. The BCIU also performs mode code opera-
tions to obtain status or built-in-test information for error and failure
analysis or to perform special mode operations as defined in paragraph 4.1.2.2.

b. Bus Control Interface Module (BCI). The BCI is embedded in the
AN/AYK-15A processor and operates in either of two modes: master or remote.
The BCI performe the same duties as the BCIU but provides enhanced status word
interpretation and interrupt code generation. Figure 8 shows the major com-
ponents of the AN/AYK-15A processor/bus controller,

c. Remote Terminal (RT). The Remote Terminal provides the interface
between the subsystems and the two data buses. The RT transfers data in both
directions between the multiplex bus and subsystem via the Interface Modules.
It receives these commands from either of ihe data buses and provides the
status reply on the appropriate bus. The RT performs special mode command
operations upon receipt of a mode command.

The RT is modular and programmable. This allows flexible partition-
ing of the data messages to the appropriate subsystems/sensors and signal
conditioning required by different numbers and mixes of subsystem and signals.
The RT is composed of Multiplex Terminal Unit (MTU), Timing and Control Unit
(TCU), and Interface Modules (IM) as shown in Figure 9. The Multiplex Terminal
Unit (MTU) interfaces to the data bus. It transmits and recejves information
between the data bus and the Timing and Control Unit (TCU) under control of the
TCU. The RT is dual redundant with respect to the MTU, TCU, and power supplies.

The Timing and Control Unit (TCU) performs all of the timing, con-rol,
buffering, decoding, and checking required to receive or transmit information
on the data bus. It transfers that information as outputs or inputs from the
RT via the Interface Modules (IM). The TCU contains a programmable device which
controls the mapping of each data word in each message to the proper subsystem
interface, i.e., the specific IM slot in the RT and channel on that IM. The
interface between the TCU and IM is standardized and contains the signals re-
guired to allow the TCU to select the individual nodules. Therefore, all IM
slots accept all IM types.

Each RT will interface with different numbers and mixes of subsystems/
sensors signals for each specific system configuration. This is accomplished
by inserting the proper number and type of interface modules into the IM slots
in the RT housing and by programming the ROM in the TCU. Table 2 lists the
typical type of RT Interface Modules provided to interface with the subsystems.
If required, a special interface module can be designed to interface with any
existing subsystem.

The MTU and TCU functions of the RT can be embedded in a sensor or
subsystem so that the interface of the sensor or subsystem is directly with
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FIGURE 7. BUS CONTROL INTERFACE UNIT
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the multiplex data bus. Functionally, the embedded RT responds to commands
received on either data buses in the same way as an RT.

3.2.2 DAIS Processors

The AN/AYK-15 DAIS processors provide computational, control,
memory, and input/output capabilities. The DAIS processors are distributed
in the architecture and are interconnected through the DAIS multiplex system.
In this architecture, the processors address only their own memory units.

The DAIS processors include the following features:
e Central Processor Unit (CPU)

® 16 general registers

e Extensive instruction repertoire

® 379K operations per second throughput based upon
a specified benchmark program

e Floating point capability

e Direct, indirect, immediate and index addressing
modes

e Programmable interval timers
o Vectored interrupts
e Memory

® Expandable random access memory to 65K words
(16-bit words), in 16K word memory modules

¢ Memory parity and write protect features

r o Input and Output

——

e Discretes
e Program controlled
e Direct Memory Access (DMA)

e External interrupts

The AN/AYK-15A integrated DAIS processor/bus controller combines the
processor and BCIU functions into an integrated unit and incorporates the MIL-
STD-1750 instruction set. Figure 8 describes the AN/AYK-15A. This integrated
DAIS processor/bus controller includes the following features:

-21-
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e Processor
e 16 general registers

o Extensive instruction repertoire as specified in
MIL-STD-1750

¢ 400K operations per second throughput based upon
specified benchmark program

® Floating point capability

e Direct, indirect, immediate, base relative, I(
relative, and index addressing modes

» Programmable interval timers
e Vectored interrupts
e Memory f

e Expandable random access memory to 65K words
{16 bits per word), in 16K word memory modules

o Memory parity and write protect features
e Input and Output

® Discretes

o Program controlled

e Direct memory access

o External, encoded interrupts

o Muitiplex data bus

o Bus controlier

3.2.3 DAIS Controls and Displays

The DAIS Controls and Dispiays (C&D) provide the interface between
the pilot and the various avionics. The C&D consists of a set of shared
multipurpose data entry devices, control devices, and display devices. The
C&D concept is based upon an integrated set of common and shared devices which
can be used for most of the avionic functions. Thus, the DAIS Controls and
Displays concept embodies the following features:

e Flexibility to accommodate changes in avionic functions
and moding as a result of new sensors/subsystems or
mission changes without requiring a physical change in
the control and display devices.

o Efficient design for centralized system management by
the pilot as required for the system application,
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® Redundancy if reguired for specific system application
(e.g. CRT's serve as backup to each other, redundant
display generators) for backup of mission-critical
functions.

® Provisions for mode control and command data from data
entry devices and to display devices to be transmitted
and received over the multiplex bus to or from mission
software.

The set of Control and Display equipment developed for the DAIS demonstration
is representative of what one would utilize in the DAIS architecture. An
example of the Controls and Displays subsystem configuration is shown in
Figure 10. The units or building blocks of the DAIS controls and displays
include the following.

a. Modular Programmable Display Generator (MPDG). The MPDG is a
programmable graphic display generator. It is capable of being programmed
to generate graphics composed of predefined symbols, line segments, and alpha-
numeric symbols. The MPDG generates symbols for presentation on both raster
and stroke written display devices. The MPDG generates the display data for
up to four raster display devices via the Display Switch/Memory Unit (DS/MU)
which contains the refresh memory for the raster displays. The MPDG also
generates stroke (x and y deflection signals, and blank/unblank signals) for
one stroke display.

The MPDG generates various forms of symbology including geographic
map symbols, overiay symbols, tactical horizontal and vertical situation
data, and flight situation and director symbois as programmed in the C&D sub-
system application software. This application software executes on the
prograrmable processor in the MPDG.

b. C&D Subsystem Application Software. The C&D subsystem applica-
tion software consists of the routines and display lists for the display
generator in the MPDG. This software generates the display symbology, text
formats and pages, map data, etc., required for a specific avionics system
application. Mode control and data messages received from mission software
via the mulitiplex system controis the display modes, display assignments,
text displays, and variable symbology. The application software is commanded
by mission software. It performs the loading of the MPDG programs, text pages,
and map data from the C&D Mass Memory Unit (MMU).

The specific application software was developed using an MPDG
assembler hosted on a DECsystem-10. The source language consists of the MPDG
microprocessor instructions, display generator command formats, and assembler
directives.

c¢. Display Switch/Memory Unit (DS/MU). The DS/MU is used in con-

junction with one or two MPDGs to drive the raster display devices. The
DS/MU accepts digital data from one or two MPDGs, stores the data in up to
six refresh memories, and sends the data to up to four raster displays (525-
line or 875-1ine format).
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The raster displays are displayed alone or overlayed with sensor
video. The DS/MU provides the capability to route signals from up to 14
sensor or weapon video sources (e.g. TV sensor - 525 line, FLIR sensor -
875 line, weapon station sensors - 525 line) to any of the four raster dis-
plays. One external video signal is routed to a single display at one time.

The DS/MU also accepts stroke-generated signals from one or two
MPDGs and routes these signals to one of the two stroke displays. Although
the DS/MU is a serial element in the system, it is designed to minimize the
probability that a single failure will cause complete loss of display
capability.

d. Display Devices. The display devices are cathode-ray-tube (CRT)
displays which are driven by the MPDG and DSMU as described above. This allows
changes or additions to the information displayed to the pilot without physical
changes to or movement of the display devices in the cockpit. The CRT display
devices consist of raster-written and stroke-written devices as follows:

e Head-Up Display (HUD) - stroke-written
o Multiple Purpose Displays (MPDs) - raster-written

The MPDs can be used for Vertical Situation Display (VSD), Horizontal
Situation Display (HSD) and Multi-Purpose Displays (MPDs) as required by the
specific avionics systems configuration. Al1l the MPDs are identical except for
the legends on the display selection buttons. The Head-Up Display (HUD) pre-
sents the symbology (e.g. cues, flight information) in the pilot's forward

field-of-view, so out-the-window scenes (e.g. targets, IPs, etc.) can be viewed.

e. Data Entry Devices. The data entry devices provide flexibility
in the information which can be entered by the pilot to control and manage the
specific avionics system (mission functions, sensors, and subsystems). The
design of the data entry devices allows changes or modifications to the
avionics functions without physical changes to the cockpit. The output of the
data entry device is received and interpreted by Mission Software via the
multiplex system. Display responses to the device are generated by mission
software via the multiplex system. The type of data entry devices include the
following:

1. Integrated Multifunction Keyboard (IMFK). The IMFK consists of
a programmable alphanumeric 280 character display, seven master function push-
buttons, and ten submode select pushbutten switches, five on either side of
the display. The IMFK display is capable of displaying ten rows of characters
divided into three columns (nine characters in left and right columns, and
ten characters in center column}. The display information is generated by
mission software. The pushbuttons generate a request via the remote terminal
for the master executive to asynchronously service and transmit the data to
the appropriate processor. Application software interprets the pushbutton
or switch action and provides the appropriate response.

2. Multifunction Keyboard (MFK). The MFK consists of seven master
tunction pushbuttons, ten submode pushbutton switches, and ten indicator
Tights. The MFK interfaces with mission software via the RT in the same way
as the IMFK. It can be utilized for specific control and display functions
or as a backup for the [MFK,
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3. Data Entry Keyboard (DEK). The DEV vrovides the pilot with
means of entering numeric and Timited alpha data into mission software via
the multiplex data bus. The D'K steres and dicnlaye up to ten charg ters
1 When the enter key is depressed, a request far wervice via the RT is rade

to the master executive. Upon receiving the data, Mission Software inter-
prets the data depending upon the seincted submode via the IMIY or MY,

f. Control Devices. The Controls +nd Displavs subsyster also

provides several control devices as follows:

1. Sensor Cont-ol Luit (SCU). The SCU provides for selection and
position control of a s,mbol or sensgr (X and Y directicns). The hand con-
troller is a force control with Do voltage output which is propoctiore? to

the force in the X and Y directions. The SCU also provides triiger and switch
discrete outputs. These outputs are transmitted to missiorn software via the
multiplex data bus; mission software drives the :piroiriate symbol or sensor
based upon the selected mode. The SCU als0 provides o control kegh to centeo]
cursor brightness.

2. Armament Panel (AP). The armament uanel prevides switches for

weapon armament control (bombing, fusing. oun firing, and jettison).

3. Master Mode Panei (MMP). The MMF consists of fiftcen maste:
mode switches. Each has an indicator liaht enc HUD-related switches and con-
trols. U!hen a master mode switch is depressed, ¢ reguest for -ervice will be
made to the master executive. 'Inon receiving the date. ission software inter-

prets and responds to the selec.2d master mode.

The interface between the pilot and the integrated set of Controls
and Displays is dependent upon the specific avionic mission and system con-
figuration. The system designer selects the set of integrated Controls and
Displays required for the specific avionic system and cefines the pilot
sequences and display responses required to control and mode the avionics
system.

The interface between the Mission Software and the C&U applicatior
software in the MPDG is also mission-and application-dependent. This inter-
face is defined by the data bus mecsages from Mission Software to the MPDG
} to perform the following functions:

e load the MPDG
e Control display (VSD, MPL, HAD, & HUD) assignment
e Control display modes

® Provide data to drive thr display symbology, e.q.
o elevation, altitude, heading, etc.

® Provide text data




With increased avionic and mission complexity, the role of the
pilot is changing to that of a total sSystem manager. Mission Software can
perform the systems management function, collecting information and con-
trolling a functionally integrated set of subsystems and sensors, to reduce
the pilot workload. Functions such as subsystem checkout and monitoring,
data computation and reduction, routine sequencing within mission modes, and
mission and aircraft data storage can be performed by the mission software
with minimum pilot intervention. Operation by exception can be designed
into the system control and operation.

For example, the pilot can use the integrated Controls and Displays
to mode the avionics system throuagh the Mission Software applications func-
tions. He receives display information about the mission and avionics
system operations from the software. The control devices permit the pilot to
establish the operations to be performed by the software functions. The
master modes set the display devices to prescribed formats via Mission Soft-
ware and the MPDG. The pilot, however, can override these normal operations
to either cause alternate modes or activate operations not required by the
selected master mode.

Master modes are defined for specific phases of the mission where
certain normal operations are active. Upon entering a new master mode, some
previous operations are terminated as new ones are activated. Manual modes
previously selected by the pilot can be retained if compatible with the new
master mode. If the new master mode requires a system that has been'deselected”
using the manual mode, the pilot is alerted through display exception messages.
The Master Mode Panel, as labeled for the specific mission applications, permits
the pilot to select these prescribed master modes. Mission software, in res-
ponse to the selected master mode, will command the C&D application software to
generate formats for the various displays (HUD, VSD, MPD, et..}. The pilot can
override the preprogrammed mission functions through the IMFk-displayed pages
and side keys which are also handled by mission software. The pilot will also
be able to enter information into Mission Software via the DEK. For the DAIS
demonstration, a representative set of master modes and mission operational
sequences were defined and implemented under control of mission C&D application
software. The requirements for these modes are defined in a Pilot/Operational
Sequence Interface Control Document (ICD).

3.2.4 DAIS Mission Software

The DAIS Mission Software (MSW) is the set cf programs which support
and perform the avionics functions required for the DAIS Close Air Support (CAS)
mission. To control and perform these functions, the MSW contains both Execu-
tive and Application Software.

3.2.4.1 Executive

The executive is the operating system for MSW. It is organized into
the local executive and the master executive.
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3.2.4.1.1 Local Executive

Each DAIS processor contains a local executive. The local execu-
tive software is table-driven. It performs the following functions:

1

Process Control - provides services for the application
software to activate and deactivate periodic and non-
periodic tasks when appropriate conditions have been met.
These conditions are based upon legical wettings (on or
off) of real-time events.

Event Control - provides the mechanism for setting,
resetting, and evaluating real-time events which commun-
icate conditions (on or off) signalled between tasks in
the same or different processors.

Data Control - guarantees integrity of shared data and
provides mechanism for transmission and reception of
data over the multiplex bus.

Processor Initialization - provides initialization for
processor power transient recovery, initializes program
Toads, and performs minor cycle synchronization with the
pther processors.

3.2.4.1.2 Master Executive

One of the DAIS processors contains the master executive. The
master executive is table-driven. It manages the system configuration by
performing the following functions:

1.

System Synchronization Control - allocates time segments
{minor cycle and major cycle) for synchronous messages
and performs minor cycle synchronization by transmitting
minor cycle naster function mode commands to the other
processors.

Bus Control - controls transmission of synchronous and
asynchronous messages over the multipiex data bus.

System Error/Failure Management - monitors and analyzes

errors and failures on both bus and terminal devices.
Initiates message retry procedures to reccver from
message errors.

Configuration Management - detects and isolates permanent

device failures, maintains system configuration status,
reports failure to the application software, and initiates
backup or recovery operation if required.

Mass Memory Management - provides for retrieving and

storing information from the mass memory on request.
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3.2.4.2 Application Software

The application software performs the tasks associated with the
avionics requirements of the mission. The application software is divided
into eleven functional areas.

Navigation
Guidance

Weapon Delivery
Position Update
Display
Miscellaneous Functions
Stores Management
Pilot Control
System Control
Common Subroutines
System Functions

Table 3 1ists and briefly describes all the programs in each of
the functional areas.

3.2.4.2.1 Navigation

The navigation software computes aircraft position and velocity
and related information used by the pilot and by avionics algorithms. The
Navigation programs include three navigation modes (INS, Dead Reckoning,
and TACAN), associated programs, and programs to interface with the appro-
priate avionic sensors.

3.2.4.2.2 Guidance

The guidance software computes flight path deviations and handles
pilot requests. It calculates and displays to the pilot information needed
for steering. The guidance software provides the six steering modes: Command
Track, Command Nav, Command Heading, Command Altitude, ILS, and TACAN.

3.2.4.2.3 Weapon Delivery

The weapon delivery programs perform the calculations to aid the
pilot in releasing weapons. Variables such as ejection angles, range-to-
target, miss distance, stick length, and bomb-fall-line are computed and dis-
played. Two delivery modes, CCIP/Auto and CCIP/Manual, are available.

3.2.4.2.4 Position Update

The position update programs in conjunction with the weapon delivery
range algorithms allow the pilot to update the aircraft position based on known
waypoint or target positions. Three position update modes are available:

INU HUD update, Flyover update, and FLIR/Laser update.

3.2.4.2.5 Display

The display software presents information to the pilot in the cockpit.
[t controls data sent to the MPDG's and the IMFK and MFK. It provides specific
display messages to drive the symbols and graphics on the DAIS displays.
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TABLE 3. APPLICATION S0F IWARE PROGRAMS

FUNCTIONAL AREA

APPLICATION SGF WAt

DESCRIPTION

Navigation SPPAINAVCONTROL Navigation contrcller

SPP2NAVPARMS Calculates flight parameters
from INS data

SPR3NAVINS Interfaces with INS and computes
wander angle, latitude, iner-
tial velocity

SPPATACANNAV Calculates latitude, longitude,
velocities using TACAN

SPP5DRNAV Implements Dead Reckoning navi-
gation

SPP6ALIGN Controls timing of INS alignment

SP@7NAVOATA Computes transformation matrix

SPPBTACSEL Selects TACAN station to be used
in TALAN Area Navigation

QPP1INSOUTMODE Outputs mode and power to INS

QPP2Z INSOUTDATA Qutputs barometric altitude to
INS

QPB3INSOQUTUPDATE OQutputs direction cosines and
Jongitude to INS

QPP4 INSINDATA Inputs INS data

GUIDANCE SPIOSTEERCONTROL Guidance wontroller
SP11STEER Main task of steering function

SP12DESTINATION

Changes command nav steering
destination

QP15TCNOUT OQutputs mode and channel select
to TACAN

QP16TCNIN Inputs TACAN range, bearing, rangc
rate, status

QP2@ILSOUT Outputs Power and frequency to
ILS

QP211ILSIN Inputs glideslope and localizer
deviation

WEAFON DELIVERY SPAGATTVEL Calculates air mass velocity and

ejection angles

SP41WDCONT Weapon Delivery controller

SP42AIMING Controls aiming reticle

SP43FLR FLR (Laser Ranger) pointing
angles

SP44BALLISTICS Ballistics algorithm

SPASWPNRANGE Sets steering modes and in-range
flags

SP46SC Solution cue position

SP47BFL Bomb fall line parameters

SP4gPD Positions the pull-up cue

SP5pCCIP Solution cue for CCIP manual

SPSIWDINIT Initializes weapon delivery

software
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TABLE 3.

APPLICATION SOFTWA

RE_PROGRAMS (CON'T)

FUNCTIONAL AREA

APPLICATION SOFTWARE

DESCRIPTION

WEAPON DELIVERY SP52RANGING Computes target range
(CON'T) SP53RELEASE Time-to-release
QP5PLSRINRNG Inputs range and status from
Laser Ranger
QP51LSROUTDATA Qutputs data to Laser Ranger
QPS5SCUIN Converts SCU data into internal
format
POSITION UPDATE SP9PPOSUPDATE Coordinates pilot slewing the
aiming reticle and designat-
ing to perform a position
update
SP91POSUPDATECONTROL | Position update controller
DISPLAY DPP1IMMPLIGHTS Changes MMP light state
DPP2 IMFKLIGHTS Lights the IMFK Brute Force keys
DP@3MFKL IGHTS Lights the MFK Brute Force keys
DPP4APAGE Displays entire IMFK/MFK page
DP21MPDG Synchronous DISP for messages to
MPDG
DP23MPDGDISPLAYASSIGN | Formats and sends data to MPDGs
DP24MPDGWPTINIT Initializes waypoints for MPDG
DP25MPDGTABLDISP Sends message to MPDG1
DP3PFLASHSYMBOLS Controls flashing
DP52STORESTAT Changes MPDG stores option format
DP6PBLINKFD Blinks the flight director
DP51MAPUPDATE Determines which map data bliocks
are needed
QP71SCUDEKOUT Output lamps, DEK activity,
display power
MISCELLANEGUS SP2PADCOMP Air Data computations
FUNCTIONS SP2IWIND Computes wind velocity
QP25RDRALTOUT Outputs power and test bits to
Radar Altimeter
QP26RDRALTIN Inputs Altitude and Status from
. Radar Altimeter
QP4QADIN Inputs Air Data
QP43UHFOUT Outputs frequency and mode to
UHF
QP49GEARIN Inputs aircraft status
é STORES SP7BSTORESCON Stores management controller
MANAGEMENT SP71STORESCON] Deactivates weapons
SP72MK82CON Controls MK-82
SP76PJETT Performs programmed jettison
SP77EJETT Performs emergency jettison
SP78STORESINIT Brings loaded stores to quies-
cent state
QP6PARMIN Inputs armament switches
QP8PMK82 MK-82 control
QP81STA1REL Station 1 Release
-31-
ittt ittt nctol — i . et




TABLE 3.

APPLICATION SOFTWARE PROGRAMS (LON'T)

FUNCTIONAL AREA

APPLICATION SOFTWARE

DESCRIPTION

PILOT CONTROL

CPP3MMPREQPROC
CPP4 IMFKREQPROC
CPPSMFKREQPROC
CPP7HANDLER

Handles MMP Pilot requests

Interprets IMFK key inputs

Interprets MFK key inputs

Carries out actions when IMFK
side key 1s pressed

QP7@QDEKIIN Tnputs data from DEKI and DEK2
SYSTEM CONTROL CPPIMASTSEQ Initializes application software

CPP2CONF1G Sets up application software
confiquration

CP11WOGS IMKEY Weight-off-gear simulated key
producer

CP12FLYTOSIMKEY Fly-to-point simulated key
producer

CP13WHLSIMKEY Wheels down simulated key
nroducer

CP14FLAPSIMKEY Flaps set simulated key producer

CP15MMPILLSIMKEY MMP illegal simulated key pro-
ducer

CP16MMPNIMPLSIMKEY Non-implemented «imulated key

CP17WONGSIMKEY Weight-on-gear simulated key
prcducer

CP18OFFFPSIMKEY Off-flight-plan simul sted key
producer

CP19TO2DIMWPTSIMKEY To 2 dimensional waypoint simu-
lated key producer

CP2POUTBNDSIMKLEY Qutbound intercept simulated key
producer

CP3PWTOFFGEAR Take-off/Climb simulated key
oroducer

CP4pMMCOPY Copies Master Mode

CPSPDISPCONTROL Activates CPP7

COMMON ALTSET Formats reference pressure for
SUBROUTINES IMFK

BINARY Performs binary searcn

CNTRST Formats weapon station informa-
tion

CONVER Converts radians to degrees and
seconds

DEGREE Converts radians to degrees

DENORM Converts floating point to
fixed point

ELEVDH Formats IMFK legend

FLOATF Converts floating point to ASCII

FLYTOF Formats the fly-to dispiay

FUZING Formats the fuzing for display

ILSCHN Formats the ILS CHNG IMFK jegend

INTERV

Formats the interval for the IMFK




FUNCTIONAL AREA

TABLE 3. APPLICATION SOFTWARE PROGRAMS (CON'T)

APPLICATION SOFTWARE

DESCRTPTION

COMMON SUB- | JETPAG Formats the jettison programs
ROUTINES (CON'U)N LATLON Converts radians to character
display
LIMIT Limits an integer to a specified
range
LIMITF Limits a floating-point to a
specified range
MAGVAR Formats the magnetic variation
MODEFQ Formats the weapon delivery mode
MTXV Multiplies matrix transpose
times a vector
MXV Multiplies matrix times vector
MXM Multiplies matrix by matrix
NORMAL Normalizes a fixed-point number
OFFSET Formats the offset for display
QUANID Formais the quantity/weapon ID
REVERS Reverse the bit pattern
SMOOTH Performs first-order lag
smoothing
STATIO Formats the stations
TCNCHN Formats the TCNCHNG legend
TRANSP Performs matrix transpose
S15ENC Converts integer to ASCII
UHFCHN Formats the UHFCHNG data
VADD Adds two vectors
vDOT Performs dot product
VUPDATE Performs vector operation
VXV Multiplies two vectors
WINDSE Formats the windset dispiay
SYSTEM FUNCTIONS | SIN Sine
cos Cosine
SIND Sine (der- <)
C0sD Cosine (d¢_.ces)
ASIN Arc sine
ACOS Arc cosine
ATAN Arc tangent
SINH Hyperbolic sine
COSH Hyperbolic cosine
TANH Hyperbolic tangent
MAX Max imum
TAN Tangent
LN Natural logarithm
LOG Logarithm
SQRT Square root
EXP Exponential
ATAN2 Two-argument arc tangent




3.2.4.2.6 Miscellaneous Functions

The miscellaneous functions inciude wind ang air data calculatiuns,
They also provide interfaces with the air data sensors, the radar altimeter,
the UHF radio, and the gear.

3.2.4.2.7 Stores Management

The stores management software maintains invento: ., of the weapons
on board the aircraft. It keeps track of the number and type of weapons 3s
well as their state.

3.2.4.2.8 Pilot Control
The pilot control software responds to the pilot's requests and invokes
? the appropriate application functions that generate information for displays
| or for controlling avionic support subsystems.

3.2.4.2.9 System Control

The system control software schedules and controls the application
software.

3.2.4.2.10 Common Subroutines

The common subroutines (COMSUB's) are a set of reentrant programs.
They perform mathematical operations such as matrix mujtiplication as well as
data manipulations such as reformatting.

3.2.4.2.11 System Functions

The system functions include the mathematical and trigonometric
functions such as sine and square root.

3.2.4.3 Mission Software Architecture

The mission software is modular and flexible. It can accommodate
mission-to-mission changes as well as changes in the complement of avionic
sensors. It allows for modification of both the executive and the application
software which greatly facilitates implementing the DAIS architecture on other
aircraft.

S tis o et nad

The application software is organized in a hierarchical control
tree structure. Each program is either a controller or a calculator. A
controller schedules a particular set of calculators. Each controller is,
in turn, scheduled by a controller at a higher Tlevel.

The master sequencer is at the top of the application software
hierarchy. It controls the request processors, configurator, and subsystem
status monitor. This master sequencer is only required in the master
processor.
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The configurator schedules the remaining tasks. It defines the set
of application functions to be invoked by request from the request processors
or the subsystem status monitor. It also generates a new set of available
functions upon significant changes in mission phasing or equipment moding.
This set of functions is based on a global knowledge of overall system status.

The structures described above are further divided into modular
components. Each component is a closed program, that is a program with only
one entry and one exit point. In addition, each program is under control of
a program at the next higher level of the hierarchy. Also, the components
isolate separate hardware functions; this localizes the impact of equipment
changes and allows for mission-to-mission system changes.

Structured programming techniques are used to increase reliability
and understanding and to eliminate intricate logic that is difficult to
validate and verify. Only closed logic structures--logic structures which
have a single entry point and a single exit point--are employed in the con-
struction of program components. To further emphasize standardization and
understanding, the higher order language JOVIAL J73 is used for development
of the Mission Software. JOVIAL is not used for those portions of the program
where computer time must be minimized or a high degree of numerical accuracy
is required or interface with processor or bus controlier hardware is performed.

3.3 Other Elements

3.3.1 System Mass Memory ,%
This optional subsystem supports the DAIS capabilities to load/ :

reload program modules. In the ITB, it is actually a simulation of a bubble

memory device. The simulation is implemented in the universal remote terminal 1

(URT).

A fixed RT address is required for the system mass memory in order
for it to be accessed by the bootstrap routine during startup. The system b
mass memory has four basic operations, as follows:

Address Select - to set a starting address for the
mass memory and specify if synchronous or asynchronous
operations are to be performed. Also to set read mode
or set write mode.

Address Retrieve - to obtain the current (i.e. next to
be accessed) mass memory address and settings of the
Read/Write and Sync/Async flags.

Read - to transfer data from the mass memory and advance
the current address by the number of words transferred.

Write - to tr.nsfer data to the mass memory and advance
the current address by the number of words transferred.
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The format of the messages associated with eacn of the basic
functions is shown in Figure 11. In this example, keceive (T/R=0) sub-
address 17 is used for Address Select:; Transmit subaddress 17 is used for
Address Retrieve; Transmit subaddress 18 is used for Read; and Keceive
subaddress 18 is used for Write. 1lhese are, of course, arbitrary choices
that may be changed by the system designer. The significant point is that
the startup program must know the bus address of the mass memory and the
subaddress of each function.

These messages have some bit definitions unigue to the system
mass memory. The sync/async bit in the address select command tells the
unit whether or not the Last Command Word is to Le included as the first
data word of a Read operation.

The read/write bit, also in the Address Select message, specifies
whether subsequent operations will be writing data to or reading data from
the system mass memory. This information is required to properly manage
data buffers internal to the interface. It also provides a first level of
security, reducing the chances of inadvertent data destruction.

To meet the multipliex bus response times, a buffer interface is
necessary. Further, the buffer size is selected so that the time to load
the buffer from the memory device is less than the time to transmit the
buffer contents over the multiplex bus. A standard double buffering tech-
nique can then support a continuous data flow and no delays need be encountered
after the initial access.

The bits defined in the status word provide the Master Executive
or Startup Loader with information on why the most recent operation vas not
successful. These are interpreted as follows:

ME - Message Error - indicates data was not received
correctly off the bus. The data has not been
accepted, and the address has not been advanced.

BSY - Busy - indicates the data transfer could not take
place; e.g., buffer full, access in progress.

TF - Terminal Fail - indicates an unrecoverable device
error occurred on the most recent operation.

The system mass memory is not to be confused with the C&D mass
memory unit (MMU). The MMU is a component of the C&D subsystem though a
system designer may opt to implement these logically distinct units on a
single physical device. (In this case, the interface unit would be required
to resolve any access conflicts internally in a manner transparent to the bus
operations.)

Alternatively, a specific implementation may choose to economize by
omitting the system mass memory, thereby foregoing the inflight reload capa-
bility.
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3.3.2 Processor Control Panel (PCP)

v \

The Processor Control Panel provides switches to scparately enable
power to each side (A and B) of the multiplex system and to each of the pro-
cessors. Two toggle switches and two push buttons provide the pilot control
over system load and system restart operations.

The advisory caution panel (ACP) provides a display of hardware and
software status during the startup process. This is shown in Figure 12. The
two panels are normally referenced together as the PCP/ACP. The lamp test
button on the PCP provides a local test of all lights and backlighted push
buttons on both panels.

3.4 Non-Real-Time Support Software

The DAIS non-real-time support software provides the tools to
develop, generate, test, and partition the mission software for the specific
avionics configuration. The non-real-time support software includes the
JOVIAL Compiler and the Partitioning Analyzing and Linkage Editing Facility
{PALEFAC).

3.4.1 JOVIAL Compiler

The JOVIAL Compiler is a program which translates high-order-
language source code into object code. Two versions of the JOVIAL language
and, therefore, two versions of the JOVIAL compiler were used in developing
the DAIS mission software. Mission Software was first written in JOVIAL
J73/1. In 1980, all Mission Software was converted to JOVIAL J73. Both
versions of the compiler serve the same function and fill the same role in
the DAIS system architecture.

The JOVIAL compiler generates object modules which can be loaded
and executed on specified target computers (such as the DAIS processors or
the DECsystem-10 computer). The JOVIAL language is machine-independent.

It uses self-explanatory English words and familiar notation for algebraic
and numerical computations and logical operations. The JOVIAL compiler pro-
vides a common, powerful, and easily understandable programming language for
a wide range of applications. The compiler provides a capability for sharing
data among interdependent programs or tasks through a communication pool
{compool).

The JOVIAL compiler is designed to be easily retargeted to produce
object code for a new and unspecified computer. It is also designed to be
easily rehostable to another host computer. Initially, the compiler was hosted
on the DECsystem-10 computer system and targeted for the DAIS processor and
DECsystem-10.

The structure of the compiler is shown in Figure 13. The system
programmer generates the source input and compool input files. The programmer
then compiles the source program using the compiler which produces source
listings, cross references, object listings, and the relocatable object files
for the selected target computer.

-39-




2
D 2 homa Q

.VJI 1 201 ,mw .‘IL

e e e e

OAdDI-—0Z

CO>—nOox >

T/ T2 3dN9l

?Q

E

IHOITINY

=

GNNOYS

=

B

g

r\ i

g

|
L 83as . - 4IMOJ sNe

mwSOI L(.nwmoOma _

-40-




FANLINYLS ¥ITIdWOD €40 “ST FUN9I4

IN30ONIdI0~ 1390V L xx
INIAN3d30- LSOH~

314
mndmo } \ 314 auwwwmw
1004W00 / / 123040 343y INILSIT
_ ¥3IV1dWOD 1/ELp | u
| | !
_ _ !
| [ o
_ - [
It woss3toug «0LYYINID ¥0$530044 Wil | | S
_ LNALNO| | »»¥01103 3007 ¥3LY01TY ¥IZAWNY LndNT | f43iNT auyd | :
“ 100dW0D ¥3Z1HILd0 XYLNAS 3004¥i03 T0¥LNOD | | :
| i
~ [ ) |
I n _ .
— b _ 3
“ ! |
‘ |
{ JAILNIIX3 “
l
_ ]
r‘l‘l""l"'l|""’l"l"",‘t"l‘ - l"""“"l"‘
W3LSAS 314 L1NgN} (s)an14
ONTLYY3d0 NS | {LndKT 1004
L5011 £l HOD  £LP




The output of the compilation is a relocatable object file. In
order to execute the program on the DECsystem-iU, the object tile wust be
converted to core image form using the DECsystem-10 (LINK-10) linker/loader.
In order to execute the program on the DAIS processor, it must be converted
to core image form using the HBC linker/loader.

The JOVIAL Programmer User's Manual provides definition of the J73
language, properties, and statements including examples of how to write ¢ J72
program. The guide also presents a syntactic description of the languaue
elements with examples and necessary information for the user to write, cor-
pile, load and execute programs on the target computers.

3.4.2 Partitioning Analyzing and Linkage Editing Facility (PALEFAC)

PALEFAC is a non-real-time suppcrt software tcol for use by the
systert designer and application programmer to:

1. Build the data tables for the DAIS local and
master executives.

2. Provide bus analysis and module partitioning
information.

3. Produce the executive tables in J/3 source code.

4. Generate linker comwand files for each DAIS pro-
cessor for the DECsystem-10 Linker or DAIS
Processor Linker.

PALEFAC is used as a stand-alone tool. PALEFAC consists of three
hasic programs, as shown in Figure 14: PALLFAC pre-processor, PALEFAC main
nrograr, and PALEFAC module input {PMI} decoder.

PALEFAC is used to build the mission software load rodules for each
of the DAIS processors. Inputs to PALEFAC are the Application Software mod-
ules including the executive service requests generated by the application

programmer in J73 source code. The pre-processor reads each application module

and creates a record for each application module in the PMI file.

The system designer prepares a PALEFAC Global Input (PGI) file based

upon the specific system configuration, partitioning of application tasks to
eacn processar, and bus messaces to each terminal. This would include:

a. Bus Messages

e To/from data block name or Terminal Address/
Subaddress

o Cycle (period and phase) for synchronous
transmissions

o Activity request identification for asynchronous
transmission
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e Word count

e C(lass for messaye errar retry
b. List of all tasks or modules for each processor
c. JOverride directives

d. Number of processors in the systen confiquration and
address of each terwinal

The system designer also generates the PALEFAC Auxiliary File (PAL) for common
subroutines (comsubs) and comuon communication data blocks {compools).

The PALEFAC main program builds the executive tables and linker
command files based upon the system designer specified configuration. The
output of PALEFAC is the PALEFAC mission files (PMD), PALEFAC Partitioning
Information Files (PPI), and test output files shown in Figure 11. The PMD
files contain all the executive tables including the bus control tables in
J73 source code. The PPl files contain the linker commands for each pro-
cessor and specify all the missior software moduies (e.g. executive modules,
application tasks, comsubs, and executive tablec; in urder for the iinker to
produce the load modules for each processor. PALEFAC also produces text
output files Tisting all the PALLFAC input files, tre cutput files, and error
messages.

3.4.3 Assemblers/Linker

ALAP is a retargetable assembler written in Fortran IV and hosted
on the DECsystem-10 computer at the AF Wright Aeronautical Laboratory. The
assembler can be retargeted to a variety of machine languages. [ts function
js to translate assembly language scurce into object modules which can be
loaded and executed on a specified target computer {(e.g. AN/AYK-i5 processors,
AN/AYK-15A processors, DECsystem-10 computer) or into relocatable files for
further processing by LINKS.

LINKS is a target-independent linker written in Fortran IV and
hosted on the DECsystem-10 computer at the AF Wright Aeronautical Laboratcry.
Its function is to combine relocatable files produced by the ALAP assembler
and/or the JOVIAL compiler into a single object file ready for execution on
a specified target computer.
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4.0 DAIS SYSTEM CHARACTERISTICS AND FEATURES

The performance characteristics of DAIS include system functional
control characteristics as well as system architecture features and attributes
included in the design of DAIS core elements. These sections address the system
control features and the primary characteristics which are unique and important
to the DAIS concept.

4.1 System Control Procedures

The DAIS architecture and integrated system design result in a
special set of functional requirements, designated system control} procedures,
which include system startup/restart, control of the bus communication, and
utilization of redundancy in the event of core element failures. The system
and bus control functions are distinguished from mission avionic functions
which support the specific mission tasks. The mission avionic functions are
composed of navigation, guidance, weapon delivery, communications, target
acquisition and track, stores management, and subsystem management.

Another important group of functions, on-board tests, utilize both
hardware and software to isolate in-flight faijlures. This allows utilization
of redundancy, maintains a complete updated status of every equipment on the
system, and provides isolation of failure to LRU levels with a minimum of
auxiliary group equipment.

4.1.1 System Startup/Restart Operations

The overall objective of the system startup/restart procedures is to
give the pilot control of the system configuration and to provide a verification
of the hardware and software prior to entering normal system operations.

The pilot controls the system via the Processor Control Panel (PCP).
The power enable switches allow him to remove a processor from the system by
powering it down. The GROUND position of the startup switch permits him to
specify an initial startup as opposed to a restart, indicated by the INFLIGHT
position. The START button permits him to request the use of software already
loaded, while the LOAD button allows him to force the reload of all software.
Of course, the LOAD function is supported only when a system mass memory is
configured in the system.

In addition to the pilot-initiated restarts, the system will, under
certain limited circumstances, perform an automatic restart. It is essential
that an automatic restart have minimal impact on continued system operation.
This consideration defines the need for a "warm start" jnitialization of soft-
ware as opposed to the “cold start" associated with normal system startup.

“Cold start" assumes a fully operational configuration. It involves
the complete initialization of executive and application software and the
assignment of initial values to events and data.

"Warm start" continues the current operational status. A partial

initialization of the executive is performed, current data is maintained, and
application tasks and events are assigned to a known, predetermined state.
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The various startup/restart cases are summarized in Table 4.
As is evident from this table, it is important the nilot set the startup
switch before powering up the precessors. Ctherwise, the power-un would
look like a transient recovery. Conversely, the pilot must return the switch
to the INFLIGHT position at the completion of a normal startun. Failure to
do so would allow a transient to brina the system to a stop.

4.1.1.1  Normal System Startup

Each processor is equipped with a read only memory (ROM)*, which i<
enabled when the power up condition is detected. The ROM contains sufficient
instructions for the processors to perform self tests, determine the integrity,
of loaded software and arbitrate control of the multiplex bus. The ROM may
contain additional functions as desired for any specific implementation, but
normally considerations of stability and size would indicate only essentials
should be in the ROM. The minimum RCM contents are dictated by the requirement
that the ROM be capable of starting or rostartinc a systenm without a system
1ass memory.

PO ~ Y, =)

As each processor senses power-up, it enables the ROM and begins
executing at location zeru. Memory protection is established, interrupts
are cleared, and self tests are performed on the nrecessor/BCM. f

L =

At the completion of self tests, sofiware is verified and one nrocess r
is established as controiler of the multiplex bus. The other processors reral
in remote mode, prepared to transmit the results of self tests and software
verification. The controller polls all possible processours for this informati-
to determine the configuration to be run. A processor is included in the
configuration if it passed self test and it successfully communicates on the
multiplex bus.

Software verification/loading is the final phase of the startup pro-
cess. Based on the configuration which is operational, the system loader
accesses a startup configuration table to deiermine the load module required :
in each processor. If the required software is not nresent, it is loaded from :
system mass memory, and the verification process repeated. Wwhen it is confirmen
that all processors are properly loaded, the controller directs each processor
to perform initialization. The contrcller then enters its own initialization
and normal system operation is begun.

4.1.1.2 System Warm Start

Svstem Warm Start is designed primarily as a response to a system-
wide power transient. The objective of a warm stavt is to resume operations
as quickly as possible. The procedure starts what it finds and verifies
in the processors' memory and does not perforw reloading. The pilot will be
alerted if a runrable set of software is not found.

*The ROM, in effect, overlays the first four thousand words of memory while
invoked. This is a feature of the AN/AYK-15A processor and, since it is
the preferred implementation, the startup procedures are described in this
context. With the AN/AYK-15, or other processor not equipped with a ROM,
the startup software must be permanently preserved in low memory and memory
protected except as required when modifying interrupt vectors.
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As power is restored tu each processor, it will enter Lhe ROM,
perform self tests, verify software and build startup status information as
in normal startup. The absence of any bus activity pernits one of the
processors to assume control to manage the warm start. The fact that it is
a warm start is determined by the INFLIGHT position of the start switch and
the absence of the discretes for both the start button and the load button.

The startup confiquration table defines the dcceptable ronfigurations
for a warm start in their order of preference. This information, along with the
module ID's required for an initial load, is kept in the fixed information tesble
in each processor to facilitate quick transient recovery. If the procedure
cannot find the configuration matching the initial load (which by definition is
the most preferred configuration for a warm start) it then goes through the
restartable list trying to find a configuration in which each of the load module
ID's can be found in some processor.

Should no restartable load set be found, the pilot is alerted by
the master caution lamp. The startup process is then recycled to the point
of reading the PCP prior to identifying the configuration. The procedure
will, therefore, automatically detect a processor that recovers from a power
transient much slower than the others. It will also respond to new direction
from the pilot via the PCP.

4.1.2 Normal System Operation

In normal system operation one of the processors, designated the
master processor, contains the master executive and controls the bus. Each
of the remaining processors is designated a remote processor and each contains
a local executive. Application software is distributed among all the processors.

4.1.2.1 Bus Control Operation J

Bus control operation is concerned with the control of the bus message.
ard sequences as defined in MIL-STD-1553B and as shown in Figure 6. The contro? 1
of bus traffic operations provides for major/minor cycle synchronization, which !
js maintained via transmission of minor frame (synchronize mode command) messages
to each remote processor, and provides for buth synchronous and asynchronous
bus communication.

The synchronous bus traffic is controlled by a predefined bus command
list. Asynchronous messages, which are predefined, are scheduled by the master
executive based upon requests from terminals or application tasks. In addition,
the bus control operations themselves may generate asynchronous messages in
managing exception conditions.

In general, asynchronous operations are given priority over synch-
ronous operations. A more complete breakdown of the priorities (1 is the
highest priority, 6 is the lowest) is included in the summary of bus message
operations, Table 5.

Message protocol is defined as that seguence of bus messages re-

quired to perform the normal multiplex synchronous and asynchronous operations
and to support the error detection and recovery process. In order to insure
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minimum processor executive and multiplex bus overhead required to implement
the message protocol, two concepts are introduced: mode commands and system
control procedures (Figure 15).

System control procedures define the message protocol for the multi-
plexed data bus system. They serve to provide the executive software designer
with the logical decisions required to manage normal system operation. They
also define the required system flow to detect and recover from random bus
message errors and selective terminal failure modes. The system control pro-
cedures serve to 1ink the executive mission software, bus message protocol,
and the terminal-to-subsystem interface management.

A time slice approach where messages occur on a minor cycle/major
cycle basis is used to control bus message operations. Messages that are
transmitted at specific iteration rates within a major cycle are defined as
synchronous messages. Each synchronous message is assigned a period and phase
for transmission. The number of minor cycles per major cycle is specified by
the system designer. An example is 128 minor cycles every second or major
cycle. Messagec that are to be transmitted on a demand or request basis and
rot at a specific phase and period are designated as asynchronous mnessages.
Table 5 summarizes the bus message operations.

Bus control operations provide for major/minor cycle synchronization
and for synchronous and asynchronous bus message transmissions as shown in
Figure 16. The synchronous bus messages are controlled by a predefined bus
instruction list. The bus instruction list is part of the Master Executive
preloaded tables. It contains an instruction pair for each synchronous message
that is transmitted on the data bus. Since not every message is transmitted
every minor cycle, the instruction lists are organized so that the instructions
for all messages with the same period and phase are grouped into a block. Each
block ends with a link to the block for the next higher message rate with the
appropriate phase. In this way a static list can be employed. No dynamic
Tinking is required each minor cycle; the Executive just starts the bus at the
correct place in the list.

Each data word on the bus is transferred to/from the processor's
memory in real time via a direct memory access channel. The address at which
each message block begins is constructed by combining the current base address,
the transmit/receive bit, and the subaddress into the pointer address, and
then fetching the contents of the address via DMA. Consecutive data words are
stored in contigquous memory locations until the word count for that particular
message is exhausted. For all receive operations, each message block is pre-
ceded by a generated tag word which contains the current minor cycle number,
word count of the received message, and a message error flag.

Asynchronous messages are scheduled by the master executive based
upon requests from remote terminals, application tasks, or the master executive
to perform message error or terminal failure operations. Subaddress 30 is
dedicated to asynchronous receive messages. After receiving an asynchronous
message, the BCM interrupts the processor and the local executive updates the
pointer word for storing data before restarting the BCM. A transmit asynch-
ronous message is sent via subaddress 29 and does not cause an interrupt.
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The first word of all asynchronous messages is used to designate the sourie
of the message. This asynchronous message identifier is used Ly the locg)
executive to process the data or identify the executive services acticn
required.

There are several types of asynchronous bus message operations
based upon the resource making the request and protocol to process the
request as defined in Table 5. Upon receiving the request, the master execu-
tive causes the BCM to halt at the end of the current message operation. It
then executes a predefined or generated bus instruction pair to initiate the
asynchronous message operation. Figure 17 shows the message protocol sequence
for a subsystem connected to an RT reguesting service. Asynchronous operations
are used for pilot panel inputs and weapon release messages, as examples.
Figures 18 and 19 show asynchronous nessage protocol sequences for interprocessor
operations. Interprocessor messages are used to signal master mode changes
between application tasks in different processors and steering/quidance waypoint
passage, as examples.

4.1.2.2 Mode Command Operations

The mode command operations are indicated by using a subaddress of §
or 31 with the specific mode code in the word count field. Table 6 specifies
the mode commands required to support normal operation and error/failure manage-
ment. The MIL-STD-1553B Mode Codes have the following uses in DAIS.

a. Mode codes 2, 18, and 19 are used to support detection
and recovery from bus message errors.

b. Mode codes 2, 3, 8, 18 and 19 are used to support
terminal failure analysis.

¢. Mode codes 3, 4 and 5 are used to control the redundant
buses.

d. Mode codes 1, 16 and 17 are used in asynchronous bus
operation,

e. Mode codes Q, 6, 7, 20, and 21 are not used.

Table 6 indicates which mode command operations are required in a
remote device to make it compatible with the DAIS system control procedures
and master executive.

Table 7 shows the use of the niode commands in relationship to the
system control functions.

4.1.3 Application Software Executive Services

The DAIS Local Executive provides certain services to the Applica-
tion Software. It defines both software elements and real-time statements.
The software elements allow program and data modules to be classified according
to their function. The real-time statements operate on the software elements.
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The Application Sotftware elements which are recognized by the local
executive software are Tasks, Comsubs, Compool Blocks, and Pvente, defired a;
follows:

a. Tasks are programs or processing modules which can either be
controllers or calculators. Application software is organized in tasks (pro-
gram modules) with each performing a function as required for the specific
system application. Each task contains executable code and local data.

b. Comsubs are common subroutines which differ from tasks in that
they are required to be re-entrant. Comsubs can be used by many tasks, so
that one task using a particular comsub can be suspended in the middle of the
comsub routine by another task using the same comsub.

¢. Compool Blocks provide data communication between tasks and the
external world or equipment. A buffer system is provided by the use of global
copies and local copies to prevent a compool block from being read when it has
been partially updated. Every task, except privileged tasks, interfaces with
a local copy while performing its calculations. The local copy is updated
from the global copy with the READ statement; the local copy updates the globa!
copy by the write statement. A special statement (TRIGGER) is used for a
critically timed compool block.

In a privileged task, comnunication is allowed directly with the
global copy in the processor in which the task resides. The privileged task
cannot be interrupted by another task or by the Executive.

Since the READ, WRITE, and TRIGGER statements invoke Executive
services that operate in the Privileged Mode, this gquarantees a task will not
reference partially updated data.

d. Events are data items used to communicate real-time conditions
signalled by a process. An event is either "ON" or "OFF".

Real-time statements are used hy tasks to control the state of other
tasks, control values of events, and control reference to compoo? blocks. The - ]
are J73-defined statements which the application programmer uses during the
levelopment of mission software as follows:

Schedule Statement ]
Cancel Statement
Terminate Statement
Wait Statement
Signal Statement
Read Statement
Write Statement
Trigger Statement
Broadcast Statement

The first four statements are used to control task states. These states and
the method of transitioning from one state to another state are shown in Figure 20.

a. Schedule Statement. Schedule statements are used to place an
uninvoked task into an invoked state. An invoked task becomes active and
dispatchable when the required event conditions are satisfied. An invoked
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task is placed in execution by the Executive if it has the highest pricrity
among the tasks which are dispatchable.

A schedule statement includes the name of the task to be scheduled,
the mode of task {privileged or normal}), priority of the task, and event
conditions to be satisfied.

b. Cancel Statement. The Cancel Statement is used by one task to
place another task in the Uninvoked State. If a task is cancelled, all the
lower branches or sons of the tasks in the control tree structure are cancelled.

c. Terminate Statement. The Terminate Statement is used by one
task to place another task in the inactive, but invoked, state. If a task is
terminated, all the lower branches or sons of the tasks in the control tree
structure are also terminated.

d. Wait Statement. Wait Statements are used by tasks to place
themselves into the Wait State pending occurrence of cne of the following
conditions:

Absolute Time
Relazive Time
Latched Event
Linlatched Event

ES RO I

For the latched or unlatched events, the task remains in the Wait State until
the speci®iel avent, either on or off, occurs.

¢. Signal Statement. Signal Statements are used by tasks to set a
spacified event to a specified value, either on or off.

f. Read Statement. Read Statements are used by tasks to copy the
values of specified compool blocks (global copies) into a local copy to be use”
by the task.

g. MWrite Statement. Write Statements are used by the tasks to copy
the values of specified local copy into the specified compool block (global
copy). The Write Statement causes global copies in other processors or virtual
copies in remote terminals to be updated and causes signalling of an event
associated with the compool Llock.

h. Trigger Statement. The Trigger "*ai- -ts are used by a task
to send a specified critically~timed compool ~~% ' *a) to a specified remote
terminal at a specified time. This causes « . "~cicaliy-timed asynchronous bus
message operation to be performed where the local copy of a specified compool
block is sent to a global copy in the Master Processor and where, at the speci-
fied time, the data is transmitted to the specified remote terminal.

i. Broadcast Statement. The Broadcast Statement is used only by
a privileged mode task. After updating a global copy of a compool block, the
broadcast statement is used to cause the asynchronous update of remote and/or
virtual copies of the compool block.

~-64-




4.1.4 Error and Failure Management

Bus message error management and terminal failure management are
performed by the master BCM and the master executive. In addition, each
terminal on the multiplex data bus provides mechanisms for detecting and
recording message error conditions and terminal failures. Message error
conditions and terminal failure conditions are recorded in the Built-In-Test
{BIT) word which can be obtained by the master with a mode command. Also,
each terminal records in a register (Last Command) the last valid command
received by that terminal which also can be obtained by the master with a
mode command.

The master executive and BCM centrally manage the message protocol
to recover from message errors and reconfigure for terminal failures via the
following activities.

a. Monitor the message sequence to determine successful or
unsuccessful completion.

b. Analyze error response and determine type of retry
procedure for unsuccessful messages.

c. Perform retry of unsuccessful message, first on the
same data bus.

d. Analyze error response if not successful and retry
the unsuccessful message on redundant data bus.

e. Perform failure analysis if retry of message on alter-
nate bus is unsuccessful.

f. Update the system configuration tables based upon the
error conditions and failures.

The remote devices on the multipiex bus collaborate in message error
detection by validating each received word. A word is invalid if it contains:

Parity error

Incorrect or missing sync
Incorrect bit count
Invalid Manchester format

A remote receiver will not respond with a status word after detecting
a message error. As message data is received by a BCM, it is stored in the
processor memory via DMA, If received unsuccessfully, the message error bit
in the tag word is set. As nessage data is received by an RT, the data is
temporarily stored. If received unsuccessfully, the data is not transferred
to the subsystems.

Message Error analysis and retry procedures are performed by the
Master Processor/BCM. Error analysis is based on:

¢ The bus instruction which caused the message to
be sent.
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e The status word(s) received from the transmitting
and/or receiving terminal involvea in the opera-
tion, and

¢ The interrupt code register (ICR) and internal status
register (ISR) in the Master BCI.

The method of retry is based on specifications oi the system designer,
the type of message operation, and the manner in which the error is detected.
The majority of messages are simply retried the number of times specified in
the individual bus instruction, and then if necessary retried again on the
redundant multiplex bus. The system designer may specify that a message re-
quires a careful retry. This is done if a subsystem would be deqraded or
function improperly if sent repeated data. In this case, the message errgr
management must first confirm that the data was not properly received before
repeating the message.

The type of message operation influences the message error management
in several ways. Synchronous messages may normally be repeated immediately. A
second message simply overwrites the first and the message data is not scheduled
for processing until a later minor cycle anyway. If one assumes that ti.c source
of a message error is of short duration and occurs randomly, it is easy to see
this is the most effective approach. The BCI can recover the error automatically
and an interrupt of the processor is not even required. Asynchronous messages
to a remote processor require careful retry. Such messages are separately
buffered and queued as received and thus risk duplication if repeated. An
asynchronous message from a remote processor can be retried immediately since
the remote does not perform buffer management/queue update processing until after
the synchronize mode command is received.

The method of error detection is principally a question of whether
the master is explicitly aware of the message error. This is the case when a
data error is detected while the master is receiving data (i.e. RDE indication
in a terminal to controller operation). In this instance, no further analysi.
is needed. When the primary error detection is by a remote device, the situatice
is less clear. In accord with MIL-STD-1553B, remote devices, upon detecting «n
error, do not return any status. Subsequent mode code operations are necessary
for the master to acquire and examine the status word associated with the most
recent operation.

However, the status word error bits in the ISR do not necessarily
imply a message error. They indicate the absence of a good status, which
could simply mean a bus error occurred during the transmission of the status
word itself. A similar result occurs if a bus error happens during the trans-
mission of a command word. The intended terminal will not respond to a garbled
command, and the Master BCI will set the status error bit after an appropriate
time out. But, in this later case, note that the status word contained in the
remote device will be a good status left over from some previous message opera-
tion. This defines the need for the last command seqguence.

It is to be recognized that the last command register is maintained
in each TCU in an R. and is, therefore, bus-dependent. The mode code to transmit
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the last command must be sent on the same bus as referenced in the bus instruc-
tion pair for that RT. Also, the Last Command register is updated by all
commands other than Transmit Last Command. Therefore, if the last command may
be required for error analysis it must be retrieved first.

[t should also be noted that the technique of retrieving the last
command register assumes the most recent successful operation was not an iden-
tical {subaddress, word count, transmit/receive) command. Should back-to-back
identical commands be possible, (such as for a very limited use RT), the system
designer is responsible for seeing that intervening commands are sent to permit
the correct operation of the retry procedures. Generally, a transmit status mode
command before each such message will be most reliable.

One of the expected sources of message errors is that a remote device
will occasionally be busy when commanded to transmit or receive data. A busy
transmitter sends no data and a busy receiver accepts no data, so duplicated
messages are not a problem and no confirmation of an error is required. A
imple retry of the message is performed, and a count of repeated busy responses
on a single message is maintained to prevent an infinite loop.

When a message error persists after the specified number of retries,
the error is logged via the configuration management function and the message
©s switched to the redundant multiplex bus. Note if the message succeeds on
the alternate bus, the bus operations simply continue and the switched message #
remains on the alternate bus. Thus, if one bus side of a terminal is operating
“n a marginal fashion, messages will migrate to the good bus side as errors are
encountered.

An auxiliary function imposed on the message retry procedure is that
of NO-OPing messages after a terminal has been declared failed. When a terminal
is failed (a decision made by the configuration management function) no attempt
is made to remove the instructions addressing the terminal from all bus lists.
That would require an extensive search operation or some pointer lists to locate
all the affected bus instructions. Performing the NO-OP in the retry procedure
distributes the impact of removing a terminal's messages at the cost of an i
interrupt per message. It is also worth noting that the NO-OPing procedure “s i
operationally almost identical to switching a message to the redundant bus.

4.1.5 Configuration Management

The repeated failure of a bus message is reported to the Configuration
Management function for tabulation and analysis. A message which succeeds on
immediate retry is not reported. (In fact, the processor is not even aware of
the error if an automatic retry succeeds.) Reported errors are tabulated against
a terminal address with separate counters accumulating errors on the two redundant
communications paths.

The overall interaction of the assorted system functions involved in
declaring or responding to a device failure is shown in simplified form in
Fiqure 21. Configuration Management is notified only after repeated errors
and then a failure is declared only after a critical threshold is reached or
self tests reveal a hard failure.
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The first task of Configuration Management is to decide what
terminal to charge with the error. While determination that an error occurred
is primarily based on the receiver's status word (or lack of it), the error
is normally attributed to the transmitting terminal. The receiver is charged
with the error only in the case that he reporis an errcr when neither the
Master processor/BCM nor the transmitting terminal detect any anomaly.

Error counters are maintained by Configuration Management for each
bus side of each terminal address. Each time an error is logged against the
terminal and bus side the counter is incremented and compared to a user-defined
threshold.

When the error count reaches this threshold, the bus side is flagged
as "suspect" for this terminal address. Once a bus side is flagged as suspect,
the message retry procedures will no Tonger switch messages to this bus for
this terminal. If the threshold is reached for both sides of a terminal, the
terminal is reinitialized in an attempt to restore normal operating character-
istics.

The reinitialization procedure is represented in Figure 22 and con-
>ists of a series of mode commands to reinitialize, perform self test and
~ransmit the BIT word. The BIT word format for an RT is shown in Figure 23.

As may be seen, the terminal is capable of detecting a variety of internal
nroblems. The sequence of initialize and perform self tests primarily exercises
the TCU and MTU functions. (The individual IM's and channels are tested in
hackground of normal operations after being accessed for data.)

The reinitialize function will anaiyze the BIT word retrieved and
flag each bus as good or failed and report back to configuration management.
Should any errors occur in these mode code operations, this will be considered
an indication of failure of the bus side of that teeminal.

When a good bus indication is returned to configuration management,
the terminal will be considerad operable on that bus. The appropriate crror
counter and "suspect" flag will be cleared and normal communication witnh the
terminal will be resumed. Should the error counters again reach the thresholds,

' the whole sequence will be repeated. To prctect itself from excessive overhead,
the system will keep count of the number of times a terminal has been reinitial-
ized. If this count reaches a user-defined limit, the terminai will be flagged

as failed.
DAIS has not imp1emented'any recovery procedures for failed RTs. Once

a termir ~ is flagged as failed, meszages to that terminal are NO-OPed as errors

are enco red and all communication with the RT ceases. Message traffic is

restored ci.ly by a system reload and cold initialization. ﬁ
Message errors which are attributed to a remote processor will be

ccunted against each bus side and the count compared to a threshold as des-
cribed above. ne bus side may be flagged as "suspect" and message traffic
will migrate to the other bus. However, if a remote processor becomes suspect
on both buses, it is failed immediately and the startup/restart function is
invoked,
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The DAIS executive software architecture (¢ virtual memory approach)
does not permit continued operation in the event of a processor failure. A
reinitialization sequence is not done for processors since the startup/restart
function provides a more comprehensive verification of both hardware and soft-
ware and, in the event of a solid failure, gives the pilot better visibility
into what equipment is operable, thereby facilitating reconfiguration.

In addition to error reports from message reotry, the configuration
management function may receive failure reports from the status exception/BIT
word analysis function. This function is invoked when a status word returned
during a message operation contains an exception conditicn other than M/E,

: SR, or busy. The exception is normally indicated by the T/F bit (devices with
other exception indicators are known as "“strangers") and more detailed informa-
tion is contained in the BIT word.

The BIT word format for a BCM is shown in Figure 24. Since self
tests are not performed for BCMs durinu normal operation, the power-on-reset
is the only condition that will cause a T/F bit to be set for a remote pro-
cessor. This is treated as a fatal condition and the processor failed immedi- ;
ately. In practice, this will not occur, since the Toss of power by a remote
will result in accumulated message errors and the recovery of power will cause
the processor to cycle through the startup/Inader which clears the Bi7T register Y
prior to enabling for remote communications.

The flow of the status exception/BIT word enalysis is shown n Fiour
25. When the exception is from an RT, the BIT word is retrieved for analysis.
Either a bus side (MTU or TCU) failure i< reported or an IM/zhannel failure
is reported to configuration management. The IM/channel failures are separately
counted for information purposes, but ctherwise either exceuticn is cleared by
reinitializing the terminal. Again, an excessive number of initializations will
result in terminal failure.

When an entire device is flagyed a5 failed, Configuration Mira .emint
will perform one of several actions devending on the type of device. If 3
remote terminal is failed, Mission Application Software will be notitied by
way of the Subsystem Status Monitor, so that anpropriate action may be initiates,

When any processor fails, configuration maraqgement invokes the syster
startup procedures and all processors perform hardware and software tests to
determine operability. Outputs to the PCP/ACH Tichts advise the pilot of the
hardware/software status.

Note that DAIS has not implemented a Manitor function. Should the
Master fail in such a way that the above functions cannot be performed, the
system will freeze and manual intervention by the pilot is required.

4.2 DAIS Architecture Features

The DAIS architecture possesses specific characteristics which faci-
litate the adapability of the system to various applications and support effec-
tive incremental integration and test of the DAIS core elements. These key
characteristics are discussed in the following sections.
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Specific features in the DAIS system which allow adaptation of the
core elements to a specific avionics system configuration are presented below.

4.2.1 Bus Devices

The basic message structure, data format, and command-response pro-
tocol required for the multiplex system is described in Section 4.1.2. The
message protocol is defined as that sequence of bus messages required to per-
form normal multiplex synchronous and asynchronous operations and to support the
message error detection and recovery process. The MIL-STD-1553B definition of
the command format allows up to 32 different addressed devices to be ,implemented
on the multiplex system. DAIS has restricted this definition to allow up to
four processors/BCMs and 28 remote terminal devices.

The system desiqgner defines the specific configuration (number of
rrocessors/BCMs, number of RTs to interface with the avionic sensors and sub-
cystems using the standard Interface Modules (IMs) or unique IMs if required).
"he system designer then defines the sensor inputs/outputs as data bus messages
.nd inputs this information to PALEFAC. PALEFAC generates the Executive bus

nstruction list tables accordingly. This directs the messages to the proper
| rocessor containing the application software (e.g. EQUIPS module) which pro-
esses the sensor/subsystem data.

The DAIS architecture is readily adaptable to various numbers of
devices on the bus. It provides the tools to automatically genera‘- and
direct the messages to the proper application software in one of the
processors.

4.2.2 Processor/Bus Controllers

The architecture provides the capability to expand or reduce the
number of processors/BCIs fora specific application. The system designer
considers trade-offs in determining the number of processors/BCIs required.
Mission requirements, reliability and availability must be considered.

The system designer defines the Mission Software application
ciodules based upon the mission requirements and avionic suite. The applica-
tion programmer develops the application modules using the J/73 lanquage and
mission software standards. Based upon the application execution times,
meinory size, data access, comsubs, and the bus message traffic, the system
designer then partitions the application tasks among the processors using
FALEFAC. PALEFAC produces the tables required for run time execution of the
application software in the specific configuration of processors/bus con-
trollers. These tables are used by the master executive and the local
executive.

4.2.3 Remote Terminal (RT)/Interface Modules (IMs)

The RT has a modular and progremmable design. This allows flexible
partitioning of the data messages to the appropriate sensors/subsystems and
signal conditioning required by different numbers and mixes of subsystem
signals. This is accomplished as follows:
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The Timing and Control Unit (TLU) in the RT perforrs ail of tnc
timing, control, buffering, decoding, and checking required to receive nr
transmit information from the data bus and transter that information as
outputs or inputs from the RT via the Interface Modules (IM). The TCU con-
tains a programmable device which controls the mapping of each data word in
the RT. The interface between the TCU and IMs is standardized and contains
the signals required to allow TCU to select the individual modules. There-
fore, all IM slots can accept all IM types.

tEach RT will interface with different numbers and mixes of sensor/
subsystem signals for each specific systeii configuration. This is accom-
plished by inserting the proper number and type of interface modules into
the IM slots in the RT housing and by programming the ROM in the TCU. If
required, a special interface module can be desiqned to interface with an
existing subsystem having a unique interface.

The furctions of the RT can also be embedded in a sensor or sub- !
system so that the interface of the sensor or subsystem is airectly with
the multiplex data bus. Functionally, the eribedded RT responds tn commands
received on either data bus in the same wiy as an RT.

4.c.4 Application Software

The DAIS System Architecture is Jdesigned to allow modular imple-
tentation of specific systems by us'ro the required elcrents of the DALY
system, both hardware and softwave. [ivst, the set of “wltipler equiprient 5
for interfacing to the external woerld (sensors and Contrels and Uisolays
cqatpment) must be chosen.  Then, the desiyr of the processing syster can
vegin. The Application Software is initiaily designed as if it will erist
in one large virtual processor. This virtual processor has as much rmerory
space and execution time available as the sum of the flight processors to
actually be used in the system. After the data interfaces have been defined
ti the outside world {(mwultiplex buw essaltes, and the “unctional perforeman e
vequired of the application software has beer 1dentified, the layou! of
.o.ipool Blocks an¢ Tasks can beyin.

Compoo] Blocks are the data communication paths between the appli-
cation software and the external world and among the application software
tasks. Tasks are the processinag elements in the application software which
collectively perform the avionics processing functiun. Tasks access the Cor-
pool Blocks through calls upon Executive services [such as READ and WRITE)
and operate upon the contents of the Compool Blocks for processiny purposes.

Atter the functions of the application system have been designed
in terms of Tasks and Compool Blocks, and the Application Software has been
tested on the host processor, partitioning of the application system onto the
flight processors begins. This partitioning is illustrated in Figures Z0 and
27 for a two and three processor system configuration, respectively.

The application software can be easily partitioned across a set of
flight processors by using the DAIS Executive and PALEFAC. The DAIS Executive
provides general 1/0 control for all communications on the multiplex bus
{between processors and to the external world). PALEFAC builds the data base
which is then used by the Executive to control system communications.
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The use of the Executive and PALEFAC results in an automatic parti-
tioning of the Compool Blocks onto processors based upon the partitioning of
Tasks and upon which Tasks use whicn Compool Blocks. If a Compool Block is
used for communications between tasks and if the tasks are split into two or
inore processcrs, the system will automatically generate a copy of the Compool
Block at each processor; it will also generate the multiplex bus message to
update all other copies when one copy is updated.

The system will also automatically generate the multiplex bus
messages reguired to connect the Compool Blocks to the devices on the multi-
plex bus. A1l multiplex bus messages may be declared as synchronous with a
period and phase. If not so specified, the system will automatically generate
asynchronous updates of the bus messages when a copy is updated.

4.2.5 Interface Standards

The DAIS was converted from MIL-STD-1553A to MIL-STD-1553B.

4.2.5.1 DAIS/1553B Message Protocol

As discussed previously, MIL-STD-1553B defines the basic message
structure and command-response protocol. In order to properly handle detected
message errors and other DAIS system features, DAIS developed a set of proce-
dures that define bus operations and message error and terminal failure
ifetection and recovery processes. If a sensor/subsystem device's bus interface
conforms to this composite DAIS/1553B protocol, it would be fully compatible
with the DAIS System Architecture.

4.2.6 Portability

The DAIS Mission Software has, from the very beginning, been con-
ceived as an easily retargetable system. The single most important feature
that allows this capability is the development of more than 97% of the DAIS
Executive Software in JOVIAL J73 (The only routines written in assembly
language are processor-dependent I/0 operations, register manipulation opera-
tions and lowest level interrupt handlers). A1l of the DAIS Application
Software is implemented in JOVIAL J73. A striking demonstration of the porta-
bility of the DAIS Mission Software is the fact that it executes both on the
DAIS processor ana on the DECsystem-10, the host processor facility. In fact,
stand-alone module testing and initial subsystem integration testing of Appli-
cation Software is performed on the host processor. This is possible since
the JOVIAL J73 Compiler has a code generator for both the DECsystem-10 and
the DAIS processor, which points out the ease of retargetability of the DAIS
Software System.

4.2.7 Redundancy

DAIS provides redundancy in the system architecture. This can be
employed to provide backup and recovery to complete mission functions in
spite of hardware failure. The areas which can be used for redundancy are:

a. Dual redundant data bus includes redundant bus
interface modules in the BCIU and RT.
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System can employ dual redundant K7 “or g <peci* i
subsystem.

Multifunction keyboard and associated Data Entry
Keyboard can be used as a backup to the Intearated
Multifunction Keyboard and associated Data Entry
Keyboard.

Raster displays can serve as backup to each other.




5.0 SUPPORT FACILITY

The purpose of the AVSAIL support facility is to test and evaluate
the DAIS core element architecture and a representative set of sensors/subsystems.
The support facility provides a real-time simulation of a military aircraft
performing an operational mission. The simulation generates the interface
signals between the simulated aircraft sensor suite and the DAIS system. The
avionic equipment is thus subjected to a data signal environment which is
nearly identical to actual flight. A simulated cockpit is included as part
of the simulation for realistic evaluation of the avionic system.

The support facility for DAIS consists of a Software Test Stand
(STS) and an Integrated Test Bed (ITB). Initially, the Software Test Stand
provided a capability to test the mission software resident in the DAIS
flight processors (AN/AYK-15). The Integrated Test Bed provided the capability
to test the DAIS core elements which included the mission software, the DAIS
processors (AN/AYK-15), the multiplex bus system (MIL-STD-1553A) and the
cockpit controls and displays. Currently, both the STS and ITB use a MIL-STD-
15538 multiplex bus system. The flight processors have been changed to the !
AN/AYK-15As on the STS only. Therefore, the STS provides the capability to 1
test the DAIS core elements which include new mission software, the DAIS
AN/AYK-15A processors, the MIL-STD-1553B multiplex bus system and the cockpit
controls and displays. The ITB's flight processors are still the AN/AYK-15s,
50 the ITB is used for testing hardware and running simulations. Both the
STS and [TB utilize a complex of digital computers consisting of a Digital
fquipment Corporation (DEC) DECsystem-10 and a number of DEC PDP 11 series
computers.

Simulation software resident in the DECsystem-10 was developed to
provide real-time simulation of a military aircraft in an operational environ-
ment. The aircraft dynamics, the aircraft sensors and weapon targets are
simulated. The simulation is driven from the cockpit by an operator acting
as a pilot. The simulated cockpit is equipped with Controls and Displays so
that the various modes of a mission may be flown by the pilot with an out-the-
window background scene.

The support hardware and software provides interfaces between the
DAIS elenents under test and the host simulation software. The support
facility provides the capability to set up a test, conduct a simulation, and
record data from both the DAIS elements and the simulation. During a simula-
tion, sufficient test data is displayed in real-time to indicate that the
system is operating satisfactorily. It provides presentation of test results
for observing systems performance.

The support facility is composed of:

STS Support Hardware

STS Support Software and PDP-11 Processors
ITB Support Hardware

ITB Support Software and PDP-11 Processors
Host Simulation Processor, DECsystem-10
Simulation Software

System Test Software

Picture System

Picture System Software

WL~ O &8 WM —
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5.1 System Lonfiguration
The imitial support facility functionaei diaagras 1s Shown 0 b1 oo

2B, 1t consists of STS & 11B hardwere and sofiware Luth sharine the #os
Stmulation Processor and the DAIS cockpit. The current support tacility
functional diagram is shown in Vigure 29, Support suftwere 15 ve izent 1o
the DECsystem-10 and in the PDP~11 Processors.

5.1.1 Integrated Test Bed (ITR)

The Inteyrated Test Bed (178} blcck dragramn is shown in Figure
[t is composed of the support facility and DAl core elements. The Lupbos
facility simulates all tne equipwent and environment exterrnal te tne Ll
processor using the resident rission software, UAIS rultiplex systen. and
i DALS contrcls and displays. The ITB suppoart facility is covposed of supp.rt
hardware, support software resident in the PuP-11 processor, the sinuiaticn
software resident in the host si=ulation processor, the DAIS simulatea cockpit.
and an out-the-window picture systeni,

The support hardware provides the interfaces between the sinmulaticr
and the DAIS core elenents. The interface includes: 1, the ~ultipler bis
messages which drive the mission software, 7) the performance nonitoring o
the multiplex bus traffic and the internal overation of *tne miision software
in the DAIS processors, 3) the ¢ockpit contrcels arnd backup instruments. ang
4) tne out-the-window picture.

The support software controls and ranages the support hardware arc
provides the nmeans to link the UbCsystem-10 sinmulation sortwdre with the
DAIS elements. The support software also provides the perforidnce monitor
and control functions which are related to test set-up, contrul, anu date
collection for post-test analysis.

The host simulation processor is a commercial DECsyster-10 carnlox
The sinulation software gencrates the rea'® world ervironment exterr - - e
CALS processors in real time, The simulation ic driven by the /.5 cocbr ¢
flight controls so that an operator can tiy tne sirulaticn.

An out-the-window picture system proviues a svmbolic backgrounu
scene outside of the cockpit so that ‘he pilot operator will experience the
visual orientation of flight with respeot to 1f's, targets and runways. The
picture system alsd provides the option for dis larsing the EUD symbeloqgy
averlayed on the background scene.

N

i nictorial representation of 11B is shown in Figuwre I

A set of system zest software is resident in the host simulation
processors, the ITB PDP-11 processors. and the DAIS processors. It performs
the system readiness test prior te performing operational runs and diagnosing

faults.
5.1.2 Software Test Stand (5TS)
A block diagram of the initial STS is shown in Figure 30, The - 7¢

3 system was similar ip structure to the TR, 1t shared utilization ot ne

DAIS cockpit and contrals nd digolaye and real-ive srvylation soc e

the DECsystein-10 compley.  Comion »uppori hardwene e n ftwarvs e .
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both ITB and STS. The initial STS was generally utilized to test Miscion
Sqftware and the support software when operation with the real-time siru -
tion models and DAIS co.kpit was not required.

A blcck diagram of the current STS is showr in figure 3. Tne
current STS and the initial STS have the following differences:

a. Tne multiplex bus system was changed from MIL-5TD-
1553A to MIL-STD-1553B.

b. The flight processors were changed from AN/AYK-15s
to AN/AYK-15As.

c. The SCADUs were replaced by the PMIUs.

d. The CIUs were eliminated.

(Wl
—

.
‘w

Physical Configuration

The support facility is configured as laboratory equipment. The
floor layout and rack/console configuration for STS and ITB are shown ac¢
follows:

a. Initial STS/ITB Floor Layout - Figure 34

b. Current STS/ITB Floor Layout - Figure 35

¢. Initial STS Test Control Center - Figure 36 ;

d. Current STS Test Control Center - Figure 37

e. Initial STS Equipment Racks - Figure 38

€. Current STS Equipment Racks - Figure 39

g. ITB Test Control Center - Figure 40

h. Initial ITB Equipment Racks - Figure 41

i. Current ITB Equipment Racks - Fiqure 42

5.2 ITB Support Havdware

The [TB hardware consists of the following subsystems:

5.2.1 Universal Remote Terminal

The Universal Remote Terminal (URT) simulates the operation of a
set of up to 32 remote terminals. The URT receives or transm.ts data between
the DAIS multiplex data bus and the PDP 11/40 processor. The JURT provides the
same interface to the DAIS multiplex as a Remote Terminal, except the URT
simulates up to 32 RTs.

The URT is set up and controlled by the SSDF software in the PDP
11/40 by loading the URT registers and RAMs. In real-time operation, the URT
performs the following:
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1. Transfers the DAIS multiplex data to/from the PDP 11
for each message operation (controller-to-terminal,
terminal-to-terminal, and terminal-to-controller)
based upon:

e RT address/subaddress
e Transmit/receive bit
e Word count

e PDP 11 memory address

2. Responds to mode commands received on the DAIS multiplex
data bus. The URT has the capability to generate an
interrupt to the PDP-11 upon receiving the following
mode commands :

o MIL-STD-1553A

¢ MTULl or 2 shutdown
MTU1 or 2 shutdown override
Reset BIT word
Initialize terminal
Initiate serial channel 1/0
Minor cycle sync

MIL-STD-1553B

e Synchronize (with and without data word)
® Transmit status i
o Transmitter shutdown i
e Override transmitter shutdown
?

0

Y

'Y

Reset remote terminal
Transmit vector word

Transwmit last command
Transmit BIT word

3. Provides the capability to set/reset bits in the
serial chann~l activity register, module error
register, and the BIT register for each simulated RT.

4. Prcvides the capability to inhibit the status response
to any receive command.

5.2.2 Bus Monitor Unit

The Bus Monitor Unit (BMU) receives, records, and breakpoints on
selected messages received on the DAIS muitiplex data bus. The BMU stores the
received messages into the PDP-11/40. The BMU interfaces with the DAIS multi-
piex data bus and monitors for data messages (controller-to-terminal, terminal-
1 to-controlier, and terminal-to-terminal messages) and mode commands. The BMU
operates in either the automatic mode or manual mode.

The BMU is set up and controlied by the PMC or the PMIU software
in the PDP-11/40. The BMU has the capability to provide selective monitoring
as follows: -
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1. Record the bus traffic beginning at a specified
breakpoint and record for a specitic number of woo o,

2. Record the bus traffic beginning at a specified
breakpoint and record for a specified length of tive,

3. Record the bus traffic beginning at a specified
breakpoint and record until a second specified
breakpoint is reached.

4. Record the bus traffic beginning at a upecified
breakpoint and record only a specified essage.

5. Record all bus traffic, only the control woras
(command and status), or only the data worcs.

6. Transmit a message.

The BMU also has a manual control function which can record all
bus traffic, only the control words (commana and status), only the data
words, or only the message gap time. The manual modes are controiled cirectly
from the BMU front panel.

e

5.2.3 Console Intelligence Unit

The Console Intelligence Unit (CIU) operates in conjunction with
a RS-232 interface with the PMC PUP-11/40, DECsystem-1U, and the Hazeltine
terminals. It provides the wmeans to control and load/change DAlS processor
registers and memory. The CIU is supplied by the DAIS processor vendor to sup-
port the debug and test of the mission software under non-real-tire ~anditions,
The functions the user is able to perform are:

Y S o

1. Clear Processor 10. Clear Breakpoints
2. Halt Processor 11. Set a Breakpoint
3. Toggle Memory Protect 12. Step Processor

4. Read Instruction Counter 13. Execute Processor
5. Lcad Instruction Counter 14. Load Tipe Image
6. Read Register 15. Write Tape Image
7. Load Register 16. Stutter Mode

8. Read Memory 17. DEC to Cassette
9. Load Memory 18. Cass:tte to DEC

In the local mode, console commands are issued from the Hazeltine keyboard.
When under control of the DECsystem-10 or PMC PDP-11/40, the CIU is in the
remote mode. The DECsystem-10 or PMC PDP-11/40 functionally interfaces

with the CIU similarly to the Hazeltine terminals. This allows the Hazeltine
terminal functions to be performed at the DECsystem-10 for loading, or

PDP 11/40 under PMC software control.

5.2.4 Hazeltine Terminals

The Hazeltine terminals, in conjunction with the Console Intelli-
gence Unit (CIU) provide interactive control of the DAIS processor registers
and memory as specified above. The Hazeltine terminals include the following:
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Hazeltine CRT Display
Hazeltine Keyboard

Hazeltine Thermal Printer
Hazeltine Cassette Tape Unit

e NS —

5.2.5 Processor User Console (AN/AYK-15A)

The processor User Console enables the user to communicate with
the AN/AYK-15A prccessors. The User Console configuration is shown in
Figure 43. The User Console was supplied by the DAIS processor (AN/AYK-15A)
vendors to support the debug and test the mission software under non-real-
time conditions. The functions the user is able to perform are:

Clear Processor

Display/Modify Memory

Display/Modify CPU General Registers
Display/Modify Instruction Counter (IC)
Display/Modify Fault {FT) Register
Display/Modify Status Word (SW) Register
Display/Modify Interrupt Mask (IM) Register
Display/Modify BCI Control Registers
Display/Modify Timer A

10. Display/Modify Timer B

11. Dump Memory Block

12. Step Processor

13. Step BCI

14. Set/Remove Breakpoints

15. Execute Processor

16. Load from Disk

17. MWrite to Disk

16. Control Printer

19. C(Clear User Console

20. Read User Console Status

¢1. Allow Processor Functions

22. Inhibit Processor Functions

O~ WU WM —

In the local mode, console commands are issued from the Hazeltine keyboard.
When under control of the DECsystem-10 or PDP-11/40 via the PMIU, the User
Console is in the remote mode.

5.2.6 Performarce Monitor Interface Unit (PMIU)

The Performance Monitor Interface Unit operates in conjunction
with the PMIU software. [t provides the STS users with the capability to
monitor and control the software running in the DAIS processors (AN/AYK-15A).
The PMIU software sets up the PMIU for real-time operation by loading the
PMIU control registers via the DEC Unibus. The PMIU then performs one or
more of the following CPU monitor functions:

Monitor all instruction addresses

Monitor a specific instruction (OP-code)

Monitor CPU or BCI instructions within areas of memory
Monitor memory stores within specific memory locations
Monitor operand stores where operand value meets
conditions and address is specified

O W
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AN/AYK-15A

RS-232-C
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LA SPARE LSEK
COMPUTER RS-232-C CONSOLE
CHANNEL
KEYBOAKD CRT DUAL FLOPPY PRINTER
DISK

FIGURE 43. USER CONSOLE CONFIGURATION




Monitor memory reads within specific memory locations
Monitor all out of sequence branches

Monitor all interrupt occurrences

Monitor any DMA occurrence

(Volis ol Wil o))

The PMIU also performs one or more of the following control actions:

Halt AN/AYK-15A processors

Start execution AN/AYK-15A processors

Single Step AN/AYK-15A CPU or BCM instructions
Clear processor

Read AN/AYK-15A memory or registers

Write AN/AYK-15A memory or registers

Inhibit and enable PDP-11 interrupts

SNOY O SN

5.2.7 Simulated Subsystem Interface Unit (SSIU)

The Simulated Subsystem Interface Unit (SSIU) provides the interface,
control, and data transfer functions required to interface a set of remote
terminals (RTs) to a PDP-11 unibus. Each RT interfaces to the SSIU via a
facility Interface Module (FIM) which is specially designed for this purpose. 4
* Figure 44 is an interface block diagram illustrating the SSIU interconnection. #

The SSIU provides the interface for the simulated sensor suite that
in actual operation is interfaced by up to sixteen fully populated RTs with
:ny complement of Interface Modules (IMs). A FIM occupies a single RT slot.
! [t responds to any address which defines an IM slot and IM channel for which
f the data were actually intended. The SSIU uses this address as a pointer to
‘tore and retrieve data from unibus memory in preselected locations which
ire mapped to correspond to the RT configurations begin simulated.

The SSIU uses a PDP 11 unibus memory that can support a Direct
Memory Access {DMA) data rate of at least 1 MHz for each 16-bit word and can
operate in a burst mode (dedicated unibus) for up to 34 microseconds. Other
features of the SSIU include:

1. At the end of each data block written into unibus
memory, transferring a pointer by DMA to a pre-
selected location defining the starting address of
the data block

2. Providing an interrupt at the end of preselected
messages

3. Providing an interrupt for several types of error
conditions

Set up of the SSIU memory and control registers and monitor and control of the
SSIU during operation are provided via unibus Programmed Input/Output (PIO).
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5.2.8 Super Control and Display Unit (SCADU)

The Super Control and Display Unit (SCADU) operates in conjunction
with the PMC software. [t provides the ITB or STS users with the capability
to monitor and control the software running in the DAIS processor (AN/AYK-15).
It collects, stores and/or breakpoints on the data received from the DAIS
processor (Table 8) and then halts the DAIS processors and/or BCIUs and
interrupts the PMC PDP-11/40.

The DAIS processors make available to the SCADU information accessed
or stored in the processor's memory. Based upon the processor's memory con-
troller micro-code addresses, the SCADU determines which data (Table 8) is
being received from the processor over the parallel multiplex data bus. The
SCADU then selectively monitors and stores this data.

The PMC software sets up the SCADU for real-time operation by
loading the SCADU control RAMs with specific micro-programmed monitor and
control actions. The SCADU then performs one or more of the following monitor
functions:

Monitor all instruction addresses

Moritor a specific instruction (Op-code).

Monitor all jump instructions which cause a branch.
Monitor all memory stores.

Monitor all memory accesses.

Monitor all interrupt occurrences.

Monitor all DMA occurrences.

NO U B W

Tne SCADU alsc performs one or more of the following control
actions:

1. Breakpoint (halt) upon occurrence of one of the
specific functions above.

2. Log the data in SCADU buffer (trace) with a time
tag.

3. Compare the function with user's specific value
{(fixer. point or floating point numbers) and
bree: point.
4. Halt processors and RBCIUs.
5. Interrupt PDP-11/40.
6. Start, stop, or reset the time tay timer,
After the appropriate control actions have cccurred, the PMC soft-

ware reads the data collected in the SCADU buffer, and reinitiates the same
or a new operation.
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2.2.9 ITB Power Distribution and Control

The [TB Power Distribution dand Control System (PDS) simulates
aircraft electrical system power for the DAIS core hardware. The PDS simu-
lates three power sources: bDattery, master AC generator, and Ram-Air Turbine
(RAT). The output of the simulated power sources provides power to two sets
(AC and DC) of three electrical bus systems: emergency, primary, and second-
ary. Each DAILS core hardware element is capable of simulated operation on any
one of the electrical buses. Also, each individual hardware element has an
on/off control. This permits simulated power control or power failure of any
one of the power sources, simulated electrical buses, or individual equip-
ments. The PDS includes provisions for software control of the power sources,
electrical buse , or individual equipments. This software control is
accomplished via a PDP-11/40.

The PDS system controls, distributes, and filters the power to each
of the DAIS core hardware elements. The PDS system also controls and dis-
*ribures power to the support hardware.

2.2.10 1TB Tesc Control Center

The 1Tk Test Control Center (TCC), shown in Figure 40, provides a
‘entralized point for control of the entire [TB. The TCC contains the terminals
«nich can control the PMC and SSDF PDP 11 processors and the DECsystem-10
simulation models via the PMC. Both system checkout and operation can be con-
crolled from the TCC. The DAIS displays and the out-the-window scene are also
‘isplayed on CRT monitors at the TCC.

5.2.11 Controls and Backup Instruments System (CBIS)

The CBIS consists of the DAIS cockpit flight controls and displays
that are not part of DAIS. The controls include the throttle, stick, rudder
control and discretes. The displays are the basic flight instruments including
the standby ADI. altimeter and warning lights. The CBIS interfaces to the ITB
by means of the backup C/S interface unit which provides digital to analog
conversions and a digital link to the SSDF (URT) PDP-11/40.

5.2.12 ITB Equipment Racks

The [TB equipment racks, as shown in Figure 42, include the ITB
hardware as specified above as well as power supplies; special interface
panels (rultipiex data bus patch panel, Processor/BCM breakout test patch
panel, and CIU/RS-232 patch panel); power control panels and processor control
panel.
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2.3 1TB Support Software and PUP-11 Frocesuwors
Support software is resident in the PUb -0 LroLes o
5.3.1 Performance Monitor and Control

The Performance Monitor and (ontrol (PML) <oftware resides in q
G144 System (PDP-11/40) under RT 11. It is used to set up, control, ang
monitor the Mission Software resident in the DAIS processore (AN/AYH-15A;.
The PMC is capable of servicing from one to four UAIS processors at one time.
[t simultaneously monitors the multinles hys traffi vig the BMU and recors
selected DAIS system data for post-test anaiysis.

Tne PMC controls the SCADU's, CIU's, and BMU. The DAIS Processor.
are nonitored and controlled through the SCADU's and the ClU's. The PMC
starts and stops the set of UAIS Processors. “he UAIS processor Mission
Software is loaded from or dumped to the DtCsystem-10 host simulation pro-
cessor or the PDP 11 processors under OMC contrel.

The PMC sets up test cases which define the procedures and data
collection for a simulation run. Ar operator is able tu set up the test b,
means of an interactive interface and the creation of a4 test control file.
The test control file is correlated with the DECsysten-10 Simulation so tnat
the collection of test data will proceed as defined by the file as the simu-
latior progresses.

The PMC supports the system users in the debugqing and evaluation
of mission software. 1t allows selective real- time and non-real-time ge ey -
ing of data from the DAIS processor and the muitiplex data bus. The PMC
provides a repertoire of conmands to perform the non-real-time and reai-tine
functions as follows:

1. Manipulate files on the DECsystem-10 and PGP-11
such as rename, delete, (opv, eto,

2. Load or dump DAIS processor nisicn snftware froe
or to the PDP-11.

3. Perform the CIU functions as defined in paragraph
5.2.3 when the DAIS processors are halted.

4, Start and stop {halt) the DAIS processors and BCOIUs.

:
5. Set up the SCADU to perform specified functions as ‘
defined in paragraph 5.2.¢ during real-time operation. ’
6. Set up the bus monitor to record or breakpoint, as
defined in paragraph 5.2.2, on specific muitiplex data
bus messages.
7. Uisplay, print, or iog the data colilected from the bus i

monitor or DAIS processors via the CIU and SCADYU. Data
Togged on a disk can be analyzed later by a Post Run
Editor. 4




8. Provide the capability to examine or modify DALS
processor registers and memory locations either
with absolute or symbolic addresses.

9. Provide interactive capability with the DECsystem-10
to set up and run the simulation models.

The PMC provides the capability to restart Mission Software, along
with the simulation models, from a system snapshot point. This is accom-
plished by dumping Mission Software parameters at a specified PMC breakpoint,
and reloading these parameters to restart the system. This snapshot and
restart capability is used for repeated testing or demonstrations from a
specific point in the mission profile.

5.3.2 Performance Monitor Interface Unit

The PMIU software provides the STS users with the capability to
wnitor and control the software running in the DAIS processors (AN/AYK-15A).
“ne Performance Mcnitor Interface Unit (PMIU) is capable of controlling up
to four PMIUs on one UNIBUS. The PMIU software is designed to run under the
<7-11 operating system on the PDP-11. The PMIU software monitors and contrals
“he DAIS processors {(AN/AYK-15A) and monitors the multiplex bus traffic
rhrough the PMIU.

The PMIL software sets up test cases which define the procedures
nd data collection for a simulation run. An operator is able to set up the
iest by means of an interactive interface and the creation of a test control
“ile. The test control file is correlated with the DECsystem-10 simulation
0 that the coliection of test data will proceed as defined by the file as
Lhie simulation progresses.

The PMIU software supports the system users in the debugging and
evaluation of mission software by allowing selective real-time and non-real-
time gathering of data from the DAIS processor and the multiplex data bus.
The PMIU provides a repertoire of commands to perform the non-real-time and
real-time functions as follows:

1. Load or dump DAIS processor mission software from or
to toe PDP-11.

2. Set up the PMIU to perform specified functions as
defined in paragraph 5.2.6 during real-time operation.

3. Display, print or log the data collected from the
multiplex bus system or DAIS processors using the
PMIU Post Run Editor.

5.3.3 Simulated Subsystem Data Formatter (SSDF/URT) Software

The main purpose of the SSDF/URT is to buffer data to and from the
DAIS Models Simulatian System (DMSS) and to provide timing signals to the
DMSS.  The SSDF/URT software sets up and controls the URT, double buffers the
data in the four-port buffer memory, and provides a user-selectable display
of the multiplex data bus messages. The software is designed to run on both
the ITB and STS.
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A1l URT data areas for transmission and reception ot data are

double buffered in the four port buffer memory ‘huffers A and Lo, W
models' output data is read, the SSODI/URT waits until tne ne.t wnor 0!
and switches the URT buffers. The DMSS output for CLiY T4 aiwo read gand

processed if CBIS is on-line. The data received by the URT for the DMST 1
passed to the DMSS as it is received. The LOIS/TCC inpute gre passed to the
DMSS 32 times per second.

The SSDF/URT and the DMSS use a handshaking flag to prevent the
reading and writina of partially updated messages in the DMA window.
Initially, the SSDF/URT sets the flag to « one. When the (lock interrupt !
generated to start a new DMSS cycle, the SSOF/URT completes writing any
partial inessages to the DMA window dana then interrupts the DiCsystem-1". Tre
OMSS sets the flag to a two, reads all inputs and tnen sets the flag to a
three. While the DMSS is reading its inputs, the SSDF/URT reads the CMSSH
output and waits for the flag to be set to three. At this time, the SEDF/UFT
sets the flag back to one.

The minor cycle number (received with tne synchronize mode command
is maintained by the SSDF/URT along with the major cycle number (number of
times the minor cycle count transitions from 127 to zero). Tnese two vaiues
are written into the DMA window as they change to ailow tagging of any
recorded data.

In non-real-time mode, the SSDF/URT performs the following:
1. Manages memory initialization.

2. Utilizes user-defined tables to initialize the URT
RAMS and registers for the specific mission.

3. Initializes the four-port buffer memory, display
processor, CBIS and keyboard.

4. Accepts user configuration conmands to specify tne
following:

a. Whether or not the SSDF/URT software should keep
cycling the real-time models when missicon =oftware
stops.

b. Whether or not the URT shoul! be set up to respond
to minor cycle messages to bus aadress one (required
for one-processor configuration to respond to a
dummy minor cycle message).

5. Simulates a mass memory device using the PDP-11 disk
unit to allow loading of STS and ITB processors over
the DAIS multiplex data bus.

6. Initializes a reai-time clock to provide interrupts
372 times per second to drive the real-time models.
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Tne first minor cycle message received or Jd user command causes
the SSUF/URT to enter real-time mode. In real-time mode, the SSDF/URT
performs the following functions:

1. Maintains and displays minor and major cycle counts
and passes them to the PMC software if required.

2. Generates interrupts to the DECsystem-10 to cycle the
real-time models based on timer interrupts.

3. Moves data received from the URT and SSIU to the DMA
window.

4. Controls the swapping of the URT double buffers.

5. Reads the models output data from the DMA to the
four-port.

6. Uses the timer and DECsystem-10 interrupts to control
access to the DMA window.

7. Inputs and outputs CBIS data (performing all necessary
formatting,.

8. Hanales mode command interrupts from the URT as
required to make the URT respond like a real RT.

Y. Maintains displays of all pertinent information.

3.4 Evans and Sutherland Graphics System

The Evans and Sutherland graphics system is used to generate a
cOCkpit out-the-window scene. The out-the-window scene is controlled by the
simulation software so that the scene viewed from the cockpit has the correct
dynamic orientation to synchronize with the simulated aircraft motion. The
graphics interface software transforms aircraft attitude and position data
obtained via the DECsystem-10 DMA window from the simulation software program
into a form that can drive the Evans and Sutherland graphics system.

5.3.5 ITB PLP-11 Processors

The PDP-11 processors include:

1. Each PMC (PMIU) and SSDF (URT) processor has a complex
consisting of one DEC GT-44 PDP-11/40 processor, and
other peripherals.

2. The Evans and Sutherland Graphics interface processor
consists of a PDP-11 processor.

5.4 STS Support Hardware

The initial STS hardware subsystems were identical to that
described for the ITB:
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One Universal Remote Terminal

One Bus Monitor Unit

Two Super Control and bisplay unity
Two Console Intelligence Lnits

Two Hazeltine Terminals

One Four-Port Buffer Memory

One HAS SCADU

NOYO B W N e

The current STS hardware subsystems are identical to that described
for the ITB or are described previously:

One Universal Remote Terminal

One Bus Monitor Unit

Two Performance Monitor Interface uUnits
Two User Consoles

One Four-Port Buffer Memory

(SRS SR PN SR

The STS Power Distribution and Control (PDS) system controls,
distributes and filters the power to each of these DAIS core elements and
the STS support hardware.

The STS Test Control Center (the initial STS TCC is shown in
Figure 36 and the current STS TCC is shown in Figure 37) provides a cen-
tralized point for control of the entire STS. The TCC contains the terrinals
which can control the PMC and SSDF PDP-11 processors and the DECsystem-10,

5.5 STS Support Software and PDP 11 Processor

The PMC software for STS is identical to the ITB PMC support soft-
ware as described in paragraph 5.3.1.

The PMIU software for the STS is identical to the ITB PMIU support
software as described in paragraph 5.3.2.

The SSDF (URT) software for STS is identical to the ITB SSOF !URT)
software except interfaces for the SSIU and CBIS are noi cperated.

The PMC PDP GT-44 System and SSDF (URT) PDP GT-44 System are similar
to the ITB PDP-11 processor.

5.6 DECsystem-10 Host Simulation Processor

The DECsystem-10 facility block diagram is shown in Figure 45.
The KI DECsystem-10 CPU is used with the interfaces and peripherals shown
in the block diagram. The DECsystem-10 facility is a conventional DEC
configuration except for the Direct Memory Interface Controller which
provides a DMA window access to the DECsystem-10 memory for data transfer
between the DEC-system-10 and the PDP-11 processors.
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5.7 Simulation Software

The Simulation Software, also known as the DALS Mcdgel. “ivulation
System (DMSS) is resident in the DECsysten-10 host simuleticn crocessor .
The DMSS consists of seven functional types of software:

a. Executive software responsible for overall simulation
control;

b. Sensor models, which simulate the on-becard aircraft
Sensors;

¢. SLU/STORES models, which simulate functional responses
of weapon systems to the operational Stores Management
software;

d. Aircraft/Environment models, which provide airframe
dynamics, flight control dynamics, and prcopulsion
data in response to pilot and external system actions;

e. Interface utilities, which provide access to the Crew
Station cockpit controls and displays and to the Evans
and Sutherland Picture Systen;

f. Checkpoint/Reset utilities, which allow for the capa-
bility to reset the scenario in both run mode and
ron-run mode system operation; and

g. Scenario Generator software, which can be used in
place of the Aircraft/Environment software, and will
simulate all inputs and outputs required to "fly"

a predefined flight scenario.

The simulation software system as a whole operates with a major cycle
{computational cycle) rate of 32 times per second. t should be noted, hwmever,
that not all models operate at this maximum rate. The modecls are broken into
snecific rate group subsets, based upen computaetional veauivements (speed ard
accuracy) and operate at various speeds. Data is transferred 22 times per
second, based on the highest rate groun requirements. The data transfer infor-
mation required by the simulation system from Mission Software is initiated
when the SSDF/URT PDP-11 processor generates an interrupt to the DECsystem-10
at the start of each computational cycle. The simulaticn system then reads all
inputs from the PDP-11 and then generates an interrupt back to the PDP-11. The
simulation then performs its calculation and outputs its data to be proviged tc
Mission Software to the DMA window. The SSDF/URT PDP-11 then accepts the data
and transfers it to Mission Software.
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5.8 Picture System

The picture system shown in Figure 46 consists of a simulation
software-controlled ground display graphics generator and projector sys-em.
The graphics-generated display of the ground as seen by the pilot in the
simulated cockpit, is projected on a motion picture screen in front of the
cockpit.

An Evans and Sutheriand graphics system generates an idealized
pattern which represents ground terrain, targets, runway, etc. The Evans
and Sutherland is controlled by the DECsystem-10 simulation software via
the PDP 11 processor. The graphics are generated on a stroke CRT display
and monitored by a closed circuit television camera. The TV image is trans-
mitted to the Advent projection subsystem.

2.9 Data Reduction and Analysis Software

The Data Reduction and Analysis Software (DRAS) processes, formats,
nd cutputs data from the Integrated Test Bed (ITB) or the Software Test
tand (STS). The DRAS is composed of two computer programs which perform the
“allowing functions:

Read 1TB/STS data from tape or disk
Convert data from binary to decimal
Rewrite selected data onto a disk

Read the data from the disk file

Generate report files

Generate a disk file suitable for plotting

The report files generated by the DRAS include a data report, an
:vent and time report, and an error message report. The data report contains
a time history of selected parameters recorded during ITB/STS system operation.
The event and time report contains a block of STS/ITB data recorded at the
time a discrete event changes. These events include changes in navigation,
steering, or master modes, weapon rejease, thrust, INS alignment status, and
weight-off-gear. The error message report contains a list of all errors
which may have occurred during processing.

DRAS is used to support system testing and DMSS testing. It is
also used *o provide a permanent record documenting the successful completion
of formal demonstrations.
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0.0 SOFTWARE CONVERSION

0.1 Mission Software Conversion

The Mission Software was converted from JOVIAL J73/1 to JOVIAL J73.
The conversion and retest effort took almost 15 months because corrections and
- nanges were being made to the new JOVIAL J73 compiler simultaneously. The
ASW conversion was accomplished in an orderly and organized manner.

a.o1.1 Executive Conversions

The executive software underwent three stages of conversions.
"1rst, the executive was converted from MIL-STD-1553A to MIL-STD-1553B bus
rotocol. The second stage of conversion was the retargeting of the executive
rrom the AN/AYK-15 processor to the MIL-STD-1750 (AN/AYK-15A). The last stage
< r conversion was the translation of the source code from J73/1 to MIL-STD-
2898 (JOVIAL J73). At the completion of each of the three conversions, the
- «ecutive was fully tested.

The conversion to MIL-STD-1553B bus protocol resulted in simpli-
cation of the bus control functions of the executive. A small amount of
--design of the executive was required to incorporate the new bus protocol
~ficiently.

The conversion to AN/AYK-15A required modifications primarily to
111e assembly language routines of the executive. These rcutines contain the
" +chine-dependent interface such as interrupt handlers and Bus Control Inter-
1ces. The new processor also had a different repertoire of machine instruc-
ions which also affected these routines. Also, the use of the JOVIAL

+ N/ AYK-15A code generator necessitated the inclusion of a stack management
ystem into the executive.

The language conversion to JOVIAL involved primarily syntax changes.
However, several semantic changes were required because of strong type check-
ing and addition/deletions of data types.

v.1.2 Application Software Conversion

The application software was converted to JOVIAL J73 and retested.
tirst, the Compoo! Blocks and the Comsubs were converted because these are

ased by the other tasks. Then, the application tasks were converted. The ]
1cceptance test programs (ATP's) were converted along with each task so that
testing coul. be kept up-to-date. §

Some of the changes required to convert the tasks were trivial;
square brackets were changed to parentheses and the syntax of certain JOVIAL
vtatements was modified. Many of the data items had to be converted so that
the data types matched. The structure of the data tables in the common data 1
area had to be redefined. "

6.2 Core Element Test Software Conversion

The Controls and Displays (C&D) Acceptance Test Program (ATP) was
converted from JOVIAL J73/1 to JOVIAL J73. The ATP handles the interface
between the C&D devices and the test software; it also controls testing by
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prompting the user, and it nerforms the actual acceptance test. The oniy
problems encountered during the conversion involved redefininn “neif oA
data tables; other required changes were simple Lo make.

The Remote Terminal (RT)/Interface Module (IM) Liagnustics exer-
cises RT and IM hardware through a series of tests and allows the isolation
of errors. The RT/IM Diagnostics has two versions:

1. The original is loaded in an AN/AYK-15 processar
and uses the MIL-STu-1553A multiplex bus system
for testing.

2. The second is loaded in an AN/AYK-15 processor, as
the original, and uses the MIL-STD-15538 multiplex
bus system for testing. This version was created
by converting the original diaono:tics to meet MIL-
STD- 15538,

The RT/IM Diagnostics tests are described in the hardware inteqration and
test section.

6.3 Multiplex Diagnostics Software {onversion

The Master Multiplex System Diagnostics are a set of up tue 3z tests
that test the multiplex bus system and its devices. These devices include:

Master processor and BCIU or Master processor/BCM
Remote processor and BCIU or Remote processor/BCM
Remote Terminal

Universal Remote Terminal

System Mass Memory

BN =

There are three versions of the Multiplex Diagnostics:

1. The original is loaded in an AN/AYK-15 processor
and uses the MIL-STD-1553A multiplex bus system
for testing.

2. The second version is loaded in ar AN/AYK-15 pro-
cessor, as the original, and uses the MIL-STD-1553B
multiplex bus system. This version was created by
converting the original diagnostics to meet MIL-STD-
1553B and adding new tests.

3. The last version is loaded in an AN/AYK-15A processor
and uses the MIL-5TD-15538 multiplex bus system. The
version was created by converting the second diagnostics
to AN/AYK-15A instruction set.

Table 9 contains a list of the tests for all the versions. A list of
devices used in the test by each version is found in Tables 10 through 12.

The Command Generation software (CMDGEN) is a general purpose
program designed to give a user the following capabilities:
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b Build and execute up to «ud bus innteuct tons,
These Tnstructions cause cormdnds ang 0 lato

be sent on the multiples Lus by the 500

Hpecify the data to be sent on the multiplex bus
by the BCM.

r.J

Load BCM registers.

(%)

4. Specify the bus address used by the BCM controlloed
py CMDGEN.

5. Cause tne BCM to run in either master cr remote mode.
There are three versions of CMDGEN:

r 1. AN/JAYK-15, MIL-STD-1553A
: 2. ANJAYK-15, MIL-STD-1553E
3. AN/AYK-15A, MIL-STC-1553B

The development of these versicne was similar to the development of the Ma<iv
Multiplex Diagnostics.

6.4 17508 ATP

] The AN/AYK-15A Acceptance Test Frogram {(ATP, was convecrted to test
the MIL-STD-1750A. The ATP consists of extensive tests for each instruction
‘n the instruction set. The first step 1n converting .the ATP was to define tn
differences in the two instruction sets (MIL-STD-1750 and MIL-STU-175CA).  Any
ditferences in the instruction sets resulted in differences 1n the two ATP's.

Differences include:

e Several instruction set changes were made (RFR and CFR
were combined to make RCFR. for examplo),

o New interrupts were definel.
o New options were defined (such as expanded mencry ;.
o Stack was made to increment in opposice direction.

The general instruction modules required minor changes because of
instruction set differences. The executive module needed to be modified to
include new intervupt handlers, stack difference~, and some -ypanded memory
processing.

Several new tests were written to test the expanded memory option
and the various options associated with expanded memory, such as access lock/
key, E/W, bit, and pagc register operations. rhese modules were written as
stand-algone tests. New tests were also written to test new instructions such
as BEX {branch to executive) and VIO (vectored [/0). These were designed tc
be run with the executive moduie.
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7.0 HARDWARE CONVERSION

The hardware conversion of the DAIS ITB consisted of upgrading the
BCIU's and RT's to be 1553B-compatible and subsequently replacing the BCIU's
and associated AN/AYK-15 processors with the integrated AN/AYK-15A processor/
5'M. The integration and test of the AN/AYK-15A is described elsewhere in this
‘aport. This section will concentrate on the multiplex conversion.

21 Multiplex System Conversion

Shortly after MIL-STD-1553B was formally approved and published, the
“AlS Problem Report Board (PRB) appointed a working group composed of AFWAL and
ontractor personnel to perform an impact assessment of converting DAIS to the
ew standard. The working group identified issues, developed technical approaches
-t resolving them, and drafted costs and schedule plans for accomplishing the
rnversion. Based on this plan DAIS management elected to perform an in-house
sversion of the BCIU's and let a sole source contract for the upgrade of the RTs.

The impact assessment report identified twelve technical tasks as

o Tows:

# D2lete Message Error, Busy, and Terminal Fail Bit
suppression for Transmit BIT and Transmit Last
Command.

e Undate Last Command Register for Transmit Status
and Transmit BIT (previously not updated).

e Design/implement new system control procedure for
RT Asyrchronous protocol which does not require
the reset mode command.

e Design/implement new system control procedure for
interprocessor asynchronous protocol which does not
use status embedded ARV or require reset status code.

o Define/implement a Reset Built-In-Test (BIT) without
a Reset BIT Mode Command.

e Define/implement a new bus shutdown procedure using
15538 Mode Commands.

e Implement RT/Subsystem Retry at the RT/IM Level.

e C(Change/delete mode command assignments for DAIS/
15538 equivalent command.

e Do not suppress the busy state in the status response
for transmit status.

e Assign a new asynchronous .ubaddress.
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e Include subaddress 31 as an additional! mode command
indicator in both Master and Remote BCTL:,

o Re-assign all status biz discretes.

These tasks reflect the fact that whereas 1553A hed left mode code
definitions optional, 1553B spelled them out in detail and did not include
all the mode codes DAIS had defired. The more significant differences were
in the areas of asynchronous operations, RT/IM error handling and the use u*
subaddress 31 for mode codes.

The asynchronous differences resulted from the Ffact that DAIS ha-
embedded an Asynchronous Request Vector (ARV) in the status word and used a
mode code to clear the ARV after it had been read. MIL-STD-1553B allowed only
the service reguest bit in the status word, moved the ARV to the vector word
and provided a mode code to read the vector but none to clear it.

For the RT/IM error handling DAIS had defined & status word bit and
a mode code, Interrogate Module Error Register, to identify *he IM and channel
in error. MIL-STD-1553B included neither the status word bit nor the mode cuce .

Subaddress 31 had been used in DAIS to interrupt a remole processcyr
(the only subaddress on which a message would cause an interrupt) #s part of
the asynchronous protocol. The use of this for a mode code required DAIS to use
another subaddress for asynchronous messages in addition to the modifications
necessary to recognize 31 as signaling a mode code.

It is interesting that recognizing subaddress 31 for mode cod:s is
the only modification of the BCIU actually requiring a hardware chance. All
other modifications were accomplished in BCIU microcode. The RT modification.
included an automatic retry of the IM/channel in error and this was part of
the niotivation for not attempting the RT upgrade in house.

The conversion of DAIS to 15538 was accomplisied ir a three-pn, o
effort of system engineering, dccumentation, ana develourent. More than »a’!
the total effort was devoted to documentation, vesulting ‘n a complete et of
cure element specifications fully 1553B-compatibie. The tine) lesting wes
accomplished in two steps, the first using a PROM simulator [RAM) to debug tre
microcode changes. The second step involved burning the real PROMS. This
testing was completely successful and accomplished ahead of schedule. £n
additional two units were converted and provided to the developers uf the AN/
AYK-15A to aid in their testing.




8.0 INTEGRATION AND TEST

The modular structure and well-defined interfacec of both the hard-
ware and software elements in the DAIS System Architecture greatly facilitate
the integration and test. A step-by-step approach was taken to test and inte-
grate both the DAIS core elements and the support hardware and software.
Initially, stand-alcng tests were performed on individual elements. Then,
these elements were incrementally integrated and tested until the system was
completed. The following sections highlight several of the key techniques
which contributed to the successful and rapid integration and test activities.

.1 Stand-alone Tests

co

8§.1.1 Core Element Hardware

As each core element subsystem was received from the contractor,
stand-along acceptance tests were performed. First, the contractor supplied
test support equipment and software. These tests were then augmented with
"FWAL and SITC tests. The tests were developed to verify all the electrical
'nd functional interfaces of each subsystem. In several cases, the contractor-
~upplied tests were not very comprehensive, and the test support equipment did
.0t allow complete dynamic testing of all the functional interfaces. As a

asult, specifically for the multiplex equipment, complete acceptance testing
.f these core elements was not completed until the subsystem was integrated
'nd tested with other system elements as discussed in the hardware integration
;nd test section below.

The AN/AYK-15A processor has an Acceptance Test Program that runs
-he AN/AYK-15A in a stand-alone state. The ATP is an integral part of the
JALS processor qualification testing package. The ATP consists of four func-
tional types: (1) Executive software, responsible for control and execution
of specific processor tests; (2) Processor test modules, responsible for the
testing of AN/AYK-15A processor functions, e.g. instruction tests; (3) Error
processing, responsible for the processing of errors detected by processor
test modules; and (4) Interrupt handler, responsible for the processing of
interrupts.

The ATP was designed so that the minimum number of 64K loads are
required. An attempt was made to group similar ~st modules within a par-
ticular load, for example memory tests and menc yrite protect test. Those
tests that do not lend themselves to executive control were placed in separate
loads. Table 13 conta’ns a list of special test names and descriptions. The
special tests and CPU instruction tests are located in the LOAD modules. A
list and description of the ATP load modules is contained in Table 14.

8.1.2 Executive Software Testing

The DAILIS Startup Loader was also tested. A set of application
tasks were developed which send messages to the C&D for display. The displays
{on the [MFK) were sufficient to inform the test operator of the state of the
software in each of the processors after inputs to the Processor Control Panel.
Several problems were uncovered in the Startup Loader, Executive's interface
to the Startup Loader, processor, and the BCM. After these problems were
corrected, the Startup Loader performed as required.
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TABLE 13. SPECIAL ATP TEsST NAMES AND 5iLCRIDTION:

NAME DESCRIFPTIUN

HANGT Randomly generates and executes a (P instruction tist.

GENREG Verifies capability to read/write the sixteen general
registers.

STATREG Verifies capability tu read/write the status word.

ILLIO Verifies proper interrupt and fault register setting upcen
execution of illegal 1/0 instruc* ons.

ILLINT Verifies proper interrupt and fault reqgister setting upon
execution of illegal CPU instructions.

WRPRAM Verifies capability to read/write the memory f[rotect RAM.

BNCH Computes processor throughput.

TRGTST Outputs trigger GO discrete.

DISCRT Verifies proper operation of external discrete lines.

DISABL Verifies that no interrupts ave handled immediately fol:ow-
ing a disable instruction.

ROMTST Verifies integrity of the bootstrap ROM.

PIOTST Verifies proper operatinn of PI0 lines.

TIMER Verifies interval timer values with and without interript n3

INTERT Verifies capabilities of handling, masking, and clearing
externally generated interrupts.

INMASK Verifies capability to read/wirite the interrupt mask.

BCMGEN Verifies capability to read/write the sixteen BCM general
registers.

BCMCN1 Verifies capability to read/write the sixteen BCM control
registers.

BCMCN2 Verifies capability to multiple store, compare and perform

bit manipulation on the sixteen BCM control registers.

——
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14. ATP LOAD MODULE NAMES AND DESCRIPTIONS

TABLE
—————

NAME DESCRIPTION
BOUND.GBJ Boundary test
HANG. OBJ Hang test
ICTEST.O0BJ Instruction counter test
INDEX.0BJ Index test
MEMADR.0OBJ I1legal memory address accessing test
MEMTIM.OBJ Memory access timing test
MEMTST.0Bu Memory access and protection test
PWRDWN. OBJ Power up/down test
LOADL.ABS Executive-controlled tests 000-063
LOAD2.ABS Executive-controlled tests 064-097
{.0AD3.ABS Executive-controiled tests 098-000
LOAD4 . ABS Executive-controlled tests OD1-111
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8.1.3 Application Software Unit Test

Unit testing of the Application Software was performed on fre b
computer, a DECsystem-10. At this Tevel of testing, the !guicai operatine
of each single task was tested. Acceptance Test Programs (/A79'<) ond 2t re
support programs were written to implement the testing.

The support programs required for the testing include the foilowina.
1) a version of the DAIS Executive that runs on the DECSystem-10 computer, and
2) a data area similar in function to the data base created by PALEFAC.

Each ATP generates data to be used as input to the progran being
tested. Using the executive services it places the input data in the data
area. The ATP then invokes the MSW program being tested. The MSW prograr
accesses its input, executes, and places its output in the common data drea.
Finally, the ATP accesses and then prints the results of the test. The
testing process was automated so that retesting can be easily accomplished.

8.1.4 Environmental Model Tests

Acceptance testing was performed on the DAIS Models Simulation
System (DMSS). The acceptance test was performed at three levels:

1. Stand-alone test - a verification of responses by
the DMSS to simulated inputs.

2. Interface and Functional test - a verification of
internal DMSS communications and outputs to the
DMA-10 window.

3. System test - a validation of the entire DAIS system.

Stand-alone testing was performed for each individual model. The
test load module consisted of a tailored test driver and the model beina
tested. These tests were run on the DECsystem-10 computer.

The interface and functional test wes performed by irserting 1oc
sensor model being tested into the baseline model set for all other nodels.
Then, using the mission scenario generator (MSG), the response of the new
model was recorded and then compared with the response of the baseline model
set. This process was repeated for each model until all sensor models were
individually integrated and tested.

The acceptance testsrevealed several problems that required
resolution.

8.2 Hardware Integration and Test

Incremental integration and testing was performed, as each sub-
system became available, until the system was fully integrated and tested.
The key to the successful integration and test was the development of exten-
sive test software. Four major test softwarc programs were developed:
Multiplex System Diagnostics Software, Remote Terminal (RT)/Interface Module
(IM) Diagnostics Software, Controls and Displays Acceptance Test Program
(ATP), and Performance Monitor Interface Unit (PMIU) ATP.
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The Multiplex System Diagnostics were previously described in the
Multiplex Test Software Conversion section. Sample Hardware Configurations
for the AN/AYK-15A Multiplex Diagnostics are shown in Figure 47.

The Remote Terminal (RT)/Interface Module {IM) diagnostics exercise
RT and IM hardware through a series of tests and allow the isolation of
arrors. FEach test is designed for an RT or a specific type of IM. The diag-
a0stics run in an AN/AYK-15 processor as shown in Figure 48. The device(s)
to be tested is attached to the MIL-STD-1553B bus. The user specifies the
system configuration and the tests to be run. The diagnostic's executive
then sequentially calls each test selected. Each test that is integrated
with this software is required to do the following:

1. Perform its own error checking and reporting and
maintain error counters.

2. Perform all BCIU control including interrupt
handling.

3. Return the following items in the same state as when
the test was called:

a. BClu registers
b. All interrupt vectors
¢. The BCIU subaddress pointers

The kandling of all errors by a test are controlled by user-specified
wurameters.  The error reporting for each test must interface vith these para-
‘eters to allow the following options:

1. Stop on errors and allow the user to retry the
failing sequence or go on to the next sequence.

Z. Do not display errors but maintain counts of the
difrerent types of errors.

A list of RT/IM diagnestic tests in found in Table 15.

The Muitiplex System Diagnostics and the RT/IM Diagnostics were
developed in a structured and modular fashion so additional tests could be
readily added. Several of the key features of the above software test pro-
grams were:

o Testing of all functional areas of the core elements
under test.

e Testing of functional areas with extensive data
patterns with error checking under test software
control. Many failure modes were bit pattern
sensitive and/or intermittent requiring a large
number of data patterns at the system operating
speed in order to detect and isolate.
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HARDWARE CONFIGURATIO!

AN/AYK-15A

MULTIPLEX |
SYSTEM 1 peM
DIAGNOSTICS!

uc
RT #10
KEYBOARD

(This runs the RT undefined Mode Codes Test, RT
Initialize Terminal Mode Codes Test, and BT MTU
Shutdown Mode Codes Test.)

FIGURE 47. SAMPLE HARDWARE CONFIGURATIONS
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HARDWARE CONFIGURATION

AN/AYK-15A

MULTIPLEX
SYSTEM
DIAGNOSTICS BCH

0

[
(&}

i

KEYBOARD
PDP-11
URT DYNAMIC
TEST
SOFTWARE b—-ﬂ
AN/AYK-15
CONSOLE MUEE?SIEX
INTELLI- DIAGNOSTICS [T
GENCE UNIT

(BUS ADDRESS 2)
KE YBOARD

AN/AYK-15A

REMOTE [
MULTIPLEX 1 pcg

DIAGNOSTICS !
1

(BUS ADDRESS 0)

;‘ l

v

KEYBOARD

lt

(This runs all defined tests except Remote Transmission
Lockout Flag Test and Remote Reception Lockout Flag
Test which require only 15A processors on the bus.)

FIGURE 47. SAMPLL HARDWARE CONFIGURATIONS (Con't)




REYBOARD

GOER COMMANDS

AN/AYK-15

DIAGNC,TIC
SOF TWARE

ERROR MESSAGES, STATE-UF -
THE-SYSTES MESSAGEG, BT .

FICURE 48, BLOCK DIAGRAM O HARUWARE "SED BY ThE Ri/iM DIAGNOSTICS
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TABLE 15, RIT, M DIAGNOSTICS TESTS

TEST
NUMBER TEST NAME
0 Initial polling
1 Spare
il Spare
3 Spare
4 Spare
S RT undefined mode codes
6 RT initialize terminal mode codes
i RT MTU shutdown mode codes
8 Spare
9 Spare
0 Spare
11 Single-ended discretes 1n/out
Vi Differential discretes in/out
3 Switch closure in/out
4 DC Analog in/out
15 AC Analog in/out
16 Spare
17 Spare
8 Spare
9 Momentary 1n
20 Synchro in/out
21 Serial in/Serial out (normal operation)
22 Serial in/Serial out (parity error operation)
24 Remote terminal to Remote
25 Spare
26 Spare |
27 Spare . |
28 Spare
29 Spare
30 Spare
31 Spare
32 Spare
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f . . . .
e Segmenting test software to functional areas of the
hardware under test.  Tais facilitaseg Jaooen e
4 tion by allowing the te coeratue Lo option of

running test softwdre on tne falling cogqment ondo.

e Providing stup on error and loop on section, sub-
section, and failing date pattern. This facilitoted
problem isolation and provideg conditions under which o
problem (even intermittent; could be scupea’ or traced
with a lTogic analyzer.

e Lenerating data patterns at execution rates at least
comparable to the normal operation rate for tne eguip-
ment under test. Many failure modes were 1nduced only
at or near maximum data rates because of noise, signal
line "ringing" or "cross talk" and other hiqh speed
phenomena.

e Sequencing through all phases of the test repetitively
(looping) with error checking. Capability aliowed
equipment testing for thermal, noise, and other inter-
mittent errors, and proviced a high deoree of conf dence
when equipment operated successfully for extended
periods of time. .

o Supporting system verification prior to loading and
running mission software, and supportiua probiem
detection and isolation during mission software checkout
and predemonstration phases. System integrity was
established before loading mission software so mission
software debugging would not be plagued with hardware
problems.

® Providing structured and modular test software to
facilitate development in stages and to ailow inciusior
of test software fiom varisus sources.

The C&D ATP pertorms two major functlions in testing the (&S, i+ .
it nandles the interface between the C&DN devices ond tha tesl software, Tieoe
interface programs are called EQUIP's, Seconcly, it <ontrols execution by
prompting the user and performs the actual tests. Table 16 briefly describes
the programs comprising this ATP. [ligure 43 precents the hardware confiqura-
tions used in performing the tests.

The AN/AYK-15A Performance Manitor interface Urit (PMIU) Acceptance
Test Prograni is an integrdal part of the PMIU qualification package. The PMIU
ATP consists of three functicnal types: (i) Interface test software, respons-
itle for the testing of the PMIU/PDP-11 interfacc: (2} Control and monitor
test, responsihle for the testing of PMIU control anc monitor functions, (3)
Post run editor, responsible for the formatting and processing of data gathered
during PMIJ testing.

The AT{ was designed sc as to aliow user divectives via interactive
or disk file inputs. This will facilitate the use of the PMIU ATP for AYK-15A
software development. Figure 50 shews the PMTE <y~tew and interface require-

ments. Frigr *o execution, the ATP software muct be ioaded into the PDP-11 .
with alil appropriate devices as shown in Figure Hi).
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TABLE 16. CUNTROLS AND DISPLAYS ATP

Task Description |
4
EQUIPS:
QPO1IMFK' IN IMFK input equip for RT 1¢,
QPO2IMFK' IN IMFK input equip for RT 9.
QPO3IMFK'ARBIT IMFK input arbitrator task. i
QPO4DEK1'IN DEK-1 input equip for RT 16, i
QPO5SDEK1'ARBIT DEK-1 input equip for RT 9.
QPO6DEK1' ARBIT DEK-1 input arbitrator task.
QPO7MMP' IN MMP input equip for RT16.
QPO8MMP" IN MMP input equip for RT 9.
QPO9MMP'ARBIT MMP input arbitrator task.
QP10DEK2'IN DEK~2 input equip for RT16.
QP11DEK2' IN DEK-2 input equip for RT 9.
QP12CEK2' ARBIT DEK-2 input arbitrator task.
QP13MPDG1'IN MPDG1 status input equip for RT16.
QP14MPDG1"' IN MPDG1 status input equip for RT 9.
QP15MPDG1 ' ARBIT MPDG1 status input arbitrator task.
QP16MPDG2' IN MPDG2 status input equip for RT16,
QP17MPDG2' IN MPDG2 status input equip for RT 9.
QP18MPDG2'ARBIT MPDG2 status input arbitrator task.
QP19MFK' IN MEK input equip for RT 16,
QP20MKF' IN MFK input equip for RT 9.
QP21MKF'ARBIT MFK input arbitrator task.
QP22SA8' IN SA8 input equip for RT16 and RT 9.
QP24SA9' IN SAS input equip for RT16 and RT 9.
QP26SA11'IN Determine the state of the PCP. -
QPSOIMFK'QUT Displays data/pages on the IMFK. o
QPS1MMP' QUT Outputs light commands to the NMMP.
QP52SA6' OUT SA6 output equip for RT16 and RT 9.
TEST SOFTWARE:
CPOOINIT Initializes data and schedules equips,
calls CPOl to begin execution.
CPO1TEST'SELECT Allows the user to select major test
categories and then schedule the
selection. Currently only CPQ2 is
available (C & D test).
CPO2CD' TEST Allows the user to select which C & D
device he wishes to test and then
schedule the selection.
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TABLEL 16, LONTROLY A

P RS T
DA Y

Task

Descripticn

TEST SOFTWARE Cont.
CPOSMMP' TEST

CP1OIMFK'TEST
CP1SMFK'TEST

CP20DEKY' TEST
CP25DEK2 ' TEST
CP30SCU' TEST

CP31SCU'KEY'TEST
CP32SCU' TRIGGER' TEST

CP33SCU' ROCKER' TEST
CP34SCU' CONTROLLER'TEST

CP35AP'TEST

' CP36ARM' PANEL'TEST
CP37MASTER'ARM' TEST
CP38SALVOQ' SWITCH' TEST
CP4CHU
CP45MPDG' KEY ' TEST
CP46VSD' KEY' TEST

Turns on/off MMP Tights when respect-
ive key hits are made.

Turns on/off IMFK Tights when respect-
ive koy hits are made. Displays
all applicable characters on CRT.

Turns on/off MFK lights when respect-
ive key hits are made. Activates
all back light displays.

Echoes back on IMFK the value entered
on the DEK].

Echoes back on IMFK the value entered
on the DEK?,

Allows the user to select which SCU
device he wishes to test and then
schedule the selection.

Turns on/off SCU lights when respect-
ive key hits are made.

Displays trigger level on IMFK.

Displays rocker position in INFK.

Displays the numeric value of the SCU
controller and terminates upon
hitting the controller switch.

Allows the user to select which arma-
ment panel device he wishes to
test and then schedules the selert-
ion.

Displays the states of AP switchas on
the IMIK

Displays the state of the master arnm
switch on the IMFK.

Displays the state of the salvo switch
on the IMFY,

Displays the state of the HUD switches
of the MMP on the IMFK.

Allows the user to s2lect which MPDG
display he wishes to test.

Turns on/off VSD Tightswhen respect-
ive key hits are made and displays
range switch state on IMFK,
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TABLE 16.

CONTROLS AND DISPLAYS ATP (Con't)

Task

Description

TEST SOFTWARE Cont.
CP47HSD' KEY' TEST

CP48MPD1 ' KEY' TEST

CP49MPD2' KEY' TEST

CPSOPCP' TEST

b CP51PCP' INPUT'TEST
CP52PCP' OUTPUT' TEST

CPS5STICK'TEST

st

CP60THROTTLE'TEST

-

CP65RT' CONTROL' TEST

CpP70MP
CP71B0O0T'MPDG
CP72MPDG' STATUS
CP73WAYPOLINT
CP74TABLE 'CONTRL
CP75TASK' ASSIGNMENT
CP76MASTEK ' MODE

Turns on/off HSD lightswhen respective
key hits are made and displays range
switch state on IMFK.

Turns on/off MPD1 lightswhen respect-
ive key hits are made and displays
range switch state on IMFK.

Turns on/off MPD2 1ightswhen respect-
ive key hits are made and displays
range switch state on IMFK,

Allows the user to test either the
input or output function of the PCP.

Displays the status of the PCP switches.

Turns on/off PCP lights in a pre-defined
order. Also, forces the processor
to issue PCP latch commands, which
may be tested by the user.

Displays the status of the stick
switches and trigger on the IMFK.

Displays the status of the throttle
switches on the IMFK.

Allows the user to select which RT
is primary and whether the IMFK
or MFK/MPD1 display is to be used.

Allows the user to select which function
of the MPDG is to be tested.

Allows the user to boot, load and
execute an MPDG.

Displays the status of the MPDG.

Allows the user to select the various
options concerning the activation
and control of the map driver.

Allows the user to read, modify and
display text tables.

Assigns tasks to MPDG displays as a
function of user input.

Allows the user to select various data
sets that are used in MPDG displays.
Also allows symbology to be turned
on/off.
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TABLE 16. CONTROLS AND DISPLAYS ATF (Con't)

Task Description

TEST SOFTWARE Cont. I

CPIONAV 'UPDATE Calculates aircraft position based on |
its velocity vector and current i
position. '

CPISWAYPT'DISPLAY'TEST Allows the user to test the various

functions associated with the way-
point display.

CP96DECLUTTER' TEST Allows the user to select various de-
clutter modes and observe the re-
sult on the MPDG display.
DPSIMAPUPDATE Determines which map chips need to

be loaded and sends apprepriate
data to map driver.




CONFIGURATION 1:

MUX BUS

AN/AYK-15

CONF IGURATION 2:

AN/AYK-15

CUNFIGURATION 3:

Al/AYR-15

CONFIGURATION 4:

AN/AYK-15 __.H

-

* PRIMARY RT

FIGURE 49.

6lIU m— RT 16 c&D
MUX BUS
BCIU m RT 9 C&b
MUX BUS
*
BCIU RT 16
)
RT 9
MUx BUS
BCIU RT 16
C&D
*
RT 9

HARDWARE CONFIGURATIONS FOR TESTING THE C&D
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UNIBUS
V152 COMPATIBLE CRT
PMIU AN/AYK-15A |
—B /
1 1
DISK PMIU AN/AYK- 15A
STORAGE T—d , [ )

POP-11 Q—b]
PMIU AN/AYK-15A
3 4——D 3

1

TELETYPE OR
LINE PRINTER

H) PTU a BAN/AY;(—ISA

UNIBUS

FIGURE 50. PMIU INTERFACE DIAGRAM
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8.3 System Readiness Test

The System Readiness Test (SRT) is designed to quickly test the
operating condition of the DAIS Software Test Stand (STS) or the Integrated
Test Bed (ITB). The following systems are tested:

PMC and SSDF PDP-11/40s

Console Intelligence Units (CIU)

Super Control and Display Units (SCADU)
Remote Terminals (RTs)

Universal Remote Terminals (URT)
AN/AYK-15 processors and BCIUs or AN/AYK-15A
processor/BCls

Bus Monitors

Performance Monitor Interface Units
Evans and Sutherland System

DAIS Controls and Displays

N WRN

O W~

The following group of programs forms the SRT:

1. Control file that runs with the PMC software or
the PMIU software

2. Assembiy language programs that run on the AN/AYK-15
or AN/AYK-15A

3. A FORTRAN program that runs on the DECsystem-10

4, Post run edit files that run on the PMC PDP-11/40
The programs work together to perform a quick check on the above hardware in
iess than 15 minutess; therefore, the DAIS users could run this software every
iorning and before demonstrations to insure the DAIS systems are in working

order,

3.4 Results of Testing AN/AYK-15As from Two Contractors

This section describes the tests that were performed on the
Westinghouse and Sperry Univac AN/AYK-15As during 1980 and early 1981. A
summary of the test results for each vendor and a summary of the compatibility
between the two implementations of the AN/AYK-15A are included.

8.4.1 Inventory of Tests

The tests performed on each AN/AYK-15A include:

Execution of the Bootstrap Loader

3-Processor Executive Acceptance Test Program
Processor Acceptance Test Program

Multiplex System Diagnostics

Bus Control Module (BCM) Error Response Tests
Input/COutput and Internal Tests

Miscellaneous Tests

A1l of the tests were performed with both AN/AYK-15/BCIUs and other AN/AYK-15As
from both vendors.
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5.4.1.1 Bootstrap Loader

The Bootstrap Loader was used to load all of the 15A test Softwer«
programs from the PDP-11/URT to the 15A proucessor memory over the 15520
multiplex bus as illustrated in Figure 51. The software program in the PLf- .1
was used to simulate a mass memory device on the multiplex bus. Software
resident in the upper core of the 15A memory was then used to initiate the
BCM as a bus controller and transfer application and test software and data
from the mass memory device to vhe 15A processor memory. 64K words can be
transferred in approximately 15 seconds using this technique.

8.4.1.2  3-Processor Executive Acceptance Test Program (ATP)

The 3-Processor Executive ATP with the AN/AYK-15A as the unit under
test (UUR) was executed using the test configuration shown in Figure 51.

8.4.1.3 Processor Acceptance Test Program (ATP)

The Processor ATP (15A, 1750) was executed using the test config-
uration shown in Figure 52. This set of software programs was used to test
the entire instruction repertoire and functioral capability of the 15% pro-
cessor.

8.4.1.4 Multiplex System Diagnostics

The Multipiex System Diagnostic tests were executed using tne tes:
configuration shown in Fiqgure 53. The software programs were used to test
the Master and Remote mode functional requiremenis of the 15A BCM and the "7t
praocessor interface. The software in the PDP-11 was used to simulate multiple
KTs via the URT.

3.4.1.5 BCM Error Response Tests

BCM Error Response tests were conducted to test the performance of
tne 15A BCM when errors occur on the multiplex bus and were accompiished using
the test configuration shown in fiqure 5<.

«.4.1.6 Input/Output (I1/0) and Internal Tesis

I/0 and Internal tests were conducted to test the input and output
requirements of the AN/AYK-15A (e.g., rrogramied input/output, direct memory
access, interrupts, etc.) and to verify the resolution of unique problems
encounterec during the debugging stage of the 15As. The test configuratior
for the [/0 tests is shown in Figure 55.

$.4.1.7 Miscellaneous Tests

Investigations and measurements were made to obtain additional infor-
mation on the performance of the AN/AYK-15As. Of particular interest are the
measurements of memory access times with CP!l, DMA and BCM memory contention on
the Sperry Univac AN/AYK-15A and the measurements of the Master mode BCM start
and stop times for both the Westinghouse and Sperry Univec AN/AYK-15As. A
summary of these measurements is given in section 8.5.2.3.
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oodd Resuits o1 iesting
TTES LCCLIGH Sl oo, Lne o verd il st e 0T e U wes L Ty,
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che units atter seversl dteralions o0 Lrubien soelaticon ond rcepdlinr.  wpe i
test results associated with the individias, unils w6 oo umentod @ Ser i,
of informal test reports.

S.4.2.1  Test Results ftur westinghous: AN/AYK-154

Tre Eootstrap coader and the 3-Trocesser Laccutive ATV were cxeoutod
without incident. Tables 17 throuwgh 10 indicate tne resulte of the Processor
ATP, Multipiex System Jdiagnostics, and BCM fyror Pesponse o ts, roupectivel .
that tailed on the Westinghouse AN, AYE-1LA. Tavle 70 ~umedrigzes the results
of the I/uU tests.

8.4.2.2  Jest Results for Sperry Univac AN/AGK-1DA

The Bootstrap loader and the 3-Processor Evecutive ATP were executed
without incident. Tables 21 through 2. indicate the results of the Frocessor
ATP, Multiplex System Diagnostics, and BCH [rror Respunse tests, respectively,
that failed on the Sperry Univac AN/AYK-15A. Table 24 summarizes the results 9
of the 1/0 tests.

5.4.2.3  Results of Miscellaneous Tests ‘

Tne results of memory access tines are summarized in Tatle 25 and
were rieasured on the Spervy Univac AN/AYK-1DA prototyiys eariy in May cf 13¢7.
‘he results of measurements taken an the AN/AYK-15A from totn vendors for the a
aster mode BCM start and stop times under various conditions ars summrarize
'n Table 26.

$.4.3 AN/AYK-15A Compatibility 3

One of the original goals cited for tne dual source procarement of
“he AN/AYK-15A digital processor was to ascertain the feasibility of frocw 'n.
compatible 15As from two vendors utilizing different anrnilementations to pree!
trne same reqyuirements. To achieve this vesuli. the dovelenment specificat n
vofonecessarily be:

o
1) general enough to support rather thin supplent the
design and impiementation of the AN/AYH-15A, and
2) specific enc gn to avoid multiple interpretations
and unclearly specified renuirements that lead to
incompatible performance.
4
The addition of the specification changes was made, in part, to improve
the specification and eliminate those areas of tne specification where incom-
patibility issues nad been observed between the two vendors,
A simple measure 0° compatibility vetween the Westinghouse and
Sperr, Univac AN/AYY-15A% dnvoives the substitution of either 15A into a
systen configuratton without cnanges to system pertormence and without
4
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TABLE 17. WESTINGHOUSE AN/AYK-15A SUMMARY

OF FAILING PROCESSOR TESTS

TEST NAME REASON FOR FAILURE

FsB Results not accurate to the least

FS significant bit on floating point

FSR subtracts.

FDB Results not accurate to the least

FD significant bit on floating point

FDR divides.

EFD

EFDR

BRX Results not accurate to the least
significant bit on floating point
subtracts and floating point divides.

HANGT TEST Execution of an illegal opcode sometimes
causes CPU Memory Protect and I1legal
Instruction bits to be set in the Fault
Register--depending on the contents of
the general registers.

BCMGEN Some of the BCM control and general

TEST registers are tied together,

I17egal Execution of an illegal I/0 instruction

[/0 Test (output opcode with an input operand)

that deals with the BCI control register
0 or BCI general register 0 causes BCI
to generate an interrupt when the GO bit
in the PCR is zero.
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TEST
NUMBER TEST NAME AL TEr SEMGTT
INIT Initialization b P
0 Initial Polling p H
2 BCI Undefined Mode Comuands g P
3 BCI MTU Shutdown Mode Covinands b P
4 SCT Mode Cominands With Interrupts F(Note 1) P
5 RT Undefined Mode Commands p N/A
6 RT Initialize Terminal Mode Commands p N/A
7 RT MTU Shutdown Mode Conmands P N/7%
8 URT Mode Conmands p /A
3 Master Async to Remote Sync Transfers P P
10 Master Syrc to Remote Acync Transfers P P
N BCM State Transitions p N/A
12 BCM Internal Operations p N/A
13 Remote Transmission Lockout Flag p P
14 Remote Reception Lockout Flag P P
15 Lockout Flag Set/Peset p e
16 Master to Remote Synchronous Transfers P p
17 Master to Remcte Synchronous Transfers p e
18 Remote to Remote Synchronous Transfers » P
19 Master to Remote Synchronous Transfers P P
20 Remote to Remote Synchronous Transfers p P
21-24 Mass Memory Tests - -
25 Remote BCI Self-Test F F
26 Master BCI Self-Test F N/A
27 Lockout Flag Duration P F
3 Lockout Flag on Receive b P
29 Lockout Flag on Transmit I P
30 MTU Shutdown Command F(Note 2} P
31 Bus Active Bit P p
32 Bus List ¢ P
5'BADDRESS
Y FOR MODE
' COLES
0 P F
31 p P
MJULTIPLEX
BUS
A P P
t P P
v Pass -:  Not Run
FrooFall N/A: Nat Apolicable
Note 1t suedtfication interpreation Problem (See section 8.5.3)
hote Z:  Westinjhouse 15/ does not incorporate SCNZ changes to

_—
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TABLL Z1.

UNIVAC AN/AYH-15A LUMMARY
OF FATLING PROCESSuk TESTL

e

RSOh RQR AL

BENCHMATE

MLMTST

s

HANG

AR
HANGT

03

giX {DBY
IM (D14
0

DR

an

HOR

Proceswor throughput measured at
only 385 KOPS,

Tre LPU menory protect interrup:
1y pusted after execulion F tie
nest inttructicn, Ghiu delay
causes the scftware 7o asiune that
write crotect dic not occur and
display an error messace.

The deiay in posting of tre (0L
emovy protect interrunt (level
interrupt) cauces problers wnern
the iext instruction a’so c2uses
a ievel 1 interrupt whichk 1%
sosted immediately. A level
Interrant is therefore cenerated
cn top of another level 1 drtory.o
which causcs the software to
“haig-~uf' 1R the interrunt
bandler.,

ihe CPU is not ceneratini a +ixed
point interrupt for the mallest
neqative number {8000 or 800000GQ35)
divided ty the largest neaative num-
ber (FEFF or FPFFFEFF) .

e - S

-15¢-

e M T A R A




TABLE 22. UNIVAC AN/AYK-15A SUMMARY
OF MULTIPLEX DIAGNOSTIC TESTS
TEST
' _NUMBER TEST NAME MASTER REMOTE
INIT Initialization P p
0 Initial Polling P P
2 BC! Undefined Mode Comnands p P
3 BCI MTU Shutdown Mode Commands p p
4 BCI Mode Commands With Interrupts P P
5 RT Undefined Mode Commands p N/
6 RT Initialize Terminal Mode Commands p N/A
7 RT MTU Shutdown Mode Commands p N/A
8 URT Mode Commands p N/A
9 Master Async to Remote Sync Transfers P p
10 Master Sync to Remote Async Transfers P p
N BCM State Transitions F(tote 1) N/A
12 BCM Internal Operations p H/A
13 Remote Transmission Lockout Flag P P
14 Remote Reception Lockout Flag p P
15 Lockout Flag Set/Reset p P
16 Master to Remote Synchronous Transfers P P
17 Master to Remote Synchronous Transfers p p
18 Master to Remote Sybchronous Transfers P P
19 Master to Remote Synchronous Transfers P P
20 Master to Remote Synchronous Transfers P P
21-24 Mass Memory Tests - -
25 Remote BCI Self-Test P P
26 Master BCl Self-Test P N/A
27 Lockout Flag Duration p P
28 Lockout Flag on Receive p P
29 Lockout Flag on Transmit P P
30 MTU Shutdown Command P P
31 Bus Active Bit P p
SUBADDRESS
FOR MODE
CODES
0 P p
K} p P
MULTIPLEX
BUS
A P P
B P P
P; Pass -: Not Run
F: Fail N/A: Not Applicable
Note 1: BCM does not generate an interrupt to the processor

for one internal operation (minimal impact)
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TABLE 25, uNIVAC Al/AYE-DDA MEMORY Acrber (b4

CONJTT ION NUCBER G MEMokY ACLTS e e BTCe0n kb
Chu BCI UMA TOTAL

LPU only 1.o2 - - Lue

BCL only RGT TESTLU

DMA only - - Lo I

CPU & 3Ci 0.3 0.0 - IR

CPU & DMA 0.6¢ - 3.t b7

BCI & DMA SOT TLTED®

Py, BCI & DMA 5./7 Uuc U.oé 1.0y

*BCI will not run unless COU is r inning

o CPU performing a series o7 double tosd. doubie aod,
double store instructions.

e BCM performing a series of no-op instructions.

o DMA write operations pericrreg repetitively using
CAIS 1/0 exerciser.
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® Exception Response - There is some ambiquity in the
specification regarding the setting of the RDE bit in
the ISR when a remote transmitter is busy. The
Westinghouse 15A, upon receiving a busy status response
from a remote transmitter, does not expect data and,
therefore, sets only the XBSY bit in the ISR. The
Univac 15A, on the other hand, continues to expect data
and, therefore, sets bcth the XBSY and RDE bits in the
[SR. Since the ICR codes for this type of response are
identical in either case, the problem becomes trivial.
However, multiple status word exceptions and/or errors
on the bus (see Tables 19 and 23) can lead to incompatible
status response handling in the master 15As.

e Power-On Initialization - Global memory protection of the
15A processor after a power-on initialization or a user
console clear command is treated differently in the two
implementations of the AN/AYK-15A. SCN 2 to SA 421 205
clarifies the proper requirements.

8.9 Fiber Optics Multiplex System Integration and Test

The AVSAIL fiber optics integration plan was initiated to inves-
tigate the feasibility of time-division multiplexed communication over a
fiber optic bus. Because of its inherent qualities (i.e. noise immunity,
securiiy, electrical isolation, low loss and high bandwidth), fiber optics
was chosen as a desirable transmission medium for MIL-STD-1553B.

The successful completion of the AVSAIL Fiber Optics integration
plan would make possible the operatior of real-time software simulation
supported by an optically coupied network of up to 32 MIL-STD-1553B devices.

Interfacing between the MIL-STD-1553B Bus and an optical network
requires several considerations. Among them is the conversion of the bi-state
{one, zero) optical format to a tri-state (plus, minus and zero) Manchester
format. Because of this state transition, another consideration is intro-
duced: delay. In order to discern between an end of message or a command
(status word tollowed by a data sync% the optical receiver must wait a finite
anount of time before deciding whether the Manchester output should return to
zero (end of message) or remain at a minus value (data sync detected).

Manchester-to-optical encoding is performed by modulating the
optical trai ‘tter with the positive ha’f of the Manchester waveform (plus,
zerg convert one, zero).

Tnhe nardware implementation of this plan has been broken down into
cuwral different tasks assigned to various contractors. Singer Kearfott was
rreo et to provide optical translator units capable of interfacing any
©ooo v tuture M[L-STD-15538 device to a fiber optic network. Westinghouse
= 1ttﬂ separate efforts to produce embedded fiber optic inter-
Coeotee T Ae- 150 processors.  Under a separate contract, IBM
soler tnat effectively ties all available opt1ca1
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OODRT #2 Software, responsible for control of the
Master #2 Processor/BCIU for the Optical Dynanic Range
Test, and

Word Error Rate Test (WERT) Software, responsible for
control of the Master Processor/8CIU for the Word
Error Rate Test.
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The UMsS does function as required. The evaluation shows this
software to be very usable, maintainable, modifiable and portable.

9.3 PMC Assessment

The PMC assessment consists of the following five sections:

Part I specification review and assessment
User's manual review and assessment

PMC system capabilities assessment

Assessment of PMC capability to support system
testing

5. PMC usability assessment

W N~

The assessment was performed by a five-member team. Upcn the completion
5f the testing an assessment report was written to the DAIS Document Control
Board (DCB).

The PMC assessment resulted in the following recommendations:

1. Keep the current system, as is, for possible future
use in the AN/AYK-15 ITB/STS. Most of the basic
functions work and might be useful for future debugging/
development. In particular, the team feels it could be
useful for single processor module interface testing.
Additional development efforts to improve the current
system are not recommended.

(3%}

For future UAIS develoupments, do not use the current PMC
as a baseline. The concepts and some of the functions
may be useful.

3. tor tuture PMC-t,pe developments, consider <mall, easy
to use, stand-alone tools which execute fast and will
satisfy system requirements. Insure that needed capa-
bilities are provided. Avoid complex functions which
may not be used. User instructions should be well
docuimented and easy to follow.

During the assessment the following basic problems were
discovered:

1) The PML 1s a large software system. It contains a number of
features that are complex and were difficult to implement. For example,
interface with J73/1 to ailow debugging at the HOL level; start/stop/restart/
of the system, etc. As such, it is difficult to use, some of the functions
do not work, some produce incorrect results and the system crashes under
certain conditions. It snould be noted that the hardware, such as the BMU
and SCADU, also impose some PMC limiations. Sinceé its delivery/instailation,
the PMC has never been used as a system development/debugging tool. Users
have used some of the functions that the PMC performs, but have not done so
through the PMC, i.e. they have used the functions in a manual stand-alone
mode.
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development/debuarning,  The maor Capatlrries coedsd are: 1. o 0,
analystay O saving, restoring Tl Tate ang regicters s oeto . an g
Blius, and <lu; and 3] Gracing of bas tratfio conarrentty wits o preces

¢ata.

31 For large system developments/testing, the PML lacks wufriciert
storage for data logging and does rot contain any post-run anaiysis «apebi-
ities. for a long mission simulation run, lirge amounts of data ray neee 1ty
be colluctad, then & program wouid be needed Lo roduce’ this data., eleClive .,
inte readable form,

4)  Nusable PML "type of system stould Lo oan integral part o
seftware /hardware development/testing inoa DATS tyvoe 07 Talyrdtory envicor-
ment.  uifricult probiens whicn nay teke weeks 1o Yird g, ce o salvad guicd!
with proper ©NU tools.

Based on the above problems, seven Tooans Jea ne s oo e ent

such that
OpEratyr et

Rey dre well o anderstogo amd @l et e L can be aned et e e

1) sSurtware toois, ucn as PMO, shoald b cornstretner inoL e
s 7
Tiort. |

Ci The development reduiseaents JhGaeGobe esLabt ished noonnoer
Ath the tull ‘rteareted support facilit, reguirements and  opabilitie - ;
CdOr Ty g e e e e e gt o e e N T e 3
SOOeL dGT i eCIE g, B o LU Ui dt on D Lhe suppir © tact Ly e
s
3ioootne reed in the futare o Lo tovelop suftedare o e
ANTLT dAre £an 0 e Loy stand=at e bt - et TGy T e e gt it b o
tooather toodsy Lronde needed CapdLiiities, avold L umsi e, farotior b g
T, NOL Lo used as cxpgres oo d o dn e MU assesment vepay . 1
!
A, Lot Twar o LG0T omun T O e pat el tes it e e e j
otne entet e e v ents D L ot :
5 ot beates tOCTL Lot Decoculibetien Wi thoan S uate e ! ],
vttt gperctor s need ot ocon ot e o fteae s oo b T oy : :
b dimely reducaron ot large apoorte st date anto g torn whior

e3511y understood and usable iy ¢ reauiremen®, wrich ©. L L6 sat siied ot
edequate y ten te o to by occompliLhed.
/i weveral swelly tess complex, softwarve tools, perfgrning seloct
PMC functions dare essential Lo software;harceware development, testing ar
' maintenance.




ql‘

10.0 MISSION DEMONSTRATION

The overall DAIS objectives are to (1) reduce unnecessary develop-
ment proliferation, (2) improve operational efficiency including availability/
maintainability, and (3) improve flexibility to changes. These objectives
must be achieved without sacrificing the mission avionic functional capability
attainable with conventionally configured complements of sensor and weapon
subsystems. The satisfaction of these objectives and the requirements for
acceptable system functional capability have been illustrated by successfully
operating DAIS under simulated mission conditions. Specifically, the mission
demonstration has illustrated: (1) the pilot interface with Controls and
Displays (C&D), (2) the operation of the processors, mission software and
multiplex system under realistic workload conditions, and (3) the ability of
the system to perform weapon delivery and navigation functions.

The DAIS demonstrations were performed in the Integrated Test Bed
facility. The purpose of this facility is to test DAIS mission software and
core element hardware under real-time conditions. The facility provides a
real-time simulation of a military aircraft performing an operational mission.
The simulation generates the interface signals so that the DAIS equiprient and
nission software is subjected to a data signal environment which is nearly
identical to actual flight.

Simulation software was developed to provide real-time simuiation of a
qailitary aircraft in an operational environment including the aircraft dynamics,
the aircraft sensors and weapon targets. The simulation is drive: from the
cockpit by an operator acting as a "pilot". This simulated cockpit is equipped
~#ith the DAIS controls and displays so that the various modes of a mission may
be "flown" by a "pilot" with an out-the-window background scene.

Four mission demerstrations were originally planned to satisfy the
overall DAIS objectives. However, as the DAIS program progressed the final
two demonstrations were deleted, and the remaining demonstrations were re-
designed and redirected to satisfy the program objectives and validate new
technological capabilities (MIL-STD-1553B multiplex architecture, MIL-STD-1750
processor instruction set architecture, and MIL-STD-1589B (JOVIAL).

10.1 Baseline Demonstration {Mission a)

The Mission 4 demonstration was successfully performed during
September 1978 to demonstrate the DAIS system. This demonstration was the
first of the four originally scheduled Close Air Support (CAS) demonstrations.
This initial demonstration included functional capabilities such as: Inertial/
Baro-Uamped Navigation; Command Navigation, TACAN and ILS Steering, MK82 Weapon
Delivery (with weapon scoring); Stores Management; and PREFLIGHT, TAKEOFF/CLIMC,
CRULSE and APPROACH/LANG checklists.

The simulaticon was flown from the DAIS cockpit using active DAIS
Controls/Displays and simulation models which reside on the DECsystem-10. No
real sensors were used in the demonstration. The avionic system consisted of
a two-processor DAIS configuration as shown in Figure 56 and Table 27. All
communication between the DAIS processors/Bus Control Interface Units, the DAIS
cockpit and the simulation models was accomplished over a dual redundant MIL-
STD-1553A rmultiplex bus using DAIS/1553A system protocol. A DAIS remote
terminal was used to interface the DAIS cockpit electronics to the dual
redundant 1553A multiplex bus.
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TABLE 27. MISSION o CONFIGURATION

Weather:
Target:
Weapons:
Threats:
Simulated Sensors:

Core Element Hardware:

Support Facility:

Functions:

Night - Clear (VFR)
Fixed Ground Target
MK-82 LDGP Bombs
None

INS

Laser Ranger
Air Data Sensors
Radar Altimiter

ILS
TACAN
DAIS Processors (2): Master & Remote #1
BCIUs (2)
RTs (2)
Controls and Displays
RT (1) C&D Mass Memory
VSD SCy
HSD HUD
MPD-1 MPDG (1)
MPD-2 DSMU
IMFK AP
DEK MMP

[TB Functional Diagram as shown in
DA 100 102-1
Navigation - Inertial/Baro-Damped

Steering - Command
TACAN
ILS

Navigation Update - Flyover
HUD/Laser Ranger
FLIR/Laser Ranger

Acquisition/Cueing - Pilot/HUD
PiloL/FLIR

Target or (OAP) Fix - HUD/Laser Ranger
FLIR/Laser Ranger
Weapon Delivery - CCIP/Auto
CCIP/Manual
Stores Management
Communications - UHF
Checklist




.2 Upgraded Mission Demgnstration (Mission i)

Jsing the Mission a demenstration as g bLaseline for deveiopulent,
several features were added whicn led to the Miscion . dengnstration,  The
Mission g demonstration was the second and *inal deno:stration for the LALS
prograir. It was actually performed four times: *first, to demonstrate the
functional enhancements made to the Mission « demonstration baseline; secor,
conversions were required to accormodate the MIL-STD-15053E Mueltiplex Systen:
third, the software was re-targeted to run on the Al/A/K-15A (MIL-5TD-1710"
processor; and fourth, the software was converted from JOVIAL 3731} to
JOVIAL (MIL-STD-153%8)).

The Itission & demonstration included furctional capanilities suur
as: Command Mavigation, Command Heading, Coumand Altitude, Cormand Trach,
TACAN, and ILS Steering; DJead Reckoning, and TACAHM Area havization; MKO2
Weapcn Delivery (with scoring); Stores Management: and PREFLIGHT, TAKEOFF,
CLIMB, CRUISE, and APPROACH/LAND checklists.

As with the Mission a, Mission s demonstraticn was “flown" frov. the
DAIS cockpit using active DAIS Controls/Displays end the simulation models
which reside on the DECsystem-10. No real sensors were used inn the demonstra-
tion. The avionic suite for Mission g ccnsistec of o three-pro.essor DAL cor-
figuration as shown in Figure 57 and Table 28. All communication betweern the
DAIS processors, the DAIS cockpit and the simulaticn models was accomplisned
over a dual redundant MIL-STD-1553B multiplex bus, using JAIS/1553B systew
protocol. A DALS remote terminal was used to interface the DAIS cockpit
electronics to the dua’ redundant 15538 multipies bus. Altnough each of the
“ission 2 demonstrations was conducted on the pasi: described above, each was
somewhat different in the technoloay used. Table 29 indicates the "user-
transparent” differences in the three Mission denons trations.
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Weather:
Target:

Weapons:
Threats:

Sinmulited Sensors:

Core Element hardware:

Support Facility:

Software:

unalsS reccutive

i

Ninht - Cleer (Vi

Fixed Ground Tar
Mk-82 LDGP bBoribs
hone

NS (SKNZd 16!
Laser Ranger

Ay oLata Sensers
tadar Altimeter
ILS (ARN-58A)
TACAN (ARN-118)

DAIS Procencors
and Rercre

SCIU/BCL . 3.

RTs

et

(RATN-141)

{5y Master. Vergte #.

Simulated Mass Mernry
Controls and Displays

RT (1}
VSO
HSD
MpD-
MPD-2
IMEK
DEK (2]
MHP

MMU (1)

Per ITB Functional Block Uiaavam DA 1((

S [ ok i:i‘r.' 3 U;\

Per S7TL ungtier

DAIS Mi.sion Software “Application:
SSDF (URT)/Simulated Mass Memory

MPDG1

HMPDG2

Sinulated Hodels
E&S

SCy

HUD

PP
MroG 7
Luml

o

M

AW B
-

o




TABLE 28. MISSION g CONFIGURATION (Con't)

Functiuns: Navigation - Inertial/Baro-Oamped
TACAN Area Navigation
Dead Reckoning

Steering - Command NAV
Command Track
Command Heading
Command Altitude
TACAN
ILS

Navigation Update - Flyover
HUD/laser Ranger
FLIR/Laser Ranger

Acquisition/Cueing - Pilot/HUD
Pilot/FLIR

Target or (GAP) Fix - HUD/Laser Ranger
FLIR/Laser Ranger

Weapon Delivery - CCIP/Auto
CCIP/Manual

Stores Management

Communications -~ UKF \
Checklist ‘
Startup/Restart

Systems
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11.0 TECHNICAL SUPPORT

Througnout the DAIS program a high degree of technical interchange
with other programs and other Air Force organizations was wmaintained. The
most significant of these was the interaction/contribution DAIS made to the
development of MIL-STD-1553B, MIL-STD-1750A and MIL-STD-15898. Other tech-
nical support supplied by DAIS is identified in the following paragraphs.

11.1 Hot Bench Development for PAE

DAIS supported the development of the Precision Attack Enhancement
Program at Martin-Marietta Corporation, providing numerous software packages
including Diagnostics software and URT software for checkout and use on the
PAE hot bench. DAIS also assisted in the installation of several versions
of the Executive and supported investigation of problems related to the
interface of these .oftware packages and hardware at the PAE facility.

11.2 Fault Tolerant Assessment of DAIS

This study was conducted under Air Force Contract F33615-77-C-1232.
DAIS provided technical consultation in the areas of reconfiguration, monitor
processor plans and terminal failure/recovery operations. Documentation of

the System Control Procedures and core element hardware specifications were
provided.

11.3 Advanced Avionics Systems for Multi-Missijon Applications (AASMA)

This study/implementation effort was performed under Air Force
Contract F33615-77-C-1252. DAIS provided documentation of the System Control
Procedures and Executive software as well as consultation on technical issues.
A version of the DAIS executive was used as the starting point for the develop-
ment of the Single Processor Synchronous Executive (SPSE). The contractor
reported that such a development/implementation would normally have been
allocated 52 weeks but was successfully accomplished in 3 weeks.

11.4 Fiber Optics Bus Receiver Requirement

This study/implementation was performed under Air Force Contract
F33615-78-C-1561. DAIS supplied technical documentation and consultation

on multiplex bus and RT operations and supported prototype testing in the
ITB.

11.5 Remote Link Unit Design

This study/implementation was performed under Air Force Contract
F33615-78-C-1634. DAIS supplied documentation and consultation on the System
Control Procedures and multiplex system operation and supported prototype
testing in the ITB.

11.6 Fault Tolerant Computer Network Study

This study is being conducted under Air Force Contract F33615-79-C-1180.
DAIS has supplied documentation and consultation on the startup/loader operation,
reconfiguration and difficulties with the monitor processor concept.
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il.7 Mission Management Sotftware for the b:-'25 Avionics Moderniz . tro

Hot Bench
This design/development is being conducted under Air Force Lontra-t
F33615-80-C-0274. DAIS supplied technical docurentaticn and consultatior un
the <ystem control procedures. [xecutive software, models, <iawlation,
T

other support software. A version of the DAIS executive was Supplled o) the
startin: point for this development.




12.0 CONCLUSTONS /RECOMMENDATIONS

The DAIS program successfully demonstrated the concept of a multi-
processor avionics system configuration in which standard, general purpose.
digital processors, programmed in a standard high order lanquage, communicate
with each other and other avionics system elements via a standard, dual redun-
dant, multiplex data bus.

More than just a concept, the DAIS integrated test bed represents an
actual implementation of the following military standards:

e MIL-STD-1553B
e MIL-STD-1750
e MIL-STD-15868

In addition DAIS represents a comprehensive, fully tested, mature base-
1°ne for the potential development of new standards in the areas of:

o Executive Software
e Executive to Applications Software Interface
e System Control Procedures

The DAIS architecture is a proven technology which can and chould be
applied to real aircraft and missions. It lacks only demonstration in a real
flight environment (vibration and acoustics, EMI, etc.) The Air Force should
vigorously pursue the infusion of this technology into the fleet.

In addition to the above overall conclusions/recommendations, a number
of specific items are covered in the following subsections.

12.1 Core Element Hardware

The AN/AYK-15A processors represent an advance in avionics technology.
They demonstrate the feasibility of embedding a bus interface/controller in the
processor box and of implementing the MIL-STD-1750 instruction set architecture.
0f major importance was the successful dual source procurement and subsequent
compatibility demonstration. There is little doubt the AN/AYK-15A processors
will find widespread application.

The Air Force should continue to track any problems or variances in
operation in these units and seek resolution of any which threaten compatibility
The specification SA 421 205-1 should be actively maintained and revised as
necessary.

Evolutionary enhancements to the AN/AYK-15A are in effect being scoped
by the MIL-STD-1750A working groups. The area that should receive first atten-
tion is the extended memory capability. Other areas, not covered by the standard,
which should be investigated as an extension of the AN/AYK-15A technology are
an increased intelligence in the controller to handle error and exception pro-
cessing and the expansion to multiple buses to support future hierarchical bus
architectures and the like.

The DAIS BCIU proved to be a useful step in the development of the
AN/AYK-15A technology, but these units have served their purpose and should not
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be developed further . In conbinotior witn ANAYF L 0 ysars e
can continue to perforp uacfy’?
for example).

Tabovas vy functiens (o et o

)

The DATS RTs demonstrated that a sinale unit could ‘rterface ¢ o
variety of subsystems and signal types. However, tne clvear *rerd an oavic: |
systems is toward embedded bus intertaces and the DAIS Kio cannct bhe oxpects s
to find much applicability. The one polential appiication would scor to by
in a "clustering" architecture in which RTs would be strategicelly ¢laced -
the aircraft geometry and interface o«ll equipment  irn that vioanit, . Ajere
from this, the RT's should be viewed o, heving servved o uoetul e o0 o,
ment of the multinlex technolngy and not vursued turther.

The MIL-STD-1553B multiplex was demonstrated by DAJS to be ar efre .-
data communications technology. Evolution of this standard is t¢ bhe expected
and the DAIS experierce should be brought to bear on that procecs. Ffs ident fi.-
in the conversion discussion, some shortiomirgs in the ctondarsd are evider® '
example, lack of a mechanism to (lear the vecior wuroj. AL the same tir. o°
should be recognized that when MIL-STD-1553B deleted the mode code "interconce*.
module error register” DAIS resorted to local error handline in *he RT with <.
net result of better error recovery and reduced exccutive software. The “osson
learned is that when an avionics system designer's fuvorite technioue seers
incompatible with the standard it may well be that the standacd suiplies o
suggests a better approach.

The DAIS Controls and Displays proved to be an etrective, *lexsi i,
pilot interface. The advantages of multiple purpos: Jisplays are evident oo
there is no doubt they will persist for generations of awionics $vstems to o7 o,
It is significant that in formetting displays DAIS found it recessary Lo nenorass
graphic representations of the HSI, the FPM, and other symbology. The hunan
factors considerations must not be overlooked, and the graphic representation n¢

.

ecarljer generation equipment must be viewed as a useful general purjose ocie
The DALS system macs wemory was actually 1 oi viaty. i 0 bt
toyico. The actual bubble memory devics ooa not rogon ccoest ol le e
atis to be antegrsted into tihe TTL Th ToothiT ity of ey T e -
cemory interfaced vie tne multiplex bus was dewonstrated but neither thi- oo
cacord formats nor the interface protocol bear any essential rotatien to th

memory technoloyy. The interface protocol was driven by requirements of cor-
patibility with other Air Force organizations. The system mass memory should be
the subject of further investigation. The question of interfacing via the bur

or directlv to processors should be evaluated in light of advarces in memor)
technology (including expanded processor memory) and the Air Force should reans .
the compatibility requirements on the interface prutocol. A record—{rather tna
word=)addressable interface may be more applicable and a re-read furction would
be useful.

12.2 DAIS Software
Tne k15 Master and Local Executives form a powertul, general purpose .
ciftware package tnat can be the bhasis of future avionics systems. The use of

the executive for other applications has already been demonstrated. The DAIS
cxecytive wes the baseline for the Single Processor Synchraonous Executive (SPSE)
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developed in the AASMA program, and the DAIS executive is the baseline for the
current KC-135 hot bench development program. In the former case, the contrac-
tor reported the successful generation of an operable executive in three weeks
time whereas normally they would have allocated a full year to achieve this
important first milestone.

The Air Force should continue to supply the DAIS executive as the base-
line for new developments and should support those efforts with strong technical
assistance. Moreover the Air Force should follow up those efforts, soliciting
feedback on problem areas and specific accomplishments.

The initial implementation of the DAIS executive was excessively large
and inefficient. Improvements have been made continuously as the system matured
from one demonstration to the next. The combined effect of better software
structuring, the removal of the memory boundary constraints in the AN/AYK-15A
orocessor, and the exploitation of the single word instruction format of MIL-
S$7D-1750 by the J73 compiler resulted in an overall reduction of approximately
30%. One specific function, minor cycle setup, was initially a very complex
function which was measured to be responsible for 25% overhead. Restructuring
bus lists and reworking this function reduced that figure to less than 5%.

This progress in continuing. The final executive for the beta demonstra-
tion was about 4K words each for the Master and Local. With technical advice from
the DAIS program, the KC-135 hot bench development has brought these figures down
to about 3K and 2K respectively while at the same time approaching overhead figures
worthy of a well organized assembly language executive. The Tesson learned is
that oversized, inefficient software is a consequence of specific implementation
techniques and not due to the use of a higher order language. An efficient,
reasonably sized executive can be written in HOL.

Two implementation approaches were identified as particularly harmful
to the DAIS executive. One of these is giving strict, pre-emptive priority
to asynchronous bus operation. The other was the adoption of a virtual memory
approach for the software architecture. The asynchronous message handling is
discussed more fully below, but briefly, the problem is that suspending and re-
storing bus operation is a very expensive process both in the software required
to accomplish it and in wasted processor time. The virtual memory approach is a
useful concept for software development, but it should not be carried over into
the operational system. The partitioning of related tasks to different processors
results in additional bus traffic and even if it is not done, just the potential
of it places unnecessary constraints on the executive software.

In practice, task partitioning is along functional lines, keeping related
tasks resident in the same processor to minimize interprocessor communication.
The executive should be allowed to make use of knowledge of the system partitioning.
One example of this is that upon a mission mode change the Master Sequencer signals
all events individually as if the tasks were resident in the same memory. The
event handling software must then determine what tasks are not resident and
generate requests for asynchronous messages (one per event) to communicate the
signals. Without the virtual memory constaint, the Master processor would simply
signal the mode change to the remote processors. As noted elsewhere, the virtual
memory approach also inhibits reconfiguration.
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PAVEFAC i gricinal iy dreaniod ) gutomety 0 orfenr L 0
pertitineing based on ocore opt ity L lom it Lo <t TP PaLance bt
croacetsor Toading amd eenerates Lue secffic . Thic war meyer aocernlintod e
primauily te the tacr Tnet the actugl partitioning is driven by « nuiter
of external fa tors rot vasily encoded o an algorithe. PALEFFC 54 novetheler:

a usefal Lupport tool for building ev_cutive tables. Tre Air Force iould mair -
tain this toel aru consider ungrading it to format and cutobut some ¢f the cor-
siderabio dafa it has orn o system/miseion’configuration,  Witheut such diffics’™t,
PALEFAC cculd be made to generate a model of expected system performance incluairs
a timelire of hus laading across miner oycies, peer nroceosar loads, potentis”
syston bottlenacks, etc.

The DAIS startup/loader was fully demonstrated to accornlish all varia-
tions of startup, rcstart, reload, and transient reccvery for all combinations
of rrocessor configurctions. It is a complete and general purpose capability
which is wholly indeperndent of the DAIS executive <oftware. The Air Force shcoulr
make this technology available to other vrograms and provide technical support tr
adent 1t to apnlications implementing ¢ different mass, memory technology or 2
different precessor control panel aperoach. Adaptation will also be required if
the startup/loader is to be applied to confiaqurations of more than tour processor,.
None of these adaptations are sianificar:t and apavt from them the stariup/loader
is capablie of handlinag ary r~onfigquration of processors interconnected via a MIl-
STD-1553B multiplex data buz. (Mot even processor congwtibility i, required;
only the standard bus interface.)

R DAIS Support Hardware

The DAIS cumplement of support hardware nrovec *6 be an effective set of
tocls for the checkcut/irteuration of the DAIS core elements, but for the mout
part these are specific to the ITB configuration. They should be maintained
and assessed for applicability to future laboratory programs. MNo efforts to dis-
perse this technnlcay trn other programs is reccmmended.

1e.a DATS Semnert Scfiware

The eo-htensise repertaive ot u nort o ltwero doweloe too ta DAIC
el gran stould be conscientiously maintained and made available to other fir
“ar.e programs.  To 3 large extent this has already been accomplished, byt of "o -
should be expended to sustain a widespread awareness of the capability and avail-
ability of the DAIS support software. A presentatior or two at appropriate

national conferences would seem to be in order.

In particular, the MIL-STD-1750A acceptance test program should findg
wide appiicability. The 1750A ATP extencively tests the instruction set and
many of tne availablie options, thus providing a useful tool for verifying
simulator operation or detection of hardware errors. Possible improvements tor
the ATP could include expanding the testing field to cover all nutions not
currently tested and combiring varicus inctructions to verify actual pregramminn
s5ituations.

inocontrast, the performance monitor and control {PMC) software,
upon careful assessment by an evaluation team,proved unwieldy and unstable.




The PMC software evaluation team advised that software not be changed,
but since it had a tendency to instability, they recommended the software not
be used for a baseline for future software.

12.5 DAIS System Control Procedures

The DAIS System Control Procedures as documented in MA 221 200-1 and
SA 221 200 proved to be an effective vehicle for identifying and resolving
system-level issues. They not only present the overall system operation
(hardware/software/procedural) but also illuminate the underlying rationale.
MA 221 200-1 documents the final configuration of the ITB while SA 221 200 is
in essence a system designer's guidebook for the application of the DAIS
technology. The Air Force should give wide distribution to these documents
to aid in the infusion of the DAIS technology to other programs.

Several System Control Procedures topics deserve separate discussion,
including synchronous operations, asynchronous operations, error/failure
handling and the Monitor/Backup concept.

DAIS demonstrated that effective synchronous communications could be
accomplished based on the period and phase concept. Further, by adopting the
constraint that periods should be a power of two and adopting the convention
of transmitting largest period data first, DAIS was able to define a static bus
list requiring only that the BCM be started at the correct point in the list.
Thus even though different sets of synchronous bus operations are performed
each minor cycle, no dynamic bus list manipulation is required.

DAIS demonstrated that asynchronous message operations are strongly
implementation-dependent. DAIS implemented a strict priority for asynchronous
operations requiring that synchronous operations be suspended upon the recogni-
tion of an asynchronous request and that the complete decoding of the request
and transfer of data be accomplished before resuming the synchronous operation.
This proved to pe very expensive in terms of the amount and complexity of software
required and it resulted in processor throughput degradation. It also was the
source of several difficult-to-isolate problems of a hardware/software interaction,
timing dependent, variety. While alternate procedures were defined, they were
not implemented in DAIS. They are being pursued in the KC-135 hot bench develop-
ment.

Another aspect of the asynchronous implementation was that a remote
processor advanced its transmission queue when it finished sending an asynchronous
message. This necessitated a special retransmission procedure when errors occurred.
Interestingly enough the conversion to MIL-STD-1553B aided the solution to this
problem. The deletion of the mode code to "reset status code field" forced a
rework of this area and the revised control procedures withheld the transmission
queue update until the reception of a'synchronize mode code." The net result of
this modification was a reduction of software in both the Master and local execu-
tive. The important corollary of this result is that the software expediency
of performing buffer management in the transmitter at the completion of message
transfer actually generates additional software requirements in both the trans-
mitter and master controller.

The DAIS experience therefore is that asynchronous bus operations can
have a severe impact on size and performance. This, however, is not a property
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of asvnchrepous messages but rather of the implementation technioue.
clent, tully deterministic, asynchrorous, implementation is »nossible.

Message error handling and retry is an important related area that
the System Control Procedures must deal with. At one point in the DAIS procrer,
when the control procedures applied error considerations to all message typcs
and combinations of transmitters and receivers, it became necessary to define
seven separate classes of message retry. By the time of the final DAIS demonstra-
tion this had been reduced to two types of retry plus special handling for the
system mass memory.

The careful retry procedure was introduced to handle the situation of
a device of subsystem which would function improperly if sent data twice. An
early DAIS configuration had an inertial measurement unit (IMU) which operated
in this fashion. The procedure to handle this type of device is to perform a
"last commana" mode code operation to first confirm that the device received the
command work and then a "transmit status” to confirm the device did indeed detec:
an error prior to repeating the message. And, of course, proper operation
requires this be performed immediately, before resuming normal bus operations.
MIL-STD-1553B removed the need for a separate transmit status operation, but the
last command sequence remains an awkward procedure with undesirable software and
nerformance impacts. The Air Force should eliminate this requirement. Subsystem
procurenient specifications should include the requirement that the subsystem shall
continue to function properly when intermittently sent repeated data. The sub-
system should similarly be tolerant of occasional brief lapses in the data flow.
The fir Force should place the same requirements on application software and
shouid include data repeat and data lapse tests in acceptance test programs for
application software and subsystems.

Another type of message that represents a severe difficulty for the
system control procedures is the "critical message." This is a message which
must succeed for proper operation. If that is indeed the requirement, the
control procedures have no choice except to terminate in endless retries,
device failure, or system failure. The Air Fforce should endeavor tu elininate

Crrtrcail messages” wnenever possible.

The Monitor/Backup operation is an area in which DAIS did nct accompls-t :
its original objective. The startup/loader provides a complete reconfigurati.n
capability and (for certain systems and missions) this is sufficient to accomplich
the Monitor/Backup function, but DAIS did not succeed in solving the general
case problem. The Monitor/Backup concept is one in which a spare processor, the
Moritor, is capable of detecting a fajlure of the Master and then of assuming
the functions ¢f the Master to maintain system operation. BAIS defined and
demonstrated the mechanism for the monitor to quickly and reliably detect a
master failure and to iike control of the system. The stumbling block js in the
definition of the contents of the monitor. The nominal definition of a duplicate
of the master leaves unaddresced the question of how the monitor obtains adequate
data on the state (f the system to actually perform the master function. The
approach of configuring the Monitor as 4 remote during normal cporations in
wrder thnat the master con send hin the required data has several flaws. It adas
1oftware reguirenents on the master, negates the concept of the duplicate master :
and creates a spectrum of failure cases for the monitor to deal with, This
approach must also answer the difficult philosophical and practical question of 9
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how can the monitor reliably begin system operation based on data received
from a failing master.

Another aspect of the Monitor/Backup problem is the monitor assump-

tion of the role of a remote processor. A reload is required in this case and
‘ it is desirable for the balance of the system to maintain a degraded mode of
operation while this is taking place. The virtual memory architecture of the
! software, however, permits each remote processor to depend on every other for
i correct, continued operation. In principle, then, the degraded mode of opera-
tion is not possible. The system operation would have to stop while the monitor
was reloaded and reinitialized to perform the remote function. This approach
is within the scope of the current DAIS technology but it was not implemented
since the startup/loader already accomplishes the equivalent end result and is
a more general solution to the restart problem.

Thus, DAIS has solved the error detection/rapid failure portion of
the Monitor/Backup problem, but lacks a definition of the Monitor content, the
protocol to update it with current data, and the ability to continue operation
following a remote failure. The Air Force should continue to address the
difficult question of the Monitor/Backup technology. The most promising ave-
nues appear to be in first controlling the software partioning to remove the
interdependency of remote processors and secondly of expanding the bus controller
capability to include an operational mode which is truly a monitor, i.e. one
in which the required system state data may be obtained without perturbing the
normal system operation (in which case the duplicate master approach is feasible).

These issues must be addressed in future programs, but always in
the context of the system control procedures so that all pertinent considerations
can be brought to bear. It is recommended the Air Force give a high priority
to this area of advanced avionics technology.
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