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ABSTRACT

HUGHES, GEORGE CRITTENDEN. Convergence Rate Analysis for Iterative Minimization Schemes with Quadratic Subproblems. (Under the direction of JOSEPH C. DUNN.)

A large class of descent algorithms is analyzed for the problem
\[ \min_{x} f, \text{ with } x \text{ a convex subset of a Banach space } X, \text{ and } F: X \to \mathbb{R}^1 \text{ a differentiable functional. At each iteration a feasible direction } \hat{x}_n - x_n \text{ is determined, where } \hat{x}_n \text{ is a solution to the subproblem} \]
\[ \min \left\{ \langle f'(x_n), y - x_n \rangle + \frac{1}{2} \langle M_n(y - x_n), y - x_n \rangle \right\} \text{ with } \{M_n\} \text{ a sequence of nonnegative linear operators with a uniform upper bound, and step lengths are obtained from Goldstein's rule. If } f' \text{ is Lipschitz continuous and } X \text{ is bounded, then limit points of sequences generated by this general scheme are extremals.} \]

A "worst case" convergence rate estimate of \[ r_n = f(x_n) - \inf_x f = O(n^{-1/3}) \] for convex \( f \) is shown to improve to \( O(n^{-1}) \) when either the condition numbers of the operators in the sequence \( \{M_n\} \) are bounded away from zero or \( 0 < \langle M_n u, u \rangle \leq \langle f''(x) u, u \rangle, \forall x \in X, \forall u \geq 0; \) under these conditions a hierarchy or rate estimates exists ranging from finite termination of the process to \( r_n = O(n^{-1}) \) depending on how fast \( f \) grows near a unique minimizer \( \xi \), i.e., depending on the value of \( \nu \) in either of the conditions \( \langle f'(x), x - \xi \rangle \geq \gamma ||x - \xi||^\nu \) or \( f(x) - f(\xi) \geq \gamma ||x - \xi||^\nu, \forall x \in X, \text{ some } \gamma > 0 \) and \( \nu \in [1, \infty) \). A similar hierarchy of rate estimates is established for Newton's method \( (M_n = f''(x_n)) \) also depending on the growth of the convex functional \( f \) near \( \xi \).

For twice differentiable, possibly nonconvex functionals \( f \) local conditions on the growth of the quadratic approximation to \( f \) at \( \xi \) in
directions leading into Ω are given as sufficient to insure linear or superlinear convergence of the sequence (||x_n - ξ||) when the iterates pass sufficiently near ξ and the operators M_n are either uniformly positive definite or satisfy certain standard quasi-Newton conditions.

These results have potential applications to problems in optimal control theory.
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1. Introduction

Let $f$ be a real functional on a real Banach space $X$, i.e., $f : X \to \mathbb{R}^1$, and consider the following constrained optimization problem:

$$(P) \quad \min_{x \in \Omega} f(x)$$

where $\Omega$ is a closed convex nonempty subset of $X$. A number of methods for solving $(P)$ generate sequences of approximations to the solution via the following general process:

$$(1.1a) \quad x_{n+1} = x_n + \omega_n (\hat{x}_n - x_n), \quad \omega_n \in [0, 1],$$

where

$$(1.1b) \quad \hat{x}_n \in \arg \min_{y \in \Omega} Q_n(y).$$

$Q_n(y)$ is a functional which approximates $f(y)$ near the vector $x_n$, and $\omega_n$ is a steplength parameter. Three examples of methods from this general class are:

A. The conditional gradient method corresponding to

$$Q_n = \langle f'(x_n), y - x_n \rangle;$$

here $f'(x_n)$ is the Fréchet derivative of $f$ at $x_n$, and brackets, $\langle u, v \rangle$, denote the value of an element $u \in X^*$, the dual of $X$, operating on an element $v \in X$. 
B. The "relaxed" form of the method of gradient projection corresponding to

\[ Q_n(y) = \langle f'(x_n), y - x_n \rangle + \frac{1}{2\alpha_n} \| y - x_n \|^2, \quad \alpha_n \geq \alpha > 0 \quad \text{for} \quad n \geq 0. \]

For this class of methods, \( X \) is understood to be a Hilbert space.

C. The relaxed Newton's method corresponding to

\[ Q_n(y) = \langle f'(x_n), y - x_n \rangle + \frac{1}{2} \langle f''(x_n)(y - x_n), y - x_n \rangle. \]

When the functionals \( Q_n(y) \) are properly chosen, the vector \( \hat{x}_n - x_n \) will be a feasible direction, i.e., for sufficiently small \( w \in (0, 1) \),

\[ f(x_n + w(\hat{x}_n - x_n)) < f(x_n) \quad \text{for} \quad w \in (0, \bar{w}), \]

provided \( x_n \) is not an extremal (see (2.1)). There are many methods for choosing suitable stepsize parameters \( \omega_n \) which will insure that \( f(x_{n+1}) < f(x_n) \) when \( \hat{x}_n - x_n \) is a feasible direction. Most attempt to approximate the classical line minimization scheme in which one chooses the smallest \( \omega_n \) satisfying

\[ (1.2) \quad \min_{\omega \in [0,1]} f(x_n + \omega(\hat{x}_n - x_n)). \]

For most nonlinear problems, however, (1.2) cannot be solved exactly, and methods which approximate (1.2) are necessary.

In addition to determining feasible directions, the functionals \( Q_n(y) \) must have the property that subproblem (1.1b) is easy to solve relative to (P). For methods such as the conditional gradient method or the method
of gradient projection on certain simple sets such as those often found in optimal control theory, (1.1b) is trivial. For more complicated functionals $Q_n(y)$ and constraint sets $\Omega$, the utility of such methods becomes questionable. A number of authors have devised variations of the basic scheme to make the subproblem (1.1b) more feasible. Han [1] and Garcia Falomares and Mangasarian [2] minimize

$$Q_n(y) = \langle f'(x_n), y - x_n \rangle + \frac{1}{2} \langle M_n(y - x_n), y - x_n \rangle$$

over an approximation to $\Omega$ defined by linear inequalities in $\mathbb{R}^n$. In their method $\{M_n\}$ is a sequence of operators which approaches the second derivative operator of the Lagrangian of $f$ and the constraints defining $\Omega$. Bertsekas [3] uses a hybrid Newton method similar to gradient projection on simple sets such as orthants and cubes in $\mathbb{R}^n$. Such modifications can have considerable practical importance in special cases; however, the convergence behavior of the basic method (1.1) itself is still only partially understood.

The purpose of this thesis is to establish the convergence properties of the class of algorithms (1.1) in which $Q_n(y)$ is of the form

$$(1.3) \quad Q_n(y) = \langle f'(x_n), y - x_n \rangle + \frac{1}{2} \langle M_n(y - x_n), y - x_n \rangle$$

where each $M_n$ is a nonnegative bounded linear operator, i.e., $M_n \in \mathcal{BL}(X, X^*)$ and

$$(1.4) \quad 0 \leq \langle M_n u, u \rangle, \quad \forall u \in X.$$
Although many different stepsize rules have been investigated for methods in this general scheme (GS), the essential differences in the algorithms lie in the selection of the operator sequence \( \{M_n\} \) and not in the method of choosing the stepsize. In fact, a number of papers have compared major stepsize rules (see, e.g., [4], [5], [6]), and the basic conclusion is that differences in convergence rates are minimal. In the analysis to follow, the Goldstein rule described in Chapter 2 will be used since it is prototypic of the rules for approximating line minimization (1.2). There are several good reasons for carrying out the analysis in the setting of a general Banach space; in particular, by retaining the maximum degree of flexibility at the outset it is possible to obtain sharper bounds on convergence rates for function space minimization problems later on (see Remarks 3.2, 4.2).

The methods in the (GS) have for the most part been analyzed quite thoroughly for convex differentiable functionals \( f \) with "regular" minimizers. However, when \( f \) is non-convex or when singularities exist at the minimizers, the analysis has been less thorough and in some cases sketchy. Recent work has focused on understanding the behavior of the algorithms under these less tractable conditions. The following brief review of the major results on convergence and rate of convergence of methods embedded in the (GS) will put into perspective the results of this thesis.

In Chapter 3 it will be shown that when \( X \) is a Hilbert space and \( M_n = \frac{1}{\alpha_n} I \), where \( I \) is the identity operator, then the (GS) is the same as the method of gradient projection introduced by Goldstein [7] in which

\[
(1.5) \quad x_{n+1} = P_\Omega(x_n - \alpha_n \nabla f(x_n)).
\]
Here $P_\Omega$ is the operation of projection onto $\Omega$ and $\mathcal{V}f(x_n)$ is the Hilbert space representor of $f'(x_n)$ in $X$. The parameter $a_n$ is chosen to insure convergence with stepsize parameter $\omega_n = 1$ for $n > 0$. Levitin and Poljak [8] first gave rate of convergence results for this method for convex $f$ using the "threshold" rule

$$0 < \epsilon_1 < a_n \leq \frac{2}{L + \epsilon_2}, \quad \epsilon_2 > 0,$$

where $L$ is a Lipschitz constant for $f'$, i.e.,

$$L > \sup_{x, y \in \Omega, x \neq y} \frac{||f'(x) - f'(y)||}{||x - y||}.$$

For functionals satisfying the uniform convexity condition

$$\mu ||u||^2 \leq (f''(x)u, u) \leq \bar{\mu} ||u||^2, \quad \forall x \in \Omega, \forall u \in X,$$

$$0 < \mu \leq \bar{\mu} < \infty,$$

the values $r_n = f(x_n) - \inf_{\Omega} f$ converge linearly, i.e., $r_n = O(\lambda^n)$ for some $\lambda \in (0, 1)$. In the absence of (1.7) the convergence of $\{r_n\}$ for convex functionals will be at least like $O\left(\frac{1}{n}\right)$. Similar results were obtained by Demyanov and Rubinov [9] who investigated four variations of relaxed gradient projection in which the sequence $\{a_n\}$ and the sequence of stepsize parameters $\{\omega_n\}$ are selected by combinations of threshold rules like (1.6) and line minimization (1.2). Dunn [10] found that the method (1.5) with the sequence $\{a_n\}$ determined by a Goldstein-like rule converges linearly if the functional grows near an optimal point, or extremal, $\xi \in \Omega$, like the square of the distance from $\xi$, i.e.,
(1.8) \[ f(x) - f(\xi) \geq \gamma \|x - \xi\|^2, \quad \forall x \in \Omega, \gamma > 0. \]

This occurs when (1.7) is satisfied at \( x = \xi \) or when the structure of the set near the extremal is such that

(1.9) \[ \langle f'(\xi), x - \xi \rangle \geq \gamma \|x - \xi\|^2, \quad \forall x \in \Omega, \gamma > 0, \]

since in the case of convex functionals (1.9) implies (1.8). In fact, Dunn was able to show for a wider class of functionals which are pseudo-convex in the sense of Mangasarian [11], that a complete hierarchy of rates can be determined from the condition

(1.10) \[ f(x) - f(\xi) \geq \gamma \|x - \xi\|^\nu, \quad \forall x \in \Omega, \nu \in [1, \infty), \gamma > 0, \]

ranging from finite termination of the process (i.e., \( x_N = \xi \) for some \( N \geq 0 \)) when \( \nu = 1 \) to rates approaching the "worst case" rate of \( O(\frac{1}{n}) \) as \( \nu \) assumes larger values.

The conditional gradient method [8], [9], [12] results when the operators \( M_n \) in the (GS) are the zero operator for \( n \geq 0 \). With steplength rules of the line minimization type, this algorithm was shown in [8] and [9] to converge at the rate \( r_n = O(\frac{1}{n}) \) for convex functionals with Lipschitz continuous Fréchet derivatives on convex closed bounded sets. In these investigations, however, it could not be shown that conditions of the sort (1.7) had any effect on the convergence rate of the conditional gradient method (c.f. gradient projection method); a linear convergence rate was established only under certain strong uniform convexity conditions on the set \( \Omega \) when \( f'(\xi) \neq 0 \). In fact, an example of Canon and
Cullum [13] shows that even when (1.7) is satisfied a rate of \( O(\frac{1}{n}) \) cannot be improved upon without imposing conditions on the set \( \Omega \). Dunn [4] proved that uniform convexity of \( \Omega \) is actually a very strong sufficient condition for linear convergence of the sequence \( \{ r_n \} \) and that the weaker condition (1.9) will suffice. Dunn [14] has also shown that, as in [10], a hierarchy of convergence rate upper bounds exists for the conditional gradient method depending on the value of the parameter \( \nu \) in the condition

\[(1.11) \quad \langle f'(\xi), x - \xi \rangle \geq \gamma \| x - \xi \|^{\nu}, \quad \forall x \in \Omega, \nu \in [1, \infty), \gamma > 0.\]

Conditions of this type are satisfied in various Banach spaces by "bang-bang" optimal controls [4], [17] (see Remarks 3.2, 4.2).

Allwright [15] and Barnes [16] both considered variations of the (GS) in which specific operator sequences \( \{ M_n \} \) are used in certain optimal control settings. Allwright specified operators which have the property

\[(1.12) \quad 0 \leq \langle M_n u, u \rangle \leq \langle f''(x)u, u \rangle, \quad \forall x \in \Omega, \forall u \in X, \forall n \geq 0.\]

Although he was able to prove convergence using a stepsize rule similar to Goldstein's on bounded sets with convex functionals, he established a linear convergence rate for the sequence \( \{ r_n \} \) only when \( \{ M_n \} \) satisfies

\[(1.13) \quad u \| u \|^2 \leq \langle M_n u, u \rangle, \quad \forall u \in X, \forall n \geq 0, u > 0.\]

which with (1.12) implies (1.7). Barnes also required condition (1.7) with operators satisfying (1.13) to achieve linear rates for \( \{ r_n \} \).

If \( f \) is convex the operator \( f'' \) is certainly nonnegative on \( \Omega \) and the Newton methods treated by Kantorovich [18], Goldstein [19], and
Levitin and Poljak [8] are formally in the (GS) with $M_n = f''(x_n)$ for $n \geq 0$. Very little has been written about convergence rates for Newton's method in the absence of the regularity condition (1.7) or when the second derivative operator is not at least positive definite at the extremal.

Levitin and Poljak [8] who first proposed the constrained version of Newton's method with $x_{n+1} = \hat{x}_n$, relied on condition (1.7) to prove superlinear convergence of the sequence $\|x_n - \xi\|$ to zero. Danilin [20] gave a proof of convergence of the method for convex functionals on bounded sets with a stepsize rule similar to Goldstein's but, once again, required condition (1.7) for rates. It was stated by Bulavskii [21] for finite dimensional spaces that condition (1.7) can be relaxed to a condition on the growth of the second order approximation to $f$ at the extremal $\xi$, namely

$$
(1.14) \quad \langle f'(\xi), x - \xi \rangle + \frac{1}{2} \langle f''(\xi)(x - \xi), x - \xi \rangle \geq \gamma \|x - \xi\|^2,
$$

$$\forall x \in \Omega, \gamma > 0.$$

For convex functionals the condition insures superlinear convergence of the sequence $\|x_n - \xi\|$. Dunn [22] independently formulated and proved the same result in general Banach spaces and showed that when (1.14) holds with the exponent 2 replaced by 1, then finite termination of the process occurs.

The results mentioned so far have been restricted to convex or pseudoconvex functionals. Although a number of articles have given convergence results for these methods for general non-convex functionals (e.g. [23], [5], [24]) there are very few convergence rate results. For
projected gradient methods Goldstein [23] proved that positive definiteness of the second derivative operator at a local minimizer $\xi$ is sufficient to give a linear rate of convergence of the sequence $(\|x_n - \xi\|)$ if $x_n \to \xi$; however, for constrained minimization problems, this condition is rather strong. It was shown by Bertsekas [24] that the second derivative operator does not even have to be nonnegative at an extremal to achieve linear convergence in projected gradient schemes. For certain simple sets such as orthants and cubes in $\mathbb{R}^n$, Bertsekas proved that if the first derivative at an extremal $\xi$ is positive in coordinate directions leading into the set and the second derivative at $\xi$ is positive definite in the subspace parallel to the manifold of active constraints, then iterates generated by the gradient projection method and passing sufficiently near the extremal will converge to the extremal at a linear rate. Similar conditions are given by Han [1] and Garcia Palomares and Mangasarian [2] for their quasi-Newton methods to achieve linear and superlinear rates of convergence for sequences coming close enough to extremals. Their methods are modifications of the (GS) as indicated earlier and are in fact included in the (GS) when $\Omega$ is defined by linear inequalities in $\mathbb{R}^n$.

In Chapter 2 of the present thesis it will be shown that no matter how the sequence $(M_n)$ is chosen, as long as the operators are nonnegative and uniformly bounded above, every limit point of the generated sequence will be an extremal, and if $f$ is convex the rate of convergence of $(r_n)$ will be $r_n = O(n^{-1/3})$ at least.

A number of results will be established in Chapter 3 for the (GS) when $(M_n)$ satisfies either condition (1.12) or a condition requiring a
uniform lower bound on the "condition numbers" of the operators. Note
that in gradient projection methods, the operators \( \frac{1}{\alpha_n} I \) have condition
numbers equal to 1. The "worst case" rate of convergence for this subclass
will be \( O\left(\frac{1}{n}\right) \) for the sequence \( \{r_n\} \) when \( f \) is convex. This extends the
results reported by Demyanov and Rubinov [9], who considered only bounded
sequences \( \{\alpha_n\} \) for the relaxed gradient projection method. Their rate of
\( r_n = O\left(\frac{1}{n}\right) \) holds for any sequence \( \{\alpha_n\} \) which is bounded below and for
stepsizes determined by Goldstein's rule. A hierarchy of convergence rate
upper bounds will be established for this subclass, as was done in [10] for
the gradient projection method and [14] for the conditional gradient
method. When \( \omega_n \) is bounded away from zero the higher rates of convergence
depend on the growth rate of \( f \) near \( \xi \) (see (1.10)). On the other hand,
if \( \omega_n \) can be arbitrarily small, then higher rates will depend on how
slowly \( \omega_n \) decreases, which, in turn, can be estimated in the presence of
conditions on the structure of the set near the extremal, i.e., condition
(1.11).

As indicated previously, results for Newton's method have been
superlinear rate estimates or better for the sequence \( \|x_n - \xi\| \) under
regularity conditions like (1.7) or (1.14). In Chapter 4 it is shown
that a hierarchy of rates for the sequence \( \{r_n\} \) exists here for non-regular
extremals when condition (1.11) holds with \( \nu \) in the range \( 1 \leq \nu \leq 5 \).
Although somewhat incomplete these results corroborate the belief that
even in nonregular cases, Newton's method outperforms the first order
methods. These ideas are developed further in an example from optimal
control theory.
In Chapter 5 the results in [1], [2], [23], [24] for non-convex functionals will be extended to the (GS) in Banach spaces. When \( \{M_n\} \) satisfies (1.13) or when (1.9) is satisfied at \( \xi \) and the second order approximation to \( f \) at \( \xi \) satisfies

\[
(1.17) \quad \langle f'(\xi), x - \xi \rangle + \frac{1}{2} \langle f''(\xi)(x - \xi), x - \xi \rangle \geq \gamma \|x - \xi\|^2.
\]

for \( x \in K_\Omega(\xi) \cap B_\rho(\xi) \) for some \( \rho > 0 \), where \( K_\Omega(\xi) \) is the tangent cone to \( \Omega \) at \( \xi \) with vertex at \( \xi \), i.e., \( K_\Omega(\xi) = \{ x \in X : \xi + t(x - \xi) \in \Omega \text{ for some } t > 0 \} \), and \( B_\rho(\xi) \) is a closed ball of radius \( \rho \) around \( \xi \), then if the sequence of iterates comes sufficiently near \( \xi \), it will converge to \( \xi \) and \( f(x_n) - f(\xi) = O(\lambda^n) \) for \( \lambda \in (0, 1) \). Condition (1.17) need hold only for \( x \in \Omega \cap B_\rho(\xi) \) if \( M_n \) is symmetric as well as nonnegative and \( M_n \) approximates \( f''(\xi) \) in one of the following four ways: either

\[
(1.18) \quad \|M_n - f''(\xi)\| < \varepsilon,
\]

for \( \varepsilon \) sufficiently small and \( n \geq N > 0 \), or

\[
(1.19) \quad \frac{\|(M_n - f''(\xi))(x - \xi)\|}{\|x - \xi\|} < \varepsilon,
\]

for \( \varepsilon \) sufficiently small and for \( x \in \Omega \) and \( n \geq N > 0 \), or

\[
(1.20) \quad \|M_n - f''(\xi)\| \to 0, \quad \text{as } n \to \infty,
\]

or

\[
(1.21) \quad \frac{\|(M_n - f''(\xi))(x - \xi)\|}{\|x - \xi\|} \to 0, \quad \text{for } x \in \Omega \text{ as } n \to \infty.
\]
For sequences in which \( x_n \) comes close enough to \( \xi \) for \( n \geq N \), \( x_n \) will converge to \( \xi \) at a linear rate of convergence when either (1.18) or (1.19) is satisfied by \( \{ M_n \} \), or at a superlinear rate of convergence when either (1.20) or (1.21) holds. Conditions (1.18) - (1.21) and symmetry of the operators in \( \{ M_n \} \) are typical conditions placed on quasi-Newton operators in the literature (e.g., [25], [2], [26]).

It will be assumed in what follows that at each step of the (GS) at least one solution to (1.1b) exists. The existence question for (1.1b) can and should be separated from the convergence rate analysis (e.g., topologies suitable for treating the former may be inappropriate for the latter). In any case the emphasis here is on convergence and rate of convergence properties of sequences in the (GS), on the assumption that such sequences exist.
2. General Convergence Results

A necessary condition for a vector $x$ to minimize a differentiable functional $f$ on a convex set $\Omega$ is that $x$ be an extremal, i.e.,

\[(2.1) \quad \langle f'(x), y - x \rangle > 0, \quad \forall y \in \Omega.\]

If $f$ is pseudoconvex (and, in particular, convex) then (2.1) is also a sufficient condition [11]. A differentiable functional $f$ is pseudoconvex if and only if $\langle f'(x), y - x \rangle > 0$ whenever $f(x) > f(y)$ and $x, y \in \Omega$.

Most of the results to follow for convex functionals can be extended to a broad subclass of pseudoconvex functionals discussed in Remark 2.4. The general scheme outlined below is designed to construct a sequence $\{x_n\}$ whose limit points are extremals of $f$ on $\Omega$.

Let $x_n$ be the $n$th approximation to the solution of (P) generated by the (GS). Recall that in this scheme, the vector $\hat{x}_n$ is determined by

\[(2.2) \quad \hat{x}_n \in \arg \min_{y \in \Omega} Q(M_n, x_n, y), \]

where the functional $Q(M_n, x, y)$ is defined by

\[(2.3) \quad Q(M_n, x_n, y) = \langle f'(x_n), y - x_n \rangle + \frac{1}{2} \langle M_n(y - x_n), y - x_n \rangle.\]

It will also be required that the sequence of nonnegative bounded linear operators $\{M_n\}$ be uniformly bounded above, i.e.,

\[(2.4) \quad \|M_n\| \leq K, \quad \forall n \geq 0, \text{ and } K < \infty.\]
The next approximation is then given by

\[ x_{n+1} = x_n + \omega_n (\hat{x}_n - x_n), \]

where the stepsize parameter \( \omega_n \) is chosen by Goldstein's rule [23] and is computed at each iteration as follows: Define

\[ g(x, \hat{x}, \omega) = \frac{f(x) - f(x + \omega(\hat{x} - x))}{\omega f'(x), x - \hat{x}} \]

when \((f'(x), x - \hat{x}) \neq 0\). Fix \( \delta \in (0, \frac{1}{2}) \) and if \( g(x_n, \hat{x}_n, 1) > \delta \) then set \( \omega_n = 1 \); if not, determine any \( \omega \in (0, 1) \) for which

\[ \delta < g(x_n, \hat{x}_n, \omega) < 1 - \delta \]

and set \( \omega_n = \omega \). If \((f'(x_n), x_n - \hat{x}_n) = 0\), set \( \omega_n = 0 \).

It will always be true that \((f'(x_n), x_n - \hat{x}_n) > 0\), and

\((f'(x_n), x_n - \hat{x}_n) = 0\) if and only if \( x_n \) is an extremal (see Remark 2.1 below). Also, \( g(x_n, \hat{x}_n, \omega) \) is a continuous function of \( \omega \) on \((0, 1)\) by the continuity of \( f \), and \( \lim_{\omega \to 0^+} g(x_n, \hat{x}_n, \omega) = 1 \) since by Taylor's formula

\[ f(x_n + \omega(\hat{x}_n - x_n)) - f(x_n) = \omega f'(x_n, \hat{x}_n - x_n) + o(\omega \|\hat{x}_n - x_n\|), \]

and, therefore,

\[ g(x_n, \hat{x}_n, \omega) = 1 - \frac{o(\omega)}{\omega}. \]

It follows, then, that Goldstein's rule when used in the (GS) is well defined and will determine \( \omega_n \) after a finite number of calculations,
since if \( g(x_n, \hat{x}_n, 1) < \delta \) then (2.5) is satisfied for \( \omega \in [a, b] \subset (0, 1) \) for some \( a \neq b \). Normally some sort of bisection procedure is used to locate an element of such an interval.

The following two lemmas are fundamental in what follows:

**Lemma 2.1.** Suppose that the sequences \( \{r_n\} \subset [0, \infty) \) and \( \{q_n\} \subset [0, \infty) \) satisfy

\[
(2.6) \quad r_{n+1} < r_n - q_n r_n^k, \quad \forall n > 0,
\]

for \( k \) a fixed exponent in the range \((1, \infty)\). If

\[
q_n > q > 0,
\]

then

\[
(2.7) \quad r_n = o(n^{-1/(k-1)}).
\]

**Proof.** See [10], Lemma 4.1 for the proof.

**Lemma 2.2.** Let \( f \) be Fréchet differentiable. Let \( M: X \to X^* \) be a nonnegative operator and \( \Omega \) a convex subset of a Banach space \( X \). For any \( x \in \Omega \), let \( \hat{x} \in \Omega \) satisfy

\[
(2.8) \quad \hat{x} \in \arg \min_{y \in \Omega} Q(M, x, y).
\]

Let

\[
(2.9) \quad \Phi(x) = \{z \in \Omega : \langle f'(x), x - z \rangle \geq 0\}.
\]
Then for any \( z \in \phi(x) \)

\[
(2.10) \quad \langle f'(x), x - \hat{x} \rangle \geq \begin{cases} 
\langle f'(x), x - z \rangle + \frac{1}{2} \langle M(x - z), x - \hat{x} \rangle, & \text{if } \langle M(x - z), x - z \rangle = 0 \\
\frac{1}{2} \min \{ \langle f'(x), x - z \rangle, \frac{(f'(x), x - z)^2}{\langle M(x - z), x - z \rangle} \} + \frac{1}{2} \langle M(x - z), x - \hat{x} \rangle, & \text{if } \langle M(x - z), x - z \rangle > 0.
\end{cases}
\]

**Proof.** For any \( z \in \phi(x) \) and any \( \theta \in [0, 1] \) the convex combination

\[ z_\theta = x + \theta(z - x) \]

is also in \( \Omega \) since \( \Omega \) is convex. From (2.8) it follows that for \( \theta \in [0, 1] \)

\[
0 \leq \langle f'(x), z_\theta - x \rangle + \frac{1}{2} \langle M(z_\theta - x), z_\theta - x \rangle - \langle f'(x), \hat{x} - x \rangle \\
- \frac{1}{2} \langle M(\hat{x} - x), \hat{x} - x \rangle
\]

or

\[
\langle f'(x), x - \hat{x} \rangle \geq \langle f'(x), x - z_\theta \rangle - \frac{1}{2} \langle M(z_\theta - x), z_\theta - x \rangle \\
+ \frac{1}{2} \langle M(\hat{x} - x), \hat{x} - x \rangle.
\]

By the linearity of \( f' \) and \( M \) one can write

\[
(2.11) \quad \langle f'(x), x - \hat{x} \rangle \geq \theta \langle f'(x), x - z \rangle - \frac{\theta^2}{2} \langle M(z - x), z - x \rangle \\
+ \frac{1}{2} \langle M(\hat{x} - x), \hat{x} - x \rangle.
\]

The sharpest bound is obtained by maximizing the right side of (2.11) over \( \theta \in [0, 1] \). If \( \langle M(x - z), x - z \rangle = 0 \), then letting \( \theta = 1 \) yields
(2.12) \((f'(x), x - \hat{x}) \geq (f'(x), x - z) + \frac{1}{2}(M(\hat{x} - x), \hat{x} - x)\).

If \((M(x - z), x - z) > 0\), then

\[ P(\theta) = \theta(f'(x), x - z) - \frac{1}{2} \theta^2(M(x - z), x - z) \]

is a quadratic polynomial with maximum value at

(2.13) \(\hat{\theta} = \frac{(f'(x), x - z)}{(M(x - z), x - z)} > 0\).

If \(\hat{\theta} < 1\), then from (2.11) with \(\theta = \hat{\theta}\)

(2.14) \((f'(x), x - \hat{x}) \geq \frac{(f'(x), x - z)^2}{2(M(x - z), x - z)} + \frac{1}{2}(M(x - \hat{x}), x - \hat{x})\).

If \(\hat{\theta} \geq 1\), then it follows from (2.13) that

\((f'(x), x - z) \geq (M(x - z), x - z),\)

and setting \(\theta = 1\) in (2.11) yields

(2.15) \((f'(x), x - \hat{x}) \geq (f'(x), x - z) - \frac{1}{2}(f'(x), x - z)\)

\[+ \frac{1}{2}(M(x - \hat{x}), x - \hat{x}) = \frac{1}{2}(f'(x), x - z) + \frac{1}{2}(M(x - \hat{x}), x - \hat{x}).\]

The lower bound (2.10) follows from (2.12), (2.14), and (2.15).

QED

Remark 2.1. Lemma 2.2 shows that if at any step of the (GS) it is
determined that \((f'(x_n), x_n - \hat{x}_n) = 0\) then \(x_n\) is an extremal. Suppose
it were not an extremal. Then for some \(y \in \Omega, (f'(x_n), y - x_n) < 0\).
But that would mean that \(y \in \phi(x_n)\) and from Lemma 2.2, that
\( \langle f'(x_n), x_n - \hat{x}_n \rangle \geq k \langle f'(x_n), x_n - y \rangle \) for some \( k > 0 \). Therefore, 
\( \langle f'(x_n), x_n - \hat{x}_n \rangle > 0 \) and this contradiction shows that 
\( \langle f'(x_n), y - x_n \rangle \geq 0, \forall y \in \Omega, \) whenever \( \langle f'(x_n), x_n - \hat{x}_n \rangle = 0 \). Also, for any \( x \in \Omega, x \in \Phi(x) \), and letting \( z = x \) in (2.11) it follows that 

\begin{equation}
(2.16) \quad \langle f'(x), x - \hat{x} \rangle \geq \frac{1}{2} \langle M(x - \hat{x}), x - \hat{x} \rangle \geq 0, \quad \forall x \in \Omega.
\end{equation}

If \( x_n \) is an extremal then by (2.1)

\begin{equation}
(2.17) \quad \langle f'(x_n), \hat{x}_n - x_n \rangle > 0.
\end{equation}

From (2.16) and (2.17) one can conclude that if \( x_n \) is an extremal, then 
\( \langle f'(x_n), x_n - \hat{x}_n \rangle = 0 \). Note also that if at any step of the process it is determined that

\begin{equation}
(2.18) \quad x_n \in \arg \min_{y \in \Omega} Q(M_n, x_n, y),
\end{equation}

then \( x_n \) is an extremal, since one can choose \( \hat{x}_n = x_n \), and that would make 
\( \langle f'(x_n), x_n - \hat{x}_n \rangle = 0 \). If \( x_n \) is an extremal, then (2.18) holds since, if not, there exists a \( y \in \Omega \) such that

\[ 0 < Q(M_n, x_n, x_n) - Q(M_n, x_n, y), \]

but since \( Q(M_n, x_n, x_n) = 0 \), it follows from the definition (2.3) of 
\( Q(M_n, x_n, y) \) that

\[ \langle f'(x_n), y - x_n \rangle < -\frac{1}{2} \langle M_n(y - x_n), y - x_n \rangle \leq 0, \]

which is a contradiction (see (2.1)). Summarizing the above remarks, one has that \( x_n \) is an extremal if and only if \( \langle f'(x_n), x_n - \hat{x}_n \rangle = 0 \) if and only if \( x_n \) satisfies (2.18).
Remark 2.2. Define $\Omega_f$ as the set of minimizers of $f$ on $\Omega$. If $f$ is convex, then

$$\Omega_f \subseteq \phi(x), \quad \forall x \in \Omega.$$  \hspace{1cm} (2.19)

This follows from the fact that for convex $f$, if $\xi \in \Omega_f$, then

$$\langle f'(x), x - \xi \rangle \geq f(x) - f(\xi) > 0 \quad \forall x \in \Omega.$$  \hspace{1cm} (2.20)

If $f$ is pseudoconvex, then it follows from the definition of pseudoconvexity that

$$\Omega_f \subseteq \phi(x) \quad \text{for } x \in \Omega - \Omega_f.$$  \hspace{1cm} (2.21)

For functionals $f$ on convex bounded sets $\Omega$ the (GS) will produce sequences whose limit points are extremals; this is shown in the following theorem.

**Theorem 2.1.** Let $\Omega \subseteq X$ where $X$ is a Banach space and $\Omega$ is convex and bounded. Let $f$ be (Fréchet) differentiable and let $f'$ be Lipschitz continuous with Lipschitz constant $L$, i.e., there exists an $L > 0$ such that $\|f'(x) - f'(y)\| \leq L\|x - y\|, \quad \forall x, y \in \Omega$. Then $f$ is bounded below, $\{f(x_n)\}$ is nonincreasing and converges to some limit $\inf_{\Omega} f$, and every limit point of a sequence $\{x_n\}$ generated by the (GS) is an extremal.

If $f$ is also convex, then the values $r_n = f(x_n) - \inf_{\Omega} f$ decrease monotonically to zero at least at the rate $r_n = O(n^{-1/3})$, and limit points are minimizers.
Proof. Using Taylor’s formula and the Lipschitz continuity of \( f’ \) one can write

\[
(2.22) \quad f(x_n) - f(x_n + \omega_n \langle \hat{x}_n - x_n \rangle) = \int_0^1 (f'(x_n + \theta(x_n + \omega_n \langle \hat{x}_n - x_n \rangle) - x_n), \omega_n \langle x_n - \hat{x}_n \rangle) d\theta
\]

\[
= \omega_n \langle f'(x_n), x_n - \hat{x}_n \rangle + \omega_n \int_0^1 (f'(x_n + \theta \omega_n \langle \hat{x}_n - x_n \rangle) - f'(x_n), x_n - \hat{x}_n) d\theta
\]

\[
= \omega_n \langle f'(x_n), x_n - \hat{x}_n \rangle - \omega_n^2 \frac{L}{2} \|x_n - \hat{x}_n\|^2.
\]

From Goldstein’s rule (2.5), if \( \omega_n < 1 \) then

\[
1 - \delta > \frac{f(x_n) - f(x_{n+1})}{\omega_n \langle f'(x_n), x_n - \hat{x}_n \rangle},
\]

and with (2.22) there results

\[
1 - \delta \geq 1 - \frac{\omega_n \|x_n - \hat{x}_n\|^2}{2 \langle f'(x_n), x_n - \hat{x}_n \rangle},
\]

which gives

\[
(2.23) \quad \omega_n \geq \min\{1, \frac{2\delta \langle f'(x_n), x_n - \hat{x}_n \rangle}{L\|x_n - \hat{x}_n\|^2}\}.
\]

Let \( D = \text{diameter } \Omega = \sup_{x,y \in \Omega} \|x - y\| \). Then

\[
(2.24) \quad \omega_n \geq \min\{1, \frac{2\delta \langle f'(x_n), x_n - \hat{x}_n \rangle}{LD^2}\}.
\]

Also from Goldstein's rule (2.5) one has

\[ (2.25) \quad f(x_n) - f(x_{n+1}) > \delta w_n(f'(x_n), x_n - \hat{x}_n) \]

\[ \geq \delta \min\{f'(x_n), x_n - \hat{x}_n\}, \frac{2\delta}{L \delta^2} f'(x_n), x_n - \hat{x}_n^2\}, \]

and, therefore, \( f(x_n) - f(x_{n+1}) > 0 \) since \( \langle f'(x_n), x_n - \hat{x}_n \rangle > 0 \) for \( n > 0 \). It follows easily from the Lipschitz continuity of \( f' \) and the boundedness of \( \Omega \) that \( \inf_{\Omega} f > -\infty \) and so

\[ \lim_{n \to \infty} (f(x_n) - f(x_{n+1})) = 0, \]

which, in turn, implies that

\[ \lim_{n \to \infty} (f'(x_n), x_n - \hat{x}_n) = 0. \]

Thus, if \( \xi \) is a limit point and \( \{x_n\} \) is a subsequence converging to \( \xi \), then

\[ (2.26) \quad \lim_{n \to \infty} (f'(x_{n_k}), x_{n_k} - \hat{x}_{n_k}) = 0. \]

Suppose that \( \xi \) is not an extremal, that is, for some \( z \in \Omega \)

\[ \langle f'(\xi), z - \xi \rangle = -a < 0. \]

Then by the continuity of \( f' \) and the fact that \( x_{n_k} \to \xi \) it follows that

\[ \lim_{n \to \infty} (f'(x_{n_k}), z - x_{n_k}) = -a, \]

and, therefore, there exists an \( N > 0 \) such that for \( n_k > N \)

\[ \langle f'(x_{n_k}), z - x_{n_k} \rangle < \frac{-a}{2}. \]
or
\[
\langle f'(x_n^*_k), x_n^*_k - z \rangle > \frac{a}{2} > 0.
\]

This implies that \( z \in \Phi(x_n^*_k) \) for \( n_k > N \). Therefore, by Lemma 2.2, assuming \( (M_n(x_n^*_k - z), x_n^*_k - z) > 0 \), one obtains

\[
(2.27) \quad \langle f'(x_n^*_k), x_n^*_k - x_n^* \rangle > -\frac{1}{2} \min\{\langle f'(x_n^*_k), x_n^*_k - z \rangle, \frac{(f'(x_n^*_k), x_n^*_k - z)^2}{(f'(x_n^*_k), x_n^*_k - z)^2} \}
\]

\[
\geq \frac{1}{2} \min\{\langle f'(x_n^*_k), x_n^*_k - z \rangle, \frac{(f'(x_n^*_k), x_n^*_k - z)^2}{KD^2} \}
\]

\[
\geq \frac{1}{2} \min\{\frac{a}{2}, \frac{a^2}{4KD^2} \} > 0.
\]

If \( (M_n(x_n^*_k - z), x_n^*_k - z) = 0 \), then

\[
(2.28) \quad \langle f'(x_n^*_k), x_n^*_k - x_n^* \rangle > \frac{a}{2} > 0.
\]

But (2.27) and (2.28) contradict (2.26) and it follows that

\[
\langle f'(\xi), z - \xi \rangle > 0, \quad \forall z \in \Omega.
\]

Let \( f \) be convex, then since any extremal is a minimizer, one can conclude that any limit point \( \xi \in \Omega_f \). For every \( n \geq 0 \) let \( z_n \in \Omega \) be such that

\[
f(x_n) - f(z_n) > \frac{1}{2}(f(x_n) - \inf_{\Omega} f) = \frac{1}{2} r_n.
\]

Then \( z_n \in \Phi(x_n) \) since by the convexity of \( f \) one can write

\[
(2.29) \quad \langle f'(x_n), x_n - z_n \rangle > f(x_n) - f(z_n) > \frac{1}{2} r_n > 0.
\]
Therefore, by Lemma 2.2,

\[(2.30) \quad (f'(x_n), x_n - \hat{x}_n) \geq \frac{1}{2} \min \{f'(x_n), x_n - z_n\}, \frac{(f'(x_n), x_n - z_n)^2}{KD^2} \geq \frac{1}{2} \min \{\frac{r_n}{2}, \frac{r_n^2}{4KD^2}\} \geq 0,\]

and (2.25) yields

\[(2.31) \quad f(x_n) - \inf_{\Omega} f - f(x_{n+1}) + \inf_{\Omega} f \geq \frac{r_n^2}{2KD^2} - \frac{r_n^2}{2LD^2} - \frac{32LK^2D}{r_n^2}.\]

Since \(\lim (f'(x_n), x_n - \hat{x}_n) = 0\), it follows from (2.30) that \(r_n \to 0\), and from (2.31) with \(r_n\) sufficiently small one has

\[r_{n+1} \leq r_n - qr_n^4, \quad \text{for} \ q > 0,\]

and the rate \(r_n \sim O(n^{-1/3})\) follows from Lemma 2.1.

QED

Remark 2.3. In proving that every limit point is an extremal, the crucial fact is that

\[\lim_{n \to \infty} (f'(x_n), x_n - \hat{x}_n) = 0.\]

As shown in the theorem, this will be true for any operator sequence \(\{M_n\}\) in the (GS) provided that \(\Omega\) is bounded. The condition of boundedness can be removed if it can be established that \(\omega_n \geq \omega > 0\), for all \(n \geq 0\), and \(\inf f > -\infty\). In the next chapter it will be shown that the stepsize \(\omega\)
parameters are bounded away from zero when the operator sequence \( \{M_n\} \) satisfies (1.13) and for certain other methods in the (GS). In these cases the theorem is true for \( \Omega = X \) provided \( \inf f > -\infty \).

Remark 2.4. It is easy to confirm from the proof of Theorem 2.1 and Remark 2.2 that the convergence rate of \( O(n^{-1/3}) \) for convex functionals can be extended to pseudoconvex functionals which satisfy

\[
(2.32) \quad \langle f'(x), x - \xi \rangle \geq \kappa (f(x) - f(\xi)) \quad \forall x \in \Omega - \Omega_x, \forall \xi \in \Omega_x, \kappa > 0.
\]

In [10], Dunn establishes (2.32) for a large subclass of pseudoconvex functionals which includes certain concave functionals.
3. Convergence Rates for Convex Functionals

In the previous chapter it was shown that for any sequence of nonnegative operators, bounded uniformly above, the "worst case" convergence rate of sequences \{f(x_n) - \inf_{\Omega} f\} generated by the (GS) is \(O(n^{-1/3})\) for convex \(f\). In [8], [9] and other references, however, a "worst case" rate of \(r_n = O(\frac{1}{n^3})\) is established for the conditional gradient method and the gradient projection method. In Theorem 3.1 it is shown that the rate \(r_n = O(\frac{1}{n})\) holds for a large class of methods in the (GS) whose operator sequences satisfy either of the following two additional conditions:

\[(3.1a) \quad u_n \|u\|^2 \leq \langle M_n u, u \rangle \leq \mu_n \|u\|^2, \quad \forall u \in \chi, \quad 0 < u_n \leq \mu_n < \infty, \quad \text{for } n \geq 0,\]

with

\[(3.1b) \quad \frac{u_n}{\mu_n} \geq a > 0, \quad \text{for } n \geq 0,\]

or, if \(f\) is twice Fréchet differentiable and

\[(3.2) \quad 0 \leq \langle M_n u, u \rangle \leq \langle f''(x)u, u \rangle, \quad \forall u \in \chi, \quad \forall x \in \Omega \text{ for } n \geq 0.\]

Note that Allwright [15] specifies condition (3.2) in his method. Also, the conditional gradient method, which uses \(M_n = 0\) for \(n \geq 0\), is admitted by condition (3.2) for convex functionals, since \(f''(x)\) is nonnegative on \(\Omega\) in this case. Methods whose operator sequences satisfy (3.1) include Barnes' method [16] and the method of gradient projection in Hilbert space in which
(3.3) \[ \hat{x}_n = P_n(x_n - \alpha_n \nabla f(x_n)) \]

The operation of projection of \( x_n - \alpha_n \nabla f(x_n) \) onto \( \Omega \), for \( \alpha_n > 0 \), is equivalent to solving

(3.4) \[ \hat{x}_n = \arg \min_{y \in \Omega} \{ \langle \nabla f(x_n), y - x_n \rangle + \frac{1}{2\alpha_n} \| y - x_n \|^2 \} \]

since (3.3) is defined as

(3.5) \[ \hat{x}_n = \arg \min_{y \in \Omega} \| y - (x_n - \alpha_n \nabla f(x_n)) \|^2 \]

or

(3.6) \[ \hat{x}_n = \arg \min_{y \in \Omega} (2\alpha_n \langle \nabla f(x_n), y - x_n \rangle + \| y - x_n \|^2 + \alpha_n^2 \| \nabla f(x_n) \|^2) \]

the solution of which satisfies (3.4). The operator \( M_n = \frac{1}{\alpha_n} I \) in (3.4) clearly satisfies (3.1) with \( \mu_n = \mu_n = \frac{1}{\alpha_n} \). The relaxed gradient projection schemes in Demianov and Rubinov [9] specify explicit upper and lower bounds for the sequence \( \{\alpha_n\} \). Condition (3.1) does not need that restriction, although the requirement (2.2) that \( \{M_n\} \) be bounded above imposes a lower bound on \( \{\alpha_n\} \).

It is interesting to note that the method of gradient projection is imbedded in a larger family of Hilbert space variable metric gradient projection methods in which at each step the projection operation and the determination of the gradient is carried out with a new inner product. Thus, if \( M_n \) is an operator satisfying (3.1a) then as an operator in the (GS) it can be assume that \( M_n \) is symmetric, i.e., \( \langle M_n x, y \rangle = \langle M_n y, x \rangle \), \( \forall x, y \in X \). This is true since \( \langle M_n x, x \rangle = \langle \frac{M_n + M_n^*}{2}, x \rangle \) where \( M_n^* \)
operator of $M_n$ on $X$ and $\frac{M_n + M_n^*}{2}$ is symmetric. Therefore, one can consider the sequence $\{M_n\}$ equivalent in the (GS) to $\frac{M_n + M_n^*}{2}$. Then, with $M_n$ symmetric and positive definite a new inner product is defined by

$$(x, y)_{M_n} = (M_n x, y).$$

Although the Fréchet derivative is the same for all of the related norms, the representation of $f'$ changes with the inner product, since

$$f'(x)[y] = (\nabla f(x), y) = (M_n M_n^{-1} \nabla f(x), y) = (M_n^{-1} \nabla f(x), y)_{M_n}.$$

The variable metric version of (3.3) is now

$$\hat{x}_n = P_{M_n} (x_n - M_n^{-1} \nabla f(x_n))$$

or equivalently

$$\hat{x}_n = \arg\min\{(\nabla f(x_n), y - x_n) + \frac{1}{2} (M_n(y - x_n), y - x_n)\}.$$ 

An example of variable metric projection which is commonly practiced in computations in $\mathbb{R}^n$ is the technique of "scaling", in which the operators $M_n$ are represented by diagonal matrices $D_n$. In one scheme, for example, entries on the diagonal are second partial derivatives, $\frac{\partial^2 f}{\partial x_i^2}$, of the functional $f$. Although such ad hoc methods can make matters worse, they can also accelerate convergence, and on simple sets such as orthants and boxes, the process is no more difficult to carry out than "standard"
gradient projection. Notice that the condition number of a diagonal matrix is the ratio of smallest to largest diagonal entry; therefore, if that ratio is bounded away from zero for \( n > 0 \), then the scaling procedure satisfies (3.1).

The "unrelaxed" gradient projection methods considered by Levitin and Poljak [8] and Dunn [10] in which \( w_n = 1 \) for \( n > 0 \) can be considered as part of the (GS) provided \( \delta \) is sufficiently small. In both cases the methods used to select the sequence \( \{a_n\} \) are such that at each step Goldstein's rule will select \( w_n = 1 \) if \( \delta \) is small enough. For example, Levitin and Poljak require that \( a_n \) be chosen from the interval \([\varepsilon_1, \frac{2}{L + \varepsilon_2}]\) for \( \varepsilon_1, \varepsilon_2 > 0 \). From the definition of \( g(x_n, \hat{x}_n, \omega) \) in Goldstein's rule (2.3) and from (2.17) one obtains

\[
(3.7) \quad g(x_n, \hat{x}_n, 1) \geq 1 - \frac{L\|x_n - \hat{x}_n\|^2}{2 \nabla f(x_n), x_n - \hat{x}_n}
\]

when \( \hat{x}_n \) is not an extremal. Also, \( \hat{x}_n \) minimizes the functional \( Q(\frac{1}{a_n}I, x_n, \cdot) \) over \( \Omega \), and is therefore an extremal of \( Q(\frac{1}{a_n}I, x_n, \cdot) \) satisfying (2.1). In this case (2.1) reduces to

\[
(\forall Q(\frac{1}{a_n}I, x_n, \hat{x}_n), z - \hat{x}_n) \geq 0, \quad \forall z \in \Omega,
\]

or

\[
(3.8) \quad (\forall f(x_n) + \frac{1}{a_n}(\hat{x}_n - x_n), z - \hat{x}_n) \geq 0, \quad \forall z \in \Omega.
\]
By letting \( z = x_n \) in (3.8) one can write

\[(3.9) \quad \langle Vf(x_n), x_n - \hat{x}_n \rangle \geq \frac{1}{\alpha_n} \| \hat{x}_n - x_n \|^2.\]

If \( \alpha_n \leq \frac{2}{L + \epsilon_2} \), then (3.7) and (3.9) give

\[g(x_n, \hat{x}_n, 1) \geq 1 - \frac{L \alpha_n}{2} \geq 1 - \frac{L}{L + \epsilon_2}.\]

Thus, Goldstein's rule yields \( \omega_n = 1 \) if \( \delta \leq 1 - \frac{L}{L + \epsilon_2} \). Once again the lower bound \( 0 < \epsilon_1 < \alpha_n \) gives the uniform upper bound required by the (GS).

The following theorem gives a "worst case" convergence rate estimate for methods in the (GS) when either (3.1) or (3.2) is satisfied. As noted above, a large number of well known methods are included in this subclass of the (GS).

**Theorem 3.1.** Let \( \Omega \subset X \) where \( X \) is a Banach space and \( \Omega \) is convex and bounded with \( \text{diam} \ \Omega = D \). Let \( f \) be convex and differentiable with \( f' \) Lipschitz continuous on \( \Omega \), and let \( L \) be a Lipschitz constant for \( f' \). Then \( \inf_{\Omega} f > -\infty \) and if the (GS) operator sequence \( \{M_n\} \) satisfies either condition (3.1) or (3.2) then the value \( r_n = f(x_n) - \inf_{\Omega} f \) will decrease monotonically to zero and \( r_n = O(\frac{1}{n}) \).

**Proof.** As in Theorem 2.1, lines (2.24) and (2.25) one has

\[(3.10) \quad f(x_n) - f(x_{n+1}) \geq \delta \min(1, \frac{2\langle f'(x_n), x_n - \hat{x}_n \rangle}{L\|x_n - \hat{x}_n\|^2}) \langle f'(x_n), x_n - \hat{x}_n \rangle.\]
Also, \( \inf f > -\infty \) follows easily from the Lipschitz continuity of \( f' \) and the boundedness of \( \Omega \). Therefore, for every \( n > 0 \) let \( z_n \) be such that
\[
f(x_n) - f(z_n) > \frac{1}{2} \left( f(x_n) - \inf_{\Omega} f \right) = \frac{1}{2} r_n.
\]
Then, as in Theorem 2.1, since \( f \) is convex one can write
\[
(3.11) \quad (f'(x_n), x_n - z_n) > f(x_n) - f(z_n) > \frac{1}{2} r_n > 0,
\]
and \( z_n \in \Omega(x_n) \) for all \( n > 0 \). If (3.1) holds for \( \{M_n\} \), and if \( x_n \) is not an extremal, then Lemma 2.2 gives
\[
(3.12) \quad (f'(x_n), x_n - \hat{x}_n) > \frac{1}{2} \min\{f'(x_n), x_n - z_n\}, \frac{(f'(x_n), x_n - z_n)^2}{M_n(x_n - z_n), x_n - z_n}
\]
\[+ (M_n(x_n - \hat{x}_n), x_n - \hat{x}_n).\]

With (3.11), (3.12) becomes
\[
(3.13) \quad (f'(x_n), x_n - \hat{x}_n) > \frac{1}{2} \min\left\{ \frac{r_n}{2}, \frac{r_n^2}{M_n(x_n - z_n), x_n - z_n} \right\}
\]
\[+ (M_n(x_n - \hat{x}_n), x_n - \hat{x}_n),\]
and since all terms in (3.13) are positive it follows that both
\[
(3.14a) \quad (f'(x_n), x_n - \hat{x}_n) > \frac{1}{2} \min\left\{ \frac{r_n}{2}, \frac{r_n^2}{M_n(x_n - z_n), x_n - z_n} \right\}
\]
and
\[
(3.14b) \quad (f'(x_n), x_n - \hat{x}_n) > \frac{1}{2} (M_n(x_n, \hat{x}_n), x_n - \hat{x}_n).\]
Therefore, using appropriate combinations of (3.14a) and (3.14b) one has

\[
(3.15) \quad \frac{(f'(x_n), x_n - \hat{x}_n)^2}{2L\|x_n - \hat{x}_n\|^2}
\]

\[
\geq \frac{1}{4} \min\left(\frac{r_n^2}{4L\|x_n - \hat{x}_n\|^2}, \frac{r_n^2\langle M_n(x_n - \hat{x}_n), x_n - \hat{x}_n\rangle}{4L\|x_n - \hat{x}_n\|^2}\right)
\]

\[
\geq \frac{1}{16L} \min\left(\frac{r_n^2}{\|x_n - \hat{x}_n\|^2}, \frac{r_n^2\mu_n}{\mu_n\|x_n - z_n\|^2}\right)
\]

\[
\geq \frac{c_1 r_n^2}{16LD^2} = c_1 r_n^2, \quad c_1 > 0.
\]

Line (3.14a) can be written as

\[
(3.16) \quad \langle f'(x_n), x_n - \hat{x}_n \rangle \geq \frac{1}{2} \min\left\{ \frac{r_n^2}{4}, \frac{r_n^2}{8KD^2} \right\},
\]

and then (3.16), (3.15), and (3.10) yield

\[
(3.17) \quad f(x_n) - f(x_{n+1}) \geq \delta \min\left\{ \frac{r_n^2}{8}, \frac{r_n^2}{16LD^2}, 28c_1 r_n^2 \right\}.
\]

If (3.2) holds, then

\[
(3.18) \quad \langle f'(x_n), x_n - \hat{x}_n \rangle \geq \frac{r_n}{2}.
\]

This is true since with Taylor's formula and (3.2) one obtains for any \(y \in \Omega\)
\[ f(y) = f(x_n) + (f'(x_n), y - x_n) \]
\[ + \int_0^1 (f''(x_n + \theta(y - x_n))(y - x_n), y - x_n)(1 - \theta)d\theta \]
\[ \geq f(x_n) + (f'(x_n), y - x_n) + \frac{1}{2} \langle M_n(y - x_n), y - x_n \rangle \]
\[ = f(x_n) + Q(M_n, x_n, y) \]
\[ \geq f(x_n) + Q(M_n, x_n, \hat{x}_n). \]

With \( y = z_n \), it follows that
\[ -Q(M_n, x_n, \hat{x}_n) \geq f(x_n) - f(z_n) > -\frac{r_n}{2} \]

or
\[ (f''(x_n), x_n - \hat{x}_n) - \frac{1}{2} \langle M_n(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle > \frac{r_n}{2}, \]
and since \( M_n \) is a nonnegative operator, (3.18) results. Combining (3.18)
with (3.10) one has
\[ (3.19) \quad f(x_n) - f(x_{n+1}) \geq \delta \min\{\frac{r_n}{2}, \frac{r_n^2}{2LD^2} \} \]
By Theorem 2.1, \( \{r_n\} \) decreases monotonically to zero, and with (3.17)
and (3.19), for \( r_n \) sufficiently small, it follows that
\[ f(x_n) - f(x_{n+1}) \geq \delta c_2 r_n^2, \quad \text{for some } c_2 > 0. \]
Therefore,
\[ r_{n+1} \leq r_n - \delta c_2 r_n^2, \]
and Lemma 2.1 gives the rate estimate \( r_n = O\left(\frac{1}{n}\right) \).

**Remark 3.1.** The proof of inequality (3.18) in the theorem is due to Allwright [15].

Dunn [10] has shown that sharper convergence rate upper bounds can be determined for the gradient projection method (1.5) in the presence of conditions on the growth rate of the functional \( f \) near an extremal \( \xi \), i.e., condition (1.10). Condition (1.11), which expresses structural properties of the set \( \mathcal{C} \) near \( \xi \), implies condition (1.10), since when \( f \) is convex,

\[(3.20) \quad (f'(\xi), x - \xi) \leq f(x) - f(\xi)\]

is true for any minimizer \( \xi \). For the conditional gradient method Dunn [14], [14] requires the condition (1.11) to establish higher rates of convergence.

In Theorem 3.2 it is shown that whenever it can be established that the stepsizes are bounded away from zero, the growth rate of the functional \( f \) near \( \xi \), i.e., condition (1.10), is enough to give a hierarchy of linear and sublinear convergence rate estimates for the sequence \( \{r_n\} \). When \( f' \) is Lipschitz continuous, condition (1.13) which requires that operators in the sequence \( \{M_n\} \) be uniformly positive definite, is sufficient to prove that \( \omega_n \geq \omega > 0 \) since line (2.23) and Lemma 2.2 yield
\[ \omega_n \geq \min(1, \frac{2\delta(f'(x_n), x_n - x_n)}{L\|x_n - x_n\|^2}) \]
\[ \geq \min(1, \frac{\delta M(x_n - x_n), x_n - x_n}{L\|x_n - x_n\|^2}), \]

and with condition (1.13) it follows that

\[ \omega_n \geq \min(1, \frac{\delta \mu}{L}) > 0. \]

Condition (1.13) is not required by Dunn [10] for the gradient projection method (1.5); however, the condition \( \omega_n = 1 \) is inherent in the method, and upper bounds for the sequence \( \{a_n\} \) in the gradient projection schemes in [8] and [9] are equivalent to condition (1.13).

When \( f \) is convex, condition (1.10) implies that \( \xi \) is a unique minimizer. It is possible, however, that the set \( \Omega_f \) consists of more than one vector, in which case a more appropriate condition is

\[ (3.21a) \quad f(x) - \inf_{\Omega} f \geq \gamma d(x)\nu, \quad \forall x \in \Omega, \]

where

\[ (3.21b) \quad d(x) = \inf_{\Omega_f} \|x - y\|. \]

Note that conditions (1.10), (1.11), and (3.21) require that \( \Omega_f \) be nonempty.

**Theorem 3.2.** Let \( \Omega \subseteq X \) where \( X \) is a Banach space and \( \Omega \) is convex. Let \( f \) be convex and differentiable with \( f' \) Lipschitz continuous on \( \Omega \), and let \( L \) be a Lipschitz constant for \( f' \). Let the (GS) be such that
(3.22) \( \omega_n > \omega > 0, \quad \forall n \geq 0, \)

and let condition (3.21) hold with \( \nu \in [2, \infty) \).

If \( \nu = 2 \) then \( \{r_n\} \) converges linearly, i.e., \( r_n = O(\lambda^n) \) for some \( \lambda \in (0, 1) \). If \( \nu > 2 \), then

(3.23) \( r_n = O(n^{-\nu/2}) \).

**Proof.** From Goldstein's rule, (2.5), and (3.22) there results

(3.24) \( f(x_n) - f(x_{n+1}) \geq \delta \omega_n \langle f'(x_n), x_n - \hat{x}_n \rangle \)

\( \geq \delta \omega_n \langle f'(x_n), x_n - \hat{x}_n \rangle. \)

As stated in Remark 2.2, for convex \( f \) and any \( y \in \Omega_f \), one has

(3.25) \( \langle f'(x_n), x_n - y \rangle \geq r_n \geq 0. \)

Therefore, by Lemma 2.2 and for any \( y \in \Omega_f \), it follows that if \( x_n \neq y \)

\[ (3.25) \langle f'(x_n), x_n - x_n \rangle \geq \begin{cases} r_n, & \text{if } \langle M(x_n - y), x_n - y \rangle = 0 \\ \frac{1}{2} \min(r_n, \frac{r_n}{\langle M(x_n - y), x_n - y \rangle}), & \text{if } \langle M(x_n - y), x_n - y \rangle > 0 \end{cases} \]

\[ \geq \frac{1}{2} \min(r_n, \frac{r_n}{\|x_n - y\|^2}). \]
Let \( \{y_n\} \in \Omega_x \) be such that for \( n \geq 0 \)
\[
\|x_n - y_n\| \leq 2d(x) = 2\inf_{y \in \Omega_x} \|x_n - y\|.
\]

Then for \( \nu = 2 \), condition (3.21) yields
\[
(3.26) \quad \frac{r_n^2}{K\|x_n - y_n\|^2} \geq \frac{r_n^2}{4Kd(x_n)^2} \geq \frac{r_n}{4K}.
\]

and for \( \nu > 2 \), since \( r_n^{2/\nu} \geq \nu^{2/\nu}d(x_n)^2 \) it follows that
\[
(3.27) \quad \frac{r_n^2}{K\|x_n - y_n\|^2} \geq \frac{\nu^{2/\nu}}{4K} r_n^{2-2/\nu}.
\]

Combining (3.24) - (3.26) one has with \( \nu = 2 \)
\[
f(x_n) - f(x_{n+1}) \geq \delta \omega r_n \min\{1, \frac{\nu}{4K}\} = q r_n, \text{ with } q \in (0, 1).
\]

Therefore,
\[
r_{n+1} \leq (1 - q) r_n
\]

which implies
\[
r_n = O((1 - q)^n) = O(\lambda^n).
\]

If \( \nu > 2 \), then (3.24), (3.25) and (3.27) yield
\[
f(x_n) - f(x_{n+1}) \geq \frac{\delta \omega}{2} \min\{r_n, \frac{\nu^{2/\nu}}{4K} r_n^{2-2/\nu}\}.
\]
which, for \( r_n \) sufficiently small, implies
\[
    r_{n+1} \leq r_n - q r_n^{2/\nu}, \quad \text{where} \quad q = \frac{\delta \omega^{2/\nu}}{8K}.
\]

The rate (2.23) follows from Lemma 2.2.

QED

As with condition (1.10), condition (1.11) implies that the minimizer \( \xi \) is unique; however, an extension to a condition like (3.21) is not possible here.

The following lemma, which is a modification of Lemma 2.5 in [22], will be needed in the next two theorems.

**Lemma 3.1.** Let \( \Omega \subset X \) where \( X \) is a Banach space and \( \Omega \) is convex. Let \( f \) be differentiable, \( f' \) Lipschitz continuous, and let \( L \) be a Lipschitz constant for \( f' \). Let condition (1.11) hold at \( \xi \) with \( \nu \in [1, \infty) \). If \( \{x_n\} \) is generated by the (GS), then
\[
    \|x_n - \xi\|^{\nu-1} \leq \left( \frac{L + K}{\gamma} \right) \|x_n - \xi\| \quad \text{for} \quad n \geq 0,
\]
where \( K \) is the uniform bound on the norms of the operators \( M_n \) (see (2.4)).

**Proof.** From (2.2) one has for \( n \geq 0 \)
\[
    0 \leq Q(M_n, x_n, \xi) - Q(M_n, x_n, \hat{x}_n)
\]
or
\[
    0 \leq \langle f'(x_n), \xi - x_n \rangle + \frac{1}{2} \langle M_n(x_n - \xi), x_n - \xi \rangle - \langle f'(x_n), \hat{x}_n - x_n \rangle
    \]
\[
    - \frac{1}{2} \langle M_n(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle.
\]
From the positivity and the linearity of the operators $M_n$, there results

\[(3.30) \quad \frac{1}{2} \langle M_n(x_n - \xi), x_n - x_n \rangle - \frac{1}{2} \langle M_n(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle \]

\[= \frac{1}{2} \langle M_n(x_n - \xi), x_n - \xi \rangle - \frac{1}{2} \langle M_n(x_n - \hat{x}_n), x_n - \xi \rangle \]

\[+ \frac{1}{2} \langle M_n(x_n - \hat{x}_n), \xi - \hat{x}_n \rangle \]

Furthermore, (3.29), (3.30) and the Lipschitz continuity of $f'$ yield

\[(3.31) \quad \frac{1}{2} \langle M_n(\hat{x}_n - \xi), \hat{x}_n - \xi \rangle \leq \langle f'(x_n), \xi - \hat{x}_n \rangle \]

\[+ \frac{1}{2} \langle M_n(\hat{x}_n - \xi), x_n - \xi \rangle + \frac{1}{2} \langle M_n(\hat{x}_n - \xi), x_n - \xi \rangle \]

or

\[(3.32) \quad \frac{1}{2} \langle M_n(\hat{x}_n - \xi), \hat{x}_n - \xi \rangle + \langle f'(\xi), \hat{x}_n - \xi \rangle \]

\[\leq \langle f'(\xi) - f'(x_n), \hat{x}_n - \xi \rangle + K \| x_n - \xi \| \| \hat{x}_n - \xi \| \]

\[\leq (L + K) \| x_n - \xi \| \| \hat{x}_n - \xi \|. \]

Finally, by the positivity of $M_n$ and condition (1.11) one has

\[\gamma \| \hat{x}_n - \xi \|^2 \leq (L + K) \| x_n - \xi \| \| \hat{x}_n - \xi \|. \]

QED
When \( \{\omega_n\} \) can decrease to zero, condition (1.11) is used with Lemma 3.1 to estimate its rate of decrease, as shown in the following two theorems:

**Theorem 3.3.** Let \( \Omega \subset X \) where \( X \) is a Banach space and \( \Omega \) is convex and bounded. Let \( f \) be convex and differentiable with \( f' \) Lipschitz continuous on \( \Omega \), and let \( L \) be a Lipschitz constant for \( f' \). Let the (GS) operator sequence \( \{M_n\} \) satisfy either condition (3.1) or (3.2), and let condition (1.11) hold at \( \xi \) with \( \nu \in [2, \infty) \). If \( \nu = 2 \), then \( r_n = 0(\lambda^n) \) for some \( \lambda \in (0, 1) \), and if \( \nu > 2 \), then

\[
(3.33) \quad r_n = O(n^{-(\nu/(\nu-1)-2)}).
\]

**Proof.** As in the proof of Theorem 3.1, line (3.10) one can write

\[
(3.34) \quad f(x_n) - f(x_{n+1}) \geq \delta \min\{f'(x_n), x_n - \hat{x}_n\}, \frac{2\kappa f'(x_n), x_n - \hat{x}_n^2}{L\|x_n - \hat{x}_n\|^2}.
\]

Clearly, (3.11) is satisfied with \( z_n = \xi \), and when (3.2) holds, (3.18) and (3.34) yield

\[
(3.35) \quad f(x_n) - f(x_{n+1}) \geq \frac{\delta}{2} \min\{r_n, \frac{\delta r_n^2}{L\|x_n - \hat{x}_n\|^2}\}.
\]

From (3.14a) and (3.15) in Theorem 3.1, where (3.1) holds one has

\[
(3.36) \quad f(x_n) - f(x_{n+1}) \geq \frac{\delta}{2} \min\{\frac{1}{2} r_n^2, \frac{r_n^2}{2\kappa\|x_n - \xi\|^2}, \frac{\delta r_n^2}{4\kappa L\|x_n - \hat{x}_n\|^2}, \frac{\delta r_n^2}{4\kappa L\|x_n - \hat{x}_n\|^2}\}.
\]
When \( f \) is convex, (1.11) implies (1.10), and as in Theorem 3.2, it follows for \( v \geq 2 \)

\[
\frac{r_n^2}{\|x_n - \xi\|^2} \geq \frac{2/v}{(2-2/v) r_n}.
\]

Using Lemma 3.1 with the triangle inequality one can write

\[
\|x_n - \hat{x}_n\| \leq \|x_n - \xi\| + \|\xi - \hat{x}_n\|
\]

\[
\leq \|x_n - \xi\| + \left(\frac{L + K}{\gamma}\right)^{1/(v-1)} \|x_n - \xi\|^{1/(v-1)}
\]

\[
= (\|x_n - \xi\|^{(v-2)/(v-1)} + \left(\frac{L + K}{\gamma}\right)^{1/(v-1)}) \|x_n - \xi\|^{1/(v-1)}.
\]

Therefore,

\[
\frac{r_n^2}{\|x_n - \hat{x}_n\|^2} \geq \frac{r_n^2}{(D(v-2)/(v-1) + \left(\frac{L + K}{\gamma}\right)^{1/(v-1)})^2 \|x_n - \xi\|^2/(v-1)}
\]

\[
\geq c_3 r_n^{2-2/(v(v-1))}
\]

where

\[
c_3 = \frac{\delta^{2/(v(v-1))}}{(D(v-2)/(v-1) + \left(\frac{L + K}{\gamma}\right)^{1/(v-1)})^2}
\]

and \( D = \text{diam} \Omega \).

Since

\[
(2 - \frac{2}{v}) \leq (2 - \frac{2}{v(v-1)}) \quad \text{for } v \geq 2,
\]
it follows that

\[(3.39) \quad r_n^{2-2/v} \geq r_n^{2-2/v(v-1)}\]

for \(r_n\) sufficiently small. By Theorem 2.1, \(r_n \to 0\) and, therefore, (3.35) and (3.36) can be written as

\[r_{n+1} \leq r_n - qr_n^{(2-2/v(v-1))}, q > 0,\]

for \(r_n\) sufficiently small. The result (3.33) follows from Lemma 2.1 with \(v > 2\), and when \(v = 2\), \(r_n = O(n^\lambda)\) for some \(\lambda \in (0, 1)\).

QED

Up to this point the emphasis has been placed on determining convergence rates for the sequence \(\{r_n\} = \{f(x_n) - \inf_{\Omega} f\}\). It is possible that the sequence of iterates \(\{x_n\}\) has no limit points, and a rate on the sequence \(\{r_n\}\) is the best one can do. Also, in most applications approximating the minimum value of the functional \(f\) is the primary objective.

Note that conditions (1.10) and (1.11) give convergence rates for the sequence \(\|x_n - \xi\|\) when a rate for \(\{r_n\}\) is known. If \(r_n \geq \sqrt{v|x_n - \xi|}^v\) for \(v > 2\), then if \(r_n = O(n^{-k})\), it follows that \(\|x_n - \xi\| = O(n^{-k/v})\). Similarly, if \(v = 2\), then linear convergence of \(\{r_n\}\) implies linear convergence for \(\|x_n - \xi\|\).

In the following lemma, it is shown that condition (1.10) for \(v \in [1, 2)\) implies that condition (1.11) holds at \(\xi\). (This is also shown in [10] and [4].) In Theorem 3.4 this fact is used to show super-linear convergence or finite termination for the sequence \(\|x_n - \xi\|\) for any operator sequence \(\{M_n\}\) in the (GS).
Lemma 3.2. Let \( \Omega \subset X \) where \( X \) is a Banach space and \( \Omega \) is convex and bounded. Let \( f \) be differentiable with \( f' \) Lipschitz continuous on \( \Omega \) and for some \( \xi \subset \Omega \) let \( f \) satisfy

\[
(3.40) \quad f(x) - f(\xi) \geq \gamma \|x - \xi\|', \quad \forall x \in \Omega, \text{ and } \nu \in [1, 2).\]

Then

\[
(3.41) \quad (f'(\xi), x - \xi) \geq \tilde{\gamma} \|x - \xi\|', \quad \forall x \in \Omega, \text{ and some } \tilde{\gamma} > 0.
\]

Proof. By Taylor's formula and the Lipschitz continuity of \( f \) (see line (2.22)),

\[
(3.42) \quad f(x) - f(\xi) \leq (f'(\xi), x - \xi) + R \|x - \xi\|^2, \quad \forall x \in \Omega, R < \infty,
\]

and with (3.40) one has

\[
(f'(\xi), x - \xi) \geq \gamma \|x - \xi\|^\nu - R \|x - \xi\|^2
\]

\[
= (\gamma - R \|x - \xi\|^{2-\nu}) \|x - \xi\|^\nu.
\]

Therefore,

\[
(3.43) \quad (f'(\xi), x - \xi) \geq \frac{\gamma}{2} \|x - \xi\|^\nu, \quad \forall x \in \Omega \cap B_\rho(\xi),
\]

where \( B_\rho(\xi) \) is a closed ball of radius \( \rho = \left(\frac{\gamma}{2R}\right)^{1/(2-\nu)} \). Let \( \rho < D = \sup_{\gamma \in \Omega} \|y - \xi\| < \infty \), and let \( \tilde{\gamma} = \frac{\gamma(D)}{2D} \nu^{-1} \). By the convexity of \( \Omega \) it follows that for every \( x \in \Omega - B_\rho(\xi) \) there exists a number \( r \in (\rho, D] \) and a vector \( y \in \Omega \) with \( \|y - \xi\| = \rho \) such that \( x - \xi = \frac{\Sigma_{\rho}(y - \xi)}{\rho} \). Therefore, (3.43) yields for \( \nu \in [1, 2) \)
\begin{align*}
\langle f'(\xi), x - \xi \rangle &= \langle f'(\xi), \frac{\xi}{\rho}(y - \xi) \rangle \\
&> \frac{\gamma \rho}{2\rho} \|y - \xi\|^\nu \\
&= \frac{\gamma \rho \nu}{2\rho \nu} \left\| \frac{\xi}{\rho}(y - \xi) \right\|^\nu \\
&> \frac{\gamma \nu - 1}{2\nu - 1} \|x - \xi\|^\nu \\
&= \tilde{\gamma} \|x - \xi\|^\nu.
\end{align*}

Since $\frac{\gamma}{2} > \tilde{\gamma}$ the lemma is proved for all $x \in \Omega$.

QED

**Theorem 3.4.** Let $\Omega \subset X$ where $X$ is a Banach space and $\Omega$ is convex and bounded. Let $f$ be convex and differentiable with $f'$ Lipschitz continuous and let $L$ be a Lipschitz constant for $f'$. If for $\xi \in \Omega$,

\begin{equation}
(3.44) \quad f(x) - f(\xi) \geq \gamma \|x - \xi\|^\nu, \quad \text{for some } \nu \in [1, 2),
\end{equation}

and if $\{x_n\}$ is a sequence generated by the (GS), then $\{\|x_n - \xi\|\}$ converges to zero superlinearly, i.e., either $x_n = \xi$ for some $n \geq 0$ or

\begin{equation}
(3.45) \quad \lim_{n \to \infty} \frac{\|x_{n+1} - \xi\|}{\|x_n - \xi\|} = 0.
\end{equation}

If $\nu = 1$ in (3.44), then $x_n = \xi$ for some $N < \infty$.

**Proof.** By Theorem 2.1, $r_n \to 0$ and, therefore, $x_n + \xi$ follows from (3.43). Line (2.23) gives
(3.46) \[ \omega_n \geq \min\{1, \frac{2\delta(f'(x_n), x_n - \hat{x}_n)}{L\|x_n - \hat{x}_n\|^2}\}, \]

and, as in line (3.14a) with \( z_n = \xi \), one can write

(3.47) \[ \langle f'(x_n), x_n - \hat{x}_n \rangle \geq \frac{1}{L} \min\{r_n, \frac{r_n^2}{2K\|x_n - \xi\|^2}\}. \]

Therefore, (3.46) and (3.47) give

(3.48) \[ \omega_n \geq \min\{1, \frac{\delta r_n}{2L\|x_n - \hat{x}_n\|^2}, \frac{\delta r_n^2}{4LK\|x_n - \hat{x}_n\|^2\|x_n - \xi\|^2}\}. \]

By Lemma 3.2 and (3.43) one obtains

\[ \langle f'(x), x - \xi \rangle \geq \tilde{\gamma}\|x - \xi\|^\nu, \quad \forall x \in \Omega, \quad \tilde{\gamma} > 0, \]

and Lemma 3.1 yields

(3.49) \[ \|\hat{x}_n - \xi\|^\nu - 1 \leq \left(\frac{L + K}{\tilde{\gamma}}\right)\|x_n - \xi\|, \quad \text{for } n \geq 0. \]

Therefore, for \( v \in (1, 2) \)
\[ \|x_n - \hat{x}_n\| \leq (\|x_n - \xi\| + \|\hat{x}_n - \xi\|) \]

\[ \leq (\|x_n - \xi\| + (\frac{L + K}{\gamma})^{1/(\nu-1)} \|x_n - \xi\|^{2/(\nu-1)}) \]

\[ = (1 + (\frac{L + K}{\gamma})^{1/(\nu-1)} \|x_n - \xi\|^{2/(\nu-1)}) \|x_n - \xi\| \]

\[ \leq (1 + (\frac{L + K}{\gamma})^{1/(\nu-1)} \|x_n - \xi\|^{2(2-(\nu))/(\nu-1)}) \|x_n - \xi\| \]

\[ = c_n \|x_n - \xi\|. \]

The lower bound (3.48) now becomes

\[ \omega_n \geq \min(1, \frac{\delta r_n}{2Lc_4^2 \|x_n - \xi\|^2}, \frac{\delta r_n^2}{4Lc_4^2 \|x_n - \xi\|^4}), \]

and with (3.44) there results

\[ \omega_n \geq \min(1, \frac{\delta y}{2Lc_4 \|x_n - \xi\|^{2-\nu}}, \frac{\delta y^2}{4Lc_4^2 \|x_n - \xi\|^{2(2-\nu)}}). \]

Since \( \|x_n - \xi\| \to 0 \), it follows that \( \omega_n = 1 \) for \( n \geq N_1 \) for some \( N_1 > 0 \). Thus, for \( n \geq N_1 \), (3.49) yields

\[ \frac{\|x_{n+1} - \xi\|}{\|x_n - \xi\|} \leq (\frac{L + K}{\gamma})^{1/(\nu-1)} \|x_n - \xi\|^{2(2-\nu)/(\nu-1)}, \]

which implies (3.45). When \( \nu = 1 \), the finite termination of the process follows directly from (3.49), since
\[ \gamma \| \hat{x}_n - \xi \| \leq (L + K) \| x_n - \xi \| \| \hat{z}_n - \xi \| \]
is true for \( n \geq 0 \), and if \( \| x_n - \xi \| < \frac{\gamma}{(L + K)} \), then \( \| x_n - \xi \| = 0 \).

\textbf{QED}

\textbf{Remark 3.2.} Dunn \cite{4}, \cite{17} has shown that conditions (1.11) and (1.10) can be established for certain extremals found in problems from optimal control theory. Let \( U \) be a nonempty convex set in \( \mathbb{R}^m \), and let the constraint set \( \Omega \) be the set of functions

\[ \Omega = \{ \text{measurable } u(\cdot) : [0, 1] \to U \}. \]

Here \( f \), the functional to be minimized, is defined and differentiable on a neighborhood of \( \Omega \) in one of the spaces \( L^p([0, 1], \mathbb{R}^m) \) and problem (P) becomes

\[ \min_{u(\cdot) \in \Omega} f(u(\cdot)). \]

Condition (1.11) at an extremal function \( \xi(\cdot) \) becomes

\[ (3.50) \quad \langle f'(\xi(\cdot)), u(\cdot) - \xi(\cdot) \rangle \geq \gamma \| u(\cdot) - \xi(\cdot) \|_p^p, \]

where, in this case,

\[ \langle f'(\xi(\cdot)), u(\cdot) - \xi(\cdot) \rangle = \int_0^1 \gamma(t) \cdot (u(t) - \xi(t)) dt \]

with \( \gamma(\cdot) \) the (unique) representor of the Fréchet derivative of \( f'(\xi(\cdot)) \) in the conjugate space \( L^q([0, 1], \mathbb{R}^m) \) with \( q = p/(p - 1) \) and

\[ \| u(\cdot) - \xi(\cdot) \|_p = \left( \int_0^1 \| u(t) - \xi(t) \|_p^p dt \right)^{1/p}. \]
In [17] it is shown that if $U$ is a bounded polyhedron in $\mathbb{R}^n$ and if $\xi(\cdot)$, is a certain type of "bang-bang" extremal, then values for $v$ can be calculated directly from such factors as the number $p$ and the growth properties of a scalar "switching function" $s(t)$ on $[0, 1]$ determined by $\gamma(t)$ and $\Omega$. For example, if $f$ is convex, $U$ is $[-1, 1] \subset \mathbb{R}$, and $\gamma(t)$ is continuous, nondecreasing, and has an isolated zero at $t = \frac{1}{2}$, then

$$
\begin{cases}
-1, & t \in [0, \frac{1}{2}) \\
1, & t \in \left(\frac{1}{2}, 1\right],
\end{cases}
$$

(3.51) $\xi(t) \in \begin{cases}
\xi \in [-1, 1], & t = \frac{1}{2} \\
\xi \in \left(\frac{1}{2}, 1\right],
\end{cases}$

and $v$ in (3.50) has the value 2 and 4 in $L^1$ and $L^2$ respectively. Thus by Theorem 3.2 the gradient projection method, which is limited to the Hilbert space $L^2$, would generate a sequence of iterates whose convergence rate estimate is $f(u_n(\cdot)) - f(\xi(\cdot)) = O(\frac{1}{n^2})$; a simple example with minimizer (3.51) shows that this estimate cannot be improved. On the other hand, the conditional gradient method makes sense in $L^1$, and for $v = 2$ this method converges linearly according to Theorem 3.3. Note that the $L^1$ analog of Filbert space gradient projection in which $M_n = \frac{1}{a_n} I$ in the (GS) is a method in which $Q_n(y) = (f'(x_n), y - x_n) + \frac{1}{2a_n} \|y - x_n\|_1^2$ is minimized at each step. This method is not formally in the (GS); however, Lemma 2.2 and Theorems 2.1, 3.1, and 3.2 could be modified to give the same results for this method with $0 < a_n < b < \infty$, $\forall n \geq 0$. 
and in the example (3.51) above the convergence rate in $L^1$ would be at least linear. Its feasibility in $L^1$, however, is questionable.

**Remark 3.3.** The results of this chapter are readily extended to pseudo-convex functionals satisfying (2.32) in Remark 2.4, when $\Omega$ is nonempty.
4. Newton's Method

When $f$ is convex, $f''$ is nonnegative and symmetric (see, e.g., [22]), and Newton's method, in which $M_n = f''(x_n)$, is in the (GS). The "worst case" convergence rate of $r_n = O(n^{-1/3})$ given by Theorem 2.1 when $\|f''(x)\| \leq K$, $\forall x \in \Omega$, seems far too conservative, since in the regular cases for which convergence rate estimates exist, the rates for Newton's method are clearly superior to those of such first order schemes as the gradient projection method and the conditional gradient method. On the other hand, $f''(x_n)$ need not satisfy either condition (3.1) or (3.2), and so Theorem 3.1, which gives the rate $O(1/n)$, does not necessarily apply to Newton's method. The fact that $M_n = f''(x_n)$ in Newton's method, however, can be employed to strengthen a number of the fundamental inequalities used in previous theorems, and convergence rate estimates for Newton's method will be shown to be better than those of the first order methods in a number of less than regular cases.

The following two lemmas improve inequalities (2.23) and (3.28) when $f''$ is Lipschitz continuous on $\Omega$, i.e., when there exists an $L > 0$ such that $\|f''(x) - f''(y)\| \leq L \|x - y\|$, $\forall x, y \in \Omega$.

**Lemma 4.1.** Let $\Omega \subset X$ be convex, where $X$ is a Banach space. Let $f$ be convex and twice differentiable, $f''$ Lipschitz continuous on $\Omega$ with $L$ a Lipschitz constant for $f''$ on $\Omega$, and let $f''$ satisfy $\|f''(x)\| \leq K < \infty$ $\forall x \in \Omega$. If $\{x_n\}$ is a sequence generated by the (GS) with $M_n = f''(x_n)$ then for any $y$ belonging to the set $\phi(x_n)$ in (2.9),
(4.1) \[ \omega_n \geq \begin{cases} \min\{\delta, \left[ \frac{\delta \min\{f'(x_n), x_n - y\}, f''(x_n)(x_n - y), x_n - y\}^2}{L\|x_n - \hat{x}_n\|^3} \right]^{\frac{1}{2}} \} \] if \( f''(x_n)(x_n - y), x_n - y \) > 0

\[ \min\{\delta, \left( \frac{2\delta f'(x_n), x_n - y}{L\|x_n - \hat{x}_n\|^3} \right)^{\frac{1}{2}} \} \] if \( f''(x_n)(x_n - y), x_n - y \) = 0.

Proof. If \( \omega_n > 1 \) and \( x_n \) is not an extremal, then Goldstein's rule and Taylor's formula yield

\[ 1 - \delta > \frac{f(x_n) - f(x_n + \omega_n(\hat{x}_n - x_n))}{\omega_n f'(x_n), x_n - \hat{x}_n} \]

\[ = \frac{\omega_n f'(x_n), x_n - \hat{x}_n - \frac{\omega_n}{2} f''(\zeta_n)(x_n - \hat{x}_n), x_n - \hat{x}_n}{\omega_n f'(x_n), x_n - \hat{x}_n}, \]

where

\[ \zeta_n = x_n + \theta_n(x_n + \omega_n(\hat{x}_n - x_n) - x_n) \]

\[ = x_n + \omega_n(\hat{x}_n - x_n) \quad \text{for some} \ \theta_n \in [0, 1]. \]
It follows from the Lipschitz continuity of \( f'' \) that

\[
1 - \delta \geq 1 - \frac{\omega_n}{2} \frac{\langle f''(x_n)(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle}{\langle f'(x_n), x_n - \hat{x}_n \rangle} \\
+ \frac{\omega_n}{2} \frac{\langle (f''(x_n) - f''(x_n))(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle}{\langle f'(x_n), x_n - \hat{x}_n \rangle} \\
\geq 1 - \omega_n \frac{\langle f''(x_n)(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle + L\omega_n \|x_n - \hat{x}_n\|^3}{\|f'(x_n), x_n - \hat{x}_n\|},
\]

and one obtains

\[
\omega_n \geq \frac{2\delta \langle f'(x_n), x_n - \hat{x}_n \rangle}{\langle f''(x_n)(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle + L\omega_n \|x_n - \hat{x}_n\|^3}.
\]

Let \( y \in \Phi(x_n) \) and assume \( \langle f''(x_n)(x_n - y), x_n - y \rangle > 0 \). Then Lemma 2.2 and (4.4) yield

\[
\delta \min\{\langle f'(x_n), x_n - y \rangle, \langle f''(x_n)(x_n - y), x_n - y \rangle\} + \delta \langle f''(x_n)(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle \\
\omega_n \geq \frac{(f'(x_n), x_n - y)^2}{\langle f''(x_n)(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle + L\omega_n \|x_n - \hat{x}_n\|^3}.
\]
Suppose $\omega_n < \delta$. Then from (4.5) one has

$$\delta(\nabla^2 f(x_n)(x_n - \hat{x}_n), x_n - \hat{x}_n) + \omega_n^2 L||x_n - \hat{x}_n||^2 \geq \omega_n \langle \nabla^2 f(x_n)(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle + \omega_n^2 L\delta ||x_n - \hat{x}_n||^2$$

$$\geq \delta \min \{ \langle \nabla f(x_n), x_n - y \rangle, \langle \nabla^2 f(x_n)(x_n - y), x_n - y \rangle \}$$

$$+ \delta \langle \nabla^2 f(x_n)(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle$$

or

$$\omega_n^2 \geq \frac{\delta \min \{ \langle \nabla f(x_n), x_n - y \rangle, \langle \nabla^2 f(x_n)(x_n - y), x_n - y \rangle \}}{L||x_n - \hat{x}_n||^2}.$$ (4.7)

If $\langle \nabla^2 f(x_n)(x_n - y), x_n - y \rangle = 0$, then using Lemma 2.2 and the above argument one obtains

$$\omega_n^2 \geq \frac{2\delta \langle \nabla f(x_n), x_n - y \rangle}{L||x_n - \hat{x}_n||^2},$$ (4.8)

and the result (4.1) follows from (4.7) and (4.8).

QED

**Lemma 4.2.** Let $\Omega \subset X$ be convex, where $X$ is a Banach space. Let $f$ be convex and twice differentiable, $f''$ Lipschitz continuous on $\Omega$ with $L$ a Lipschitz constant for $f''$ on $\Omega$, and let $f''$ satisfy $||f''(x)|| \leq K < \infty$, $\forall x \in \Omega$. Let $\xi$ be the unique minimizer of $f$ in $\Omega$ and suppose (1.11) holds, i.e.,
\((f'(\xi), x - \xi) \geq \gamma \| x - \xi \|^{\nu}, \quad \forall x \in \Omega, \nu \in [1, \infty).\)

If \(\{x_n\}\) is a sequence generated by the (GS) with \(M_n = f''(x_n)\) then

\[
\|\hat{x}_n - \xi\|^{\nu-1} \leq \left(\frac{1}{\gamma}\right)\|x_n - \xi\|^2.
\]

**Proof.** From (3.31) in Lemma (3.1) one has with \(M_n = f''(x_n)\)

\[
\frac{1}{2} \langle f''(x_n)(\hat{x}_n - \xi), \hat{x}_n - \xi \rangle + \langle f'(\xi), \hat{x}_n - \xi \rangle
\]

\[
\leq \langle f'(\xi) - f'(x_n), \hat{x}_n - \xi \rangle + \frac{1}{2} \langle f''(x_n)(x_n - \xi), \hat{x}_n - \xi \rangle
\]

\[
+ \frac{1}{2} \langle f''(x_n)(\hat{x}_n - \xi), x_n - \xi \rangle.
\]

Since the second derivative operator is symmetric and nonnegative, one obtains with the Mean Value Theorem

\[
\langle f'(\xi), \hat{x}_n - \xi \rangle \leq \langle f''(\zeta_n)(\xi - x_n), \hat{x}_n - \xi \rangle
\]

\[
+ \langle f''(x_n)(x_n - \xi), \hat{x}_n - \xi \rangle,
\]

where \(\zeta_n = x_n + \theta_n(\xi - x_n)\) for some \(\theta_n \in [0, 1]\). From (1.11) and the Lipschitz continuity of \(f''\) there results

\[
\gamma \|\hat{x}_n - \xi\|^{\nu} \leq L \|\xi_n - \zeta_n\| \|x_n - \xi\| \|\hat{x}_n + \xi\|
\]

\[
\leq L \|\xi_n - \xi\|^2 \|\hat{x}_n - \xi\|.
\]

QED
Using the results of Lemma 4.1 in the proof of Theorem 2.1 one can easily obtain a new "worst case" rate of convergence of $r_n = o(n^{-1/2})$ for Newton's method when $f$ is convex. Lemma 4.2 can be used to prove that a hierarchy of convergence rate estimates exists as in Theorem 3.3 when condition (1.11) holds at a minimizer; however, the estimates would still be worse than those in Theorem 3.3. The following assumption on the functional $f$ near a minimizer $\xi$ will give a hierarchy of convergence rate estimates superior to those in Theorem 3.3, and Lemma 4.3 will prove that the assumption is actually true for a large class of convex functionals.

Assumption (A). If $f$ is convex and $\xi$ is a minimizer of $f$ on $\Omega$ then for some $p > 0$, some $c > 0$ and all $x \in \Omega \cap B_p(\xi)$

$$ \langle f'(x), x - \xi \rangle^2 \geq c(f(x) - f(\xi))f''(x)(x - \xi), x - \xi). $$

Although (A) is not true for all convex functionals, as an example of Dunn [14] in the Hilbert space $\ell_2$ shows, it is conjectured that (A) is true whenever condition (1.10) holds at a unique minimizer of $f$ in $\Omega$, i.e., when the functional near the extremal grows like $\|x - \xi\|^v$ for some $v \in [1, \infty)$. The following lemma supports this conjecture.

Lemma 4.3. Let $\Omega \subset X$ be convex where $X$ is a Banach space. Let $f$ be convex, five times differentiable with $f^{(5)}$ Lipschitz continuous on $\Omega$ with $L$ a Lipschitz constant for $f^{(5)}$ on $\Omega$, and suppose for some $\xi \in \Omega$

$$ f(x) - f(\xi) \geq \gamma \|x - \xi\|^5, \quad \forall x \in \Omega. $$

Then $f$ satisfies assumption (A) at $\xi$. 
Proof. The proof can be found after the proof of Theorem 4.1.

Remark 4.1. Similar proofs can be given for (i)-differentiable convex functionals with Lipschitz continuous $i^{th}$ derivatives when
\[ f(x) - f(\xi) \geq \gamma \| x - \xi \|^i \quad \text{for } i = 3, 4, 5. \]

Theorem 4.1. Let $\Omega \subset X$ be convex and bounded where $X$ is a Banach space. Let $f$ be convex and at least twice differentiable with $f''$ Lipschitz continuous on $\Omega$ with $L$ a Lipschitz constant for $f''$ on $\Omega$, and let $f''$ satisfy $\| f''(x) \| \leq K < \infty, \quad \forall x \in \Omega$. Furthermore, suppose that assumption (A) holds at a unique minimizer $\xi \in \Omega$. Finally, let $\{x_n\}$ be a sequence generated by the (GS) with $M_n = f''(x_n)$. Then:

(i) If (1.10) holds for some $\nu \in [2, \infty)$, the values $r_n = f(x) - f(\xi)$ satisfy $r_n = O\left(\frac{1}{n^2}\right)$ (at least).

(ii) If (1.11) holds for $\nu \in (3, \infty)$, then $r_n = O(n^{-2\nu/(\nu-1)}/(\nu(\nu-1)-6))$.

(iii) If (1.11) holds for $\nu = 3$, then $r_n = O(\lambda^n)$ for some $\lambda \in (0, 1)$.

(iv) If (1.11) holds for $\nu \in [1, 3)$, then the sequence $\{\|x_n - \xi\|\}$ converges superlinearly, i.e., either $x_n = \xi$ beyond some $N$, or else

\[ \lim_{n \to \infty} \frac{\|x_{n+1} - \xi\|}{\|x_n - \xi\|} = 0. \]

Proof. In all cases $r_n \to 0$ by Theorem 2.1, and since condition (1.10) or (1.11) is satisfied here, it follows that $\|x_n - \xi\| \to 0$. It can be assumed, therefore, that for some $c > 0$ the inequality
(4.12) \((f'(x_n), x_n - \xi)^2 \geq c_r r_n f''(x_n)(x_n - \xi), x_n - \xi)\)

is true uniformly in \(n \geq 0\).

(i) From Lemma 2.2, Goldstein's rule (2.5), (4.12) and the convexity of \(f\) one has for \(n \geq 0\)

\[(4.13) \quad f(x_n) - f(x_{n+1}) \geq \delta w_n f'(x_n), x_n - x_n^{-1} \geq \delta w_n c_1 r_n, \quad \text{where} \quad c_1 = \frac{1}{2} \min\{1, c\}.
\]

Condition (4.12) and Lemma 4.1 with \(y = \xi, \forall n \geq 0\), now yield

\[(4.14) \quad \omega_n \geq \min\{\delta, \left(\frac{2\delta c_1 r_n}{L \|x_n - x_n^{-1}\|^3}\right)^{1/2}\}
\]

\[\quad \geq \min\{\delta, \left(\frac{2\delta c_1 r_n}{LD^3}\right)^{1/2}\}, \quad \text{where} \quad D = \text{diam } Q.
\]

For \(n\) sufficiently large, (4.13) and (4.14) give

\[
r_{n+1} \leq r_n - qr_n^{3/2}
\]

with

\[
q = \left(\frac{2}{LD^3}\right)^{1/2}(\delta c_1)^{3/2}.
\]

This implies \(r_n = O\left(\frac{1}{n^2}\right)\), by Lemma 2.1.
(11) By using (1.11) with $v \in (3, \infty)$ in Lemma 4.2 one obtains

$$\|x_n - \xi\| \leq \left(\frac{L_1}{v}\right)^{1/(v-1)} \|x_n - \xi\|^{2/(v-1)}$$

for $n \geq 0$.

Therefore, by the triangle inequality one obtains, as in Theorem 3.3,

$$\frac{r_n}{\|x_n - \hat{x}_n\|^2} \geq \frac{r_n}{(\|x_n - \xi\| + \|\hat{x}_n - \xi\|)^3}$$

$$\geq \frac{r_n}{(\|x_n - \xi\| + \left(\frac{L_1}{v}\right)^{1/(v-1)} \|x_n - \xi\|^{2/(v-1)})^3}$$

$$\geq \frac{r_n}{(D(v-3)/(v-1) + \left(\frac{L_1}{v}\right)^{1/(v-1)} \|x_n - \xi\|^{6/(v-1)})},$$

provided $x_n \neq \xi$. Also, since $f$ is convex, (1.11) implies (1.10) and one can write

$$r_n \geq r_n^{1-6/(v(v-1)), 6/(v(v-1))} \|x_n - \xi\|^{6/(v-1)}.$$  

The inequalities (4.16), (4.17), and (4.14) now give

$$\omega_n \geq \min\{\delta, c_2 r_n^{(v(v-1)-6)/(2v(v-1))}\},$$

where

$$c_2 = \frac{28c_1 v^{6/(v(v-1))}}{L(D(v-3)/(v-1) + \left(\frac{L_1}{v}\right)^{1/(v-1)} \|x_n - \xi\|^{6/(v-1)})}^{1/2} > 0.$$
Finally, (4.18) and (4.13) yield for $n$ sufficiently large

$$r_{n+1} \leq r_n - qr_n$$

with

$$q = \delta c_2 c_1.$$  

The desired result now follows from Lemma 2.1.

(iii) From (4.13) it is easy to see that if $\omega_n \geq \omega > 0, \quad \forall n \geq 0$, then $r_n = 0(\lambda^0)$ with $\lambda = \max\{0, 1 - \delta c_1 \omega\}$. When (1.11) holds with $v = 3$, it follows from Lemma 4.2 that

$$\|x_n - \xi\| \leq (\frac{\lambda}{\gamma}) \frac{1}{2} \|x_n - \xi\|,$$

and using the triangle inequality one finds that

$$\|x_n - \hat{x}_n\|^3 \leq (\|x_n - \xi\| + \|\hat{x}_n - \xi\|)^3 \leq (1 + (\lambda/\gamma)^{1/2})^3 \|x_n - \xi\|^3.$$  

Since $r_n \leq f'(\xi) \cdot x_n - \xi = \gamma \|x_n - \xi\|^3, (4.20)$ and (4.14) combine to yield

$$\omega_n \geq \min(\delta, \frac{2\delta c_1 \gamma}{\lambda(1 + (\lambda/\gamma)^{1/2})^3})^{1/2} = \omega > 0.$$  

(iv) When (1.11) holds with $v \in (1, 3)$, then Lemma 4.2 states that if $x_n \neq \xi$, then

$$\|\hat{x}_n - \xi\| \leq \frac{(\lambda_1 - (\gamma - 1))(\|x_n - \xi\|)/(v-1)}{\gamma}.$$
It will now be shown that \( \omega_n = 1 \) (and consequently \( x_{n+1} = \hat{x}_n \)) for \( n \) sufficiently large; this result, together with (4.21) implies that \( x_n \) converges superlinearly to \( \xi \).

Goldstein's rule selects \( \omega_n = 1 \) if \( g(x_n, \hat{x}_n, 1) > \delta \) for the given \( \delta \in (0, \frac{1}{2}) \). From the definition of \( g(x, \hat{x}, \omega) \) and Taylor's formula one has

\[
(4.22) \quad g(x_n, \hat{x}_n, 1) = \frac{f(x_n) - f(\hat{x}_n)}{(f'(x_n), x_n - \hat{x}_n)}
\]

\[
= 1 - \frac{1}{2} \frac{(f''(x_n + \theta_n(\hat{x}_n - x_n))(\hat{x}_n - x_n), \hat{x}_n - x_n)}{(f'(x_n), x_n - \hat{x}_n)}
\]

for some \( \theta_n \in [0, 1] \), provided \( x_n \neq \xi \). Since \( f'' \) is Lipschitz continuous, it follows that

\[
(4.23) \quad g(x_n, \hat{x}_n, 1) \geq 1 - \frac{(f''(x_n) (x_n - \hat{x}_n), x_n - \hat{x}_n)}{2 (f'(x_n), x_n - \hat{x}_n)}
\]

\[
- \frac{L \|x_n - \hat{x}_n\|^3}{2 (f'(x_n), x_n - \hat{x}_n)}.
\]

For any operator \( M \) and each fixed \( x \in \Omega \), \( Q(M, x, \cdot) \) is a functional on \( \Omega \) and if \( \hat{x} \) minimizes \( Q(M, x, \cdot) \) on \( \Omega \) then \( \hat{x} \) is an extremal of \( Q(M, x, \cdot) \). If \( M \) is symmetric, then (2.1) yields

\[
\langle (f'(x) + M)(\hat{x} - x), z - \hat{x} \rangle \geq 0, \quad \forall z \in \Omega.
\]
In particular, for \( z = x \) this gives

\[
(4.24) \quad \langle f'(x), x - \hat{x} \rangle \geq \langle M(x - \hat{x}), x - \hat{x} \rangle.
\]

Since \( f''(x_n) \) is symmetric and nonnegative one can use (4.24) in (4.23) to get

\[
(4.25) \quad g(x_n, \hat{x}_n, 1) \geq \frac{1}{2} - \frac{L\|x_n - \hat{x}_n\|^3}{\langle f'(x_n), x_n - \hat{x}_n \rangle}.
\]

From Lemma 4.2 with assumption (A) one has

\[
(4.26) \quad \langle f'(x_n), x_n - \hat{x}_n \rangle \geq c_1 r_n \geq c_1 \gamma \|x_n - \xi\|^{\gamma}, \text{ where } c_1 = \frac{1}{2} \min\{1, c\}.
\]

Furthermore, Lemma 4.2 and the triangle inequality yield

\[
(4.27) \quad \|x_n - \hat{x}_n\|^3 \leq (\|x_n - \xi\| + \|x_n - \hat{x}_n - \xi\|)^3
\]

\[
\leq (\|x_n - \xi\| + \frac{L}{\gamma})^{1/(\gamma-1)} \|x_n - \xi\|^{2/(\gamma-1)} \|x_n - \hat{x}_n - \xi\|^3
\]

\[
\leq (1 + \frac{L}{\gamma})^{1/(\gamma-1)} \|x_n - \xi\|^{2/(\gamma-1)} \|x_n - \hat{x}_n - \xi\|^3.
\]

Together, (4.27), (4.26), and (4.25) give

\[
g(x_n, \hat{x}_n, 1) \geq \frac{1}{2} - \frac{L(1 + \frac{L}{\gamma})^{1/(\gamma-1)} \|x_n - \xi\|^{3-\gamma}}{c_1 \gamma} \|x_n - \xi\|^{3-\gamma},
\]

and since \( \|x_n - \xi\| \to 0 \) one can conclude that for any fixed \( \delta \in (0, \frac{1}{2}) \), there is a sufficiently large \( N(\delta) \) such that
If (1.11) holds with \( v = 1 \) then \( x_n = \xi \) for \( n \geq N \) for some \( N < \infty \) by Theorem 3.4.

Proof of Lemma 4.3. Let \( \overline{B}_p(\xi) = \{ x \in B_p(\xi) : (f''(x)(x - \xi), x - \xi) > 0 \} \).

Then since \( (f'(x), x - \xi) \geq f(x) - f(\xi) \) when \( f \) is convex, it is sufficient to show that

\[
(4.28) \quad \frac{(f'(x), x - \xi)}{(f''(x)(x - \xi), x - \xi)} \geq c > 0 \quad \forall x \in \Omega \cap \overline{B}_p(\xi)
\]

for some \( p > 0 \)

One can expand \( f(x) - f(\xi), (f'(x), x - \xi) \) and \( (f''(x)(x - \xi), x - \xi) \) with Taylor's formula and use the Lipschitz continuity of \( f' \) to obtain

\[
(4.29) \quad f(x) - f(\xi) = (f'(\xi), x - \xi)
\]

\[
+ \sum_{n=2}^{5} \frac{1}{n!} (f^{(n)}(\xi)(x - \xi)^{n-1}, x - \xi) + r_1(\xi, x),
\]

\[
(4.30) \quad (f'(x), x - \xi) = (f'(\xi), x - \xi)
\]

\[
+ \sum_{n=2}^{5} \frac{1}{(n-1)!} (f^{(n)}(\xi)(x - \xi)^{n-1}, x - \xi) + r_2(\xi, x),
\]
\[(4.31) \quad \langle f''(x)(x - \xi), x - \xi \rangle = \frac{5}{6} \sum_{n=2}^{5} \frac{1}{(n-2)!} \langle f^{(n)}(\xi)(x - \xi)^{n-1}, x - \xi \rangle + r_3(\xi, x), \]

where \(f^{(k)}(\xi)\) is the \(k\)th differential of \(f\) at \(\xi\) (for a discussion of higher order derivatives and Taylor's formula in Banach spaces, see, e.g., Vainberg [27]). The terms \(r_1(\xi, x), r_2(\xi, x)\) and \(r_3(\xi, x)\) satisfy

\[(4.32) \quad |r_1(\xi, x)| = \frac{1}{5!} |\langle f^{(5)}(\xi + \theta_1(x - \xi)) - f^{(5)}(\xi)(x - \xi)^5, x - \xi \rangle| \leq \frac{L}{5!} \|x - \xi\|^6, \]

\[(4.33) \quad |r_2(\xi, x)| \leq \frac{L}{4!} \|x - \xi\|^6, \]

\[(4.34) \quad |r_3(\xi, x)| \leq \frac{L}{3!} \|x - \xi\|^6. \]

Each \(x \in \Omega\) can be expressed as \(x = \xi + tu\) where \(\hat{u}\) is a unit vector and \(t\) is a scalar parameter. Therefore, \((x - \xi) = tu\) and instead of \((4.30)\), for example, one can write

\[(4.35) \quad \langle f'(x), x - \xi \rangle = t \langle f'(\xi), \hat{u} \rangle + \frac{5}{6} \sum_{n=2}^{5} \frac{t^n}{(n-1)!} \langle f^{(n)}(\xi)\hat{u}^{n-1}, \hat{u} \rangle + \frac{L}{4!} t^6, \]

which is valid for all pairings \((t, \hat{u})\) satisfying \(\xi + tu \in \Omega\). Using the notation \(a_n(\hat{u}) = \frac{1}{n!} \langle f^{(n)}(\xi)\hat{u}^{n-1}, \hat{u} \rangle\), for \(n = 1, \ldots, 5\), one obtains from \((1.11), (4.35)\) and the convexity of \(f\) on \(\Omega\)
\[(4.36)\quad \gamma t^5 \leq f(x) - f(\xi) \leq (f'(x), x - \xi) \leq 5 \sum_{n=1}^{\infty} n a_n(\hat{u})t^n + \frac{L}{4!} t^6.\]

Consequently, for \(\xi + t\hat{u} \in \Omega\) and for \(t\) sufficiently small, say \(t < \hat{c}\), one has

\[(4.37)\quad 5 \sum_{n=1}^{\infty} n a_n(\hat{u})t^n > \frac{\gamma}{2} t^5.\]

Also, in the simplified notation, \((4.31)\) and \((4.34)\) become

\[(4.38)\quad (f''(x)(x - \xi), x - \xi) \leq 5 \sum_{n=1}^{\infty} n(n - 1)a_n(\hat{u})t^n + \frac{L}{3!} t^6,\]

and for \(x \in \Omega \cap \overline{B}_t(\xi)\), \((4.28)\) has the lower bound

\[(4.39)\quad \frac{(f'(x), x - \xi)}{(f''(x)(x - \xi), x - \xi)} > \frac{5 \sum_{n=1}^{\infty} n a_n(\hat{u})t^n - \frac{L}{4!} t^6}{\sum_{n=2}^{\infty} n(n - 1)a_n(\hat{u})t^n + \frac{L}{3!} t^6} \geq 0\]

in view of \((4.36)\) and \((4.37)\). Furthermore, using \((4.37)\) one obtains for \(x \in \Omega \cap \overline{B}_t(\xi)\)

\[
\frac{\frac{L}{4!} t^6}{5 \sum_{n=1}^{\infty} n a_n(\hat{u})t^n} \leq \frac{\frac{L}{3!} t^6}{5 \sum_{n=1}^{\infty} n a_n(\hat{u})t^n} \leq c_1 t, \text{ with } c_1 = \frac{L}{3\gamma},
\]

and \((4.39)\) then gives

\[(4.40)\quad \frac{(f'(x), x - \xi)}{(f''(x)(x - \xi), x - \xi)} \geq \frac{1 - c_1 t}{A(t, \hat{u}) + c_1 t},\]
where

\[
(4.41) \quad A(t, \hat{u}) = \frac{\sum_{n=2}^{5} n(n-1)a_{n}(\hat{u})t^{n}}{\sum_{n=1}^{5} na_{n}(\hat{u})t^{n}}.
\]

If it can be shown that \( A(t, \hat{u}) \leq c_{2} \) for some constant \( c_{2} < \infty \) and for all \((t, \hat{u})\) pairs satisfying \( \xi + \hat{u} \in \Omega \cap \hat{B}_{r}(\xi) \), then (4.28) will follow from (4.40) since

\[
(4.42) \quad \frac{\{f'(x), x - \xi\}}{\{f''(x)(x - \xi), x - \xi\}} \geq \frac{1 - c_{1}t}{c_{2} + c_{1}t} > c > 0
\]

for \( t \) sufficiently small. Note that since \( \xi \) is an extremal, \( a_{1}(\hat{u}) > 0 \); therefore, one can write

\[
(4.43) \quad A(t, \hat{u}) \leq \frac{4a_{1}(u)t + \sum_{n=2}^{5} n(n-1)a_{n}(\hat{u})t^{n}}{\sum_{n=1}^{5} na_{n}(\hat{u})t^{n}}
\]

\[
= 4 - \frac{6a_{2}(\hat{u})t^{2} + 6a_{3}(\hat{u})t^{3} + 4a_{4}(\hat{u})t^{4}}{\sum_{n=1}^{5} na_{n}(\hat{u})t^{n}}.
\]

It it can be established that

\[
(4.44) \quad 6a_{2}(\hat{u})t^{2} + 6a_{3}(\hat{u})t^{3} + 4a_{4}(\hat{u})t^{4} \geq c_{3}t^{5}
\]

for some \( c_{3} > 0 \), and for \((t, \hat{u})\) satisfying \( \xi + \hat{u} \in \Omega \cap \hat{B}_{r}(\xi) \) with \( \hat{t} \leq \hat{t} \), then (4.43), (4.44), and (4.37) would yield...
\[ A(t, \dot{u}) \leq 4 + \frac{2c_3}{t} \] for \((t, \dot{u})\) satisfying \(\xi + t\dot{u} \in \Omega \cap \overline{E}_t(\xi)\).

To show that (4.44) is true note that convexity of \(f\) implies that
\[
0 \leq (f''(x)(x - \xi), x - \xi) \\
\leq \sum_{n=2}^{5} n(n - 1) a_n(\dot{u}) t^n + \frac{L}{3!} t^6.
\]

Also, \(\|a_2(\dot{u})\| \leq \frac{1}{3!} \|f^{(5)}(\xi)\| < \infty\). Therefore,
\[
(4.45) \quad 2a_2(\dot{u}) t^2 + 6a_3(\dot{u}) t^3 + 12a_4(\dot{u}) t^4 \\
\geq -(\frac{1}{3!} \|f^{(5)}(\xi)\| + \frac{L}{3!} t) t^5 \geq -c_5 t^5, \quad \text{for some } c_5 > 0,
\]
for \(t\) sufficiently small, say \(t \in (0, \tilde{t})\). Writing (4.45) as
\[
(4.46) \quad 6a_2(\dot{u}) + 18a_3(\dot{u}) t + 36a_4(\dot{u}) t^2 \geq -3c_5 t^3,
\]
and making the change of variables \(t = 3\tau\) yields
\[
(4.47) \quad 6a_2(\dot{u}) + 6a_3(\dot{u}) \tau + 4a_4(\dot{u}) \tau^2 \geq -\frac{c_5 \tau^3}{9},
\]
which is valid for \(\tau \in (0, 3\tilde{t})\). This proves that (4.44) is true at least for \(t \in (0, \tilde{t})\) with \(c_3 = \frac{c_2}{9}\) and (4.28) follows for \(\rho = \min(\tilde{t}, \dot{t}, \frac{1}{2c_1})\).

QED

Remark 4.2. For certain extremals encountered in optimal control theory the exponent \(v\) in (1.11) can be calculated; this was discussed in

Remark 3.2. Let \(U \subseteq \mathbb{R}^m\) be the unit ball, and as in Remark 3.2, let the constraint set \(\Omega\) be the set of functions.
\[ \Omega = \{ \text{measurable } u(\cdot) : [0, 1] \to U \} \subset L^1([0, 1], \mathbb{R}^m). \]

If \( \xi(t) \) is piecewise continuous with range on the boundary of \( U \), and if an associated switching function grows fast enough near its zeros, then it can be shown (Dunn [14]) that (1.11) (or (3.50)) holds for any \( v \) in the range \( 2 < v < \infty \). For the conditional gradient method \( (M_n = 0 \text{ in the (CS)}) \), linear convergence is not guaranteed by Theorem 3.3, and computer simulations suggest sublinear convergence for a simple example with such a minimizer. On the other hand, Theorem 4.1 and Lemma 4.3 prove superlinear convergence for Newton's method in this setting when \( f \) satisfies the hypotheses of Lemma 4.3 (see Remark 4.1 also).
5. Convergence Rates for Nonconvex Functionals

In Theorem 2.1 it was shown that limit points of a sequence $x_n$ generated by the (GS) are extremals. This is true for differentiable, possibly nonconvex functionals $f$ with Lipschitz continuous derivatives $f'$. However, convergence rate theorems, presented in this thesis so far, have been limited to convex functionals; the proofs of these theorems have depended heavily on the convexity property

\begin{equation}
(f'(x), x - y) \geq f(x) - f(y), \quad \forall x, y \in \Omega,
\end{equation}

although it was indicated in Remarks 2.4 and 3.3 that such theorems could be extended to a subclass of functionals which satisfy the weaker pseudo-convexity condition

\begin{equation}
(f'(x), x - \xi) \geq \kappa(f(x) - f(\xi)), \quad \text{for some } \kappa > 0,
\end{equation}

where $\xi \in \Omega_f$. In particular, linear convergence occurs for certain methods in the (GS) when (5.1) or (5.2) holds with (1.10) or (1.11) for $v = 2$. It will be shown in this chapter that conditions (5.2) and (1.10) with $v = 2$ hold near an extremal of a (possibly nonconvex) functional $f$ if, for some $\rho > 0$, $f$ satisfies

\begin{equation}
Q(f''(\xi), \xi, x) \geq \gamma \|x - \xi\|^2 \quad \forall x \in K_{\Omega}(\xi) \cap B_\rho(\xi).
\end{equation}

Here $K_{\Omega}(\xi)$ is the tangent cone to $\Omega$ at $\xi$ with vertex at $\xi$ (see Chapter 1). If the operator sequence in the (GS) satisfies (1.13) or if the structure of the set $\Omega$ near $\xi$ is such that (1.11) holds with $v = 2$, i.e.,
(5.4) \( \langle f'(\xi), x - \xi \rangle \geq \gamma \|x - \xi\|^2 \), \( \forall x \in \Omega \), and some \( \gamma > 0 \),

then Theorem 5.1 shows that if \( \{x_n\} \) passes sufficiently near \( \xi \), it will converge to \( \xi \) at a linear rate. When \( \{M_n\} \) satisfies certain "quasi-Newton" conditions, (5.3) need hold only for \( x \in \Omega \cap B_p(\xi) \) for some \( p > 0 \) to insure linear or superlinear convergence rates; this will be established in Theorem 5.2.

**Lemma 5.1.** Let \( S \subset X \) be convex where \( X \) is a Banach space. Let \( f \) be twice differentiable with \( f'' \) continuous at \( \xi \) and let \( f \) satisfy (5.3) at \( \xi \) for \( x \in S \cap B_\rho(\xi) \) and some \( \rho > 0 \). Then for some \( \rho_1 > 0 \)

(5.5) \( f(x) - f(\xi) \geq \frac{\gamma}{2} \|x - \xi\|^2 \) \( \forall x \in S \cap B_\rho(\xi) \)

**Proof.** Using Taylor's formula for \( x \in S \cap B_\rho(\xi) \) at \( \xi \) one has

\[
\begin{align*}
f(x) - f(\xi) &= \langle f'(\xi), x - \xi \rangle + \frac{1}{2} \langle f''(\ci)(x - \xi), x - \xi \rangle \\
&= Q(f''(\xi), \xi, x) + \frac{1}{2} \langle (f''(\xi) - f''(\xi))(x - \xi), x - \xi \rangle \\
&\geq (\gamma - \frac{1}{2} \|f''(\xi) - f''(\xi)\|\|x - \xi\|^2 \\
&\geq (\gamma - \frac{1}{2} \|f''(\xi) - f''(\xi)\|\|x - \xi\|^2
\end{align*}
\]

for \( \xi \) between \( x \) and \( \xi \). By the continuity of \( f'' \) there exists a \( \rho_1 \) such that for \( \|x - \xi\| < \rho_1, \|f''(\xi) - f''(\xi)\| < \gamma \); (5.5) now follows for \( x \in S \cap B_\rho(\xi) \).

QED

**Remark 5.1.** The proof of Lemma 5.1 is essentially the same as the proof of Lemma 2.4 in [22].
Lemma 5.2. Let $\Omega \subset X$ be convex where $X$ is a Banach space. Let $f$ be twice differentiable and let $f''$ be Lipschitz continuous for $x \in K_\Omega(\xi) \cap B_\rho(\xi)$ for some $\rho > 0$. Let $f$ satisfy (5.3) for $x \in K_\Omega(\xi) \cap B_\rho(\xi)$. Then for some $\rho_2 > 0$ and $k > 0$

$$\langle f'(x), x - \xi \rangle \geq k(f(x) - f(\xi)), \text{ for } x \in K_\Omega(\xi) \cap B_{\rho_2}(\xi)$$

Proof. Since $K_\Omega(\xi)$ is convex it follows from Lemma 5.1 that $f(x) - f(\xi) > 0$ for $x \in K_\Omega(\xi) \cap B_{\rho_1}(\xi)$ for some $\rho_1 < \rho$. It must be shown, therefore, that for some $\rho_2 < \rho_1$, and some $k > 0$, and for $x \neq \xi$

$$\frac{\langle f'(x), x - \xi \rangle}{f(x) - f(\xi)} \geq k \text{ for } x \in K_\Omega(\xi) \cap B_{\rho_2}(\xi).$$

From Taylor's formula and the Lipschitz continuity of $f''$, one can write for $x \neq \xi$ and $x \in K_\Omega(\xi) \cap B_{\rho_1}(\xi)$

$$\frac{f(x) - f(\xi)}{Q(f''(\xi), \xi, x)}$$

$$\langle f'(\xi), x - \xi \rangle + \frac{1}{2} \langle f''(\xi)(x - \xi), x - \xi \rangle + c_1||x - \xi||^3$$

$$\leq \frac{Q(f''(\xi), \xi, x)}{Q(f'(\xi), \xi, x)}$$

$$\geq 1 + c_2||x - \xi||,$$

where

$$c_2 = \frac{c_1}{\gamma}.$$
Similarly, one obtains

\begin{equation}
\frac{(f'(x), x - \xi)}{Q(f''(\xi), \xi, x)} + \frac{(f''(\xi)(x - \xi), x - \xi)}{Q(f''(\xi), \xi, x)} - c_1\|x - \xi\|^3
\end{equation}

\[\geq 1 + \frac{1}{2} \frac{(f''(\xi)(x - \xi), x - \xi)}{Q(f''(\xi), \xi, x)} - c_2\|x - \xi\|.
\]

Let \(x = \xi + t\hat{u}\) for \(\hat{u}\) a unit vector in \(K_n(\xi)\), and let \(R(t, \hat{u})\) be defined for \(t \in (0, \rho)\) by

\begin{equation}
R(t, \hat{u}) = \frac{1}{2} t^2 (f''(\xi)\hat{u}, \hat{u}) + \frac{1}{2} t^2 (f'(\xi)\hat{u}, \hat{u})\).
\end{equation}

Whenever \((f''(\xi)\hat{u}, \hat{u}) > 0\), then \(R(t, \hat{u}) > 0\) and (5.9) yields

\begin{equation}
\frac{(f'(x), x - \xi)}{Q(f''(\xi), \xi, x)} \geq 1 - c_2 t.
\end{equation}

On the other hand for any \(\hat{u}\) for which \((f''(\xi)\hat{u}, \hat{u}) < 0\), it must be shown that \(|R(t, \hat{u})| < c_3 t\) for some \(c_3 < \infty\). If this is so, then from (5.9) one has

\begin{equation}
\frac{(f'(x), x - \xi)}{Q(f''(\xi), \xi, x)} \geq 1 - |R(t, \hat{u})| - c_2 t \geq 1 - (c_3 + c_2)t,
\end{equation}

and for \(t\) sufficiently small (5.7) will follow from (5.8), (5.11), and (5.12). For \(\hat{u} \in K_n(\xi)\) and for \(t \in [0, \rho]\), (5.3) gives

\[t(f'(\xi), \hat{u}) + \frac{1}{2} t^2 (f''(\xi)\hat{u}, \hat{u}) \geq \gamma t^2.
\]
In particular, for \( t = \rho \) and \( \langle f''(\xi)\hat{u}, \hat{u} \rangle < 0 \), one has

\[
(f'(\xi), \hat{u}) \geq (\gamma - \frac{1}{2}\langle f''(\xi)\hat{u}, \hat{u} \rangle)\rho > 0
\]

in which case, one can write for \( t \in [0, \rho] \)

\[
t(f'(\xi), \hat{u}) + \frac{1}{2} t^{2}\langle f''(\xi)\hat{u}, \hat{u} \rangle \\
\geq t\gamma \rho - \frac{1}{2} t(\rho - t)\langle f''(\xi)\hat{u}, \hat{u} \rangle \geq t(\gamma \rho).
\]

Consequently, for \( t \in (0, \rho] \) and \( \langle f''(\xi)\hat{u}, \hat{u} \rangle < 0 \), (5.10) yields

\[
|B(t, \hat{u})| \leq \left| \frac{\langle f''(\xi)\hat{u}, \hat{u} \rangle}{2t\gamma \rho} \right| \leq \frac{\|f''(\xi)\|}{2t\gamma \rho} t = c_{3} t.
\]

QED

Roughly speaking, Lemmas 5.1 and 5.2 show that the functional \( f \) is "locally pseudoconvex with respect to \( \xi \)" when condition (5.3) holds.

**Theorem 5.1.** Let \( \Omega \subset X \) be convex where \( X \) is a Banach space. Let \( f \) be twice differentiable with \( f'' \) Lipschitz continuous for \( x \in K_{n}(\xi) \cap B_{\rho}(\xi) \).

Let \( f \) satisfy (5.3) for \( x \in K_{n}(\xi) \cap B_{\rho}(\xi) \). Let either (1.13) be satisfied by the operator sequence \( \{M_{n}\} \), or the structure of the set near \( \xi \) be such that (5.4) holds. If \( \{x_{n}\} \), a sequence generated by the (GS), comes sufficiently near \( \xi \), then \( x_{n} \to \xi \) and \( r_{n} = f(x_{n}) - f(\xi) = o(\lambda^{n}) \), for some \( \lambda \in [0, 1) \).

**Proof.** By Lemmas 5.1 and 5.2 and condition (5.3) there is a \( c_{1} \) such that

\[
(f'(x), x - \xi) \geq K(f(x) - f(\xi)) \geq \frac{K\lambda}{2} \|x - \xi\|^{2}
\]

for \( x \in \Omega \cap B_{\rho_{1}}(\xi) \subset K_{n}(\xi) \cap B_{\rho_{1}}(\xi) \).
Furthermore if $L_1$ is a Lipschitz constant for $f'$, and if $\{M_n\}$ satisfies (1.13), then (3.32) in Lemma 3.1 becomes

$$
\frac{1}{2} \|\hat{x}_n - \xi\|^2 + \langle f'(\xi), \hat{x}_n - \xi \rangle \\
\leq (L_1 + K)\|x_n - \xi\|\|\hat{x}_n - \xi\|, \quad \forall n \geq 0,
$$

where $K$ is a uniform bound on $\|M_n\|$. On the other hand, if (5.4) holds then (3.32) becomes

$$
\frac{1}{2}\langle M_n(\hat{x}_n - \xi), \hat{x}_n - \xi \rangle + \hat{\gamma}\|\hat{x}_n - \xi\|^2 \\
\leq (L_1 + K)\|x_n - \xi\|\|\hat{x}_n - \xi\|, \quad \forall n \geq 0.
$$

Since $f(x) - f(\xi) > 0$ in a small neighborhood around $\xi$, it follows that $\xi$ is an extremal, i.e., $\langle f'(\xi), x - \xi \rangle \geq 0, \quad \forall x \in \Omega$, hence (5.14) yields

$$
\|\hat{x}_n - \xi\| \leq c\|x_n - \xi\| \quad \forall n \geq 0 \text{ and } c = 2(L_1 + K)/\hat{\gamma}
$$

Similarly the nonnegativity of $M_n$ in (5.15) gives (5.16) with

$$
c = (L_1 + K)/\hat{\gamma}. \quad \text{In either case, when } 0 < \|x_n - \xi\| < \rho_2 = \frac{\rho_1}{c}, \text{ then } \hat{x}_n \in \Omega \cap B_{\rho_1}(\xi). \quad \text{Let } A = \{x \in \Omega \cap B_{\rho_2}(\xi): f(x) - f(\xi) < \frac{\hat{\gamma}}{2}\rho_2^2\}. \quad \text{Then (5.13) implies that } A \subset \Omega \cap B_{\rho_1}(\xi). \text{ Since } f \text{ is continuous there is a } \rho_3 > 0, \text{ such that if } x \in \Omega \cap B_{\rho_3}(\xi) \text{ then } x \in A. \text{ It follows then that if } x_n \in \Omega \cap B_{\rho_1}(\xi) \text{ for some } N > 0, \text{ then } x_n \in \Omega \cap B_{\rho_2}(\xi) \text{ for } n \geq N. \text{ This is true because } \hat{x}_n \in \Omega \cap B_{\rho_1}(\xi), \text{ and since } x_{N+1} \text{ is a convex combination of } x_N \text{ and } \hat{x}_N, \text{ then } x_{N+1} \in \Omega \cap B_{\rho_2}(\xi). \text{ But from Theorem 2.1 line (2.25) and Lemma 5.1, } f(\xi) \leq f(x_{N+1}) < f(x_N) \text{ and, therefore, } x_{N+1} \in A \subset \Omega \cap B_{\rho_2}(\xi).\n
By an induction argument $x_n \in \Omega \cap B_{\rho_2}(\xi) \text{ for } n \geq N$. Also, since $\langle f'(x_n), x_n - \xi \rangle \geq \frac{\hat{\gamma}}{2}\|x_n - \xi\|^2$ for $n \geq N$ it follows that $\xi \in \phi(x_n)$, and Lemma 2.2 and (5.13) yield
\[
\begin{aligned}
(f'(x_n), x_n - \xi) &\geq \\
&\begin{cases}
\left( f'(x_n), x_n - \xi \right) \\
\frac{1}{2} \min\left( (f'(x_n), x_n - \xi), \frac{(f'(x_n), x_n - \xi)^2}{k \|x_n - \xi\|^2} \right),
\end{cases}
\end{aligned}
\]

(5.17) 

\[
(f'(x_n), x_n - \hat{x}_n) \geq \\
\frac{k}{2} \min\left( (f(x_n) - f(\xi)), \frac{ky}{2k}(f(x_n) - f(\xi)) \right)
\]

\[
\geq c_4(f(x_n) - f(\xi))
\]

where \(c_4 = \frac{k}{2} \min(1, \frac{ky}{2k}) > 0\). From (5.16), (5.17), (2.23) and the triangle inequality one now has

\[
(5.18) \quad \omega_n \geq \min\left( 1, \frac{2\delta c_b(f(x_n) - f(\xi))}{L_1 \|x_n - \hat{x}_n\|^2} \right) \\
\geq \min\left( 1, \frac{\delta c_4 ky \|x_n - \xi\|^2}{L_1 (1 + c)^2 \|x_n - \xi\|^2} \right) = \omega > 0,
\]

where \(L_1\) is a Lipschitz constant for \(f'\). Finally, (2.25) gives

\[
f(x_n) - f(\xi) > f(x_{n+1}) + f(\xi) \geq \delta \omega c_4 (f(x_n) - f(\xi))
\]

or equivalently

\[
r_{n+1} = (1 - \delta \omega c_4) r_n
\]
and \( r_n = 0((1 - \delta \omega c_n)^n) = 0(\lambda^n) \). The linear convergence of \( \{r_n\} \), together with (5.13) implies that \( (\|x_n - \xi\|) \) converges to zero at a linear rate.

QED

The hypotheses of Theorem 5.1 can be weakened somewhat when the operators \( M_n \) are so called "quasi-Newton" operators. If the \( M_n \)'s are symmetric and approach the second derivative operator \( f''(\xi) \) in the sense of (1.18) - (1.21) then (5.3) need hold only for \( x \in \Omega \cap B_{\rho}(\xi) \) and \( f'' \) need only be continuous at \( \xi \) to establish linear and superlinear rates of convergence near \( \xi \).

Theorem 5.2. Let \( \Omega \subset X \) be convex where \( X \) is a Banach space. Let \( f \) be twice differentiable with \( f'' \) continuous. Let \( f \) satisfy (5.3) for \( x \in \Omega \cap B_{\rho}(\xi) \) for some \( \rho > 0 \) and \( \xi \in \Omega \). Let \( \{M_n\} \) be a sequence of symmetric operators in the (GS), i.e.,

\[
(M_n x, y) = (M_n y, x), \quad \forall x, y \in X, \ n \geq 0.
\]

Then:

(i) If (1.18) or (1.19) holds with \( \varepsilon \) sufficiently small and \( n \geq N \), and if \( \{x_n\} \) is a sequence generated by the (GS), there exists a \( \rho_1 > 0 \) such that if \( x_n \in \Omega \cap B_{\rho_1}(\xi) \) for some \( n \geq N \), then \( (\|x_n - \xi\|) \) converges to zero at a linear rate, i.e., for some \( \lambda \in (0, 1) \)

\[
\|x_{n+1} - \xi\| \leq \lambda \|x_n - \xi\|, \quad \text{for} \ n \geq n_0.
\]
(ii) If either (1.20) or (1.21) holds then \(\|x_n - \xi\|\) converges superlinearly, i.e., either \(x_n = \xi\) eventually, or

\[
\lim_{n \to \infty} \frac{\|x_{n+1} - \xi\|}{\|x_n - \xi\|} = 0.
\]

**Proof of (i).** It will first be shown that if \(x_{n_0}\) is sufficiently close to \(\xi\) with \(n_0 > N\), then \(\|x_{n_0} - \xi\| \leq c\|x_n - \xi\|\) for some \(c \in (0, 1)\), and, by induction, that \(\|x_n - \xi\| \leq c\|x_{n+1} - \xi\|\) for \(n \geq n_0\). Then it will be established that \(\omega_n \geq \omega > 0\) for \(n \geq n_0\) and that this implies that

\[
\|x_{n+1} - \xi\| \leq \lambda\|x_n - \xi\|\] for some \(\lambda \in (0, 1)\) and for \(n \geq n_0\). To show that \(\|x_n - \xi\| \leq c\|x_{n+1} - \xi\|\) for some \(c \in (0, 1)\) and \(n \geq n_0\), let \(x_n\) satisfy for any \(n \geq 0\)

\[
(5.19) \quad 0 < Q(M_n, x_n, \xi) - Q(M_n, x_n, x_n).
\]

Then inequality (3.1) in Lemma 3.1 holds with \(x_n\) replaced by \(x_n\), and with the symmetry of \(M_n\) one can write

\[
\frac{1}{2} \langle M_n(x_n - \xi), x_n - \xi \rangle + \langle f'(\xi), x_n - \xi \rangle
\]

\[
< \langle f'(\xi) - f'(x_n), x_n - \xi \rangle + \langle M_n(x_n - \xi), x_n - \xi \rangle.
\]

With the Mean Value Theorem, this implies

\[
\frac{1}{2} \langle (M_n - f''(\xi))(x_n - \xi), x_n - \xi \rangle + Q(f''(\xi), \xi, x_n)
\]

\[
< \langle (M_n - f''(\xi_n))(x_n - \xi), x_n - \xi \rangle
\]

for \(\xi_n = x_n + \theta_n (\xi - x_n), \theta_n \in [0, 1]\).
Consequently, for $x_n \in \Omega \cap B_{\rho}(\xi)$, condition (5.3) and the triangle inequality yield for $x_n \neq \xi$,

\[
(5.20) \quad \left( \gamma - \frac{\| (M_n - f''(\xi))(x_n - \xi) \|}{\| x_n - \xi \|} \right)^2 \geq \frac{\| (M_n - f''(\xi))(x_n - \xi) \|}{\| x_n - \xi \|}
\]

or

\[
(5.21) \quad \left( \gamma - \| M_n - f''(\xi) \| \right)^2 \geq \left( \frac{\| M_n - f''(\xi) \| + \| f''(\xi) - f''(\xi_n) \|}{\| x_n - \xi \|} \right)^2 \geq \| x_n - \xi \| \| x_n - \xi \|.
\]

Suppose (1.19) holds. Then since $f''$ is continuous, there is a $\rho_1 \in (0, \rho)$ such that if $x_n \in \Omega \cap B_{\rho}(\xi)$ and $x_n \in \Omega \cap B_{\rho_1}(\xi)$ for $n \geq N$, then (5.20) and (1.19) with $\epsilon$ sufficiently small imply

\[
(5.22) \quad \| x_n - \xi \| \leq C \| x_n - \xi \|,
\]

where

\[
c = \left( \frac{\epsilon + \| f''(\xi) - f''(\xi_n) \|}{\gamma - \epsilon} \right) < 1.
\]

Let $x_{n_0} \in \Omega \cap B_{\rho_1}(\xi)$ for some $n_0 \geq N$. Suppose that $\| \hat{x}_{n_0} - \xi \| > \rho$, and let $x_{n_0} = \xi + \rho \frac{\hat{x}_{n_0} - \xi}{\| \hat{x}_{n_0} - \xi \|}$. Since $Q(M_{n_0}, x_{n_0}, \cdot)$ is convex and $\hat{x}_{n_0}$ minimizes $Q(M_{n_0}, x_{n_0}, \cdot)$ on $\Omega$, one has
(5.23) \( Q(M_n, x_n, \hat{x}_n) \leq Q(M_n, x_n, \overline{x}_n) \leq Q(M_n, x_n, \xi) \).

Therefore, \( \overline{x}_n \) satisfies (5.19), and since \( \|\overline{x}_n - \xi\| = \rho \), (5.22) holds.
But (5.22) gives \( \|\overline{x}_n - \xi\| \leq c\|x_n - \xi\| < \rho_1 < \rho \), and this contradiction proves that \( \|\hat{x}_n - \xi\| \leq \rho \). From (5.23), (5.19), and (5.22) there results

\[
\|\hat{x}_n - \xi\| \leq c\|x_n - \xi\|, \quad \text{for some } c \in (0, 1).
\]

It follows by induction that for \( n \geq n_o \), \( x_n \in \Omega \cap B_{\rho_1}(\xi) \) and

(5.24) \( \|\hat{x}_n - \xi\| \leq c\|x_n - \xi\| \).

If (1.18) holds then (5.24) follows by the same argument. To prove that \( \{\|x_n - \xi\|\} \) converges at a linear rate it suffices to show that \( \omega_n > \omega > 0 \) since, one can then write for \( n \geq n_o \), \( x_n \neq \xi \),

\[
(5.25) \quad \frac{\|x_{n+1} - \xi\|}{\|x_n - \xi\|} = \frac{\|x_n + \omega_n(\hat{x}_n - \xi + \xi - x_n) - \xi\|}{\|x_n - \xi\|} \leq \frac{(1 - \omega_n)\|x_n - \xi\| + \omega_n\|\hat{x}_n - \xi\|}{\|x_n - \xi\|} \leq (1 - \omega_n) + \omega_n c \]

\[= 1 - \omega_n (1 - c) \leq 1 - \omega (1 - c) < 1.\]
To prove that $\omega_n \geq \omega > 1$ observe that for $x_n \in \Omega \cap B_{\rho}(\xi)$

(5.26) \[ -Q(M_n, x_n, \hat{x}_n) \geq -Q(M_n, x_n, \xi) \]

\[ = Q(f''(\xi), \xi, x_n) - Q(f''(\xi), \xi, x_n) - Q(M_n, x_n, \xi) \]

\[ \geq \gamma \|x_n - \xi\|^2 - \langle (f''(\xi) - f''(x_n), x_n - \xi) \rangle + \frac{1}{2} (f''(\xi)(x_n - \xi), x_n - \xi) + \frac{1}{2} (M_n(x_n - \xi), x_n - \xi)). \]

The Mean Value Theorem, the triangle inequality, and (5.26) give for $x_n \neq \xi$

(5.27) \[ \langle f'(x_n), x_n - \hat{x}_n \rangle = \frac{1}{2} (M_n(x_n - \hat{x}_n), x_n - \hat{x}_n) \]

\[ \geq \gamma \|x_n - \xi\|^2 + \langle f''(\zeta_n)(x_n - \xi), x_n - \xi \rangle \]

\[ - \frac{1}{2} (f''(\xi)(x_n - \xi), x_n - \xi) - \frac{1}{2} (M_n(x_n - \xi), x_n - \xi) \]

\[ \geq [\gamma - \frac{1}{2}\|f''(\zeta_n) - f''(\xi)\|] \]

\[ - \frac{1}{2} \left( \frac{\|f''(\zeta_n) - f''(\xi)\|(x_n - \xi) + \|f''(\xi) - M_n\|(x_n - \xi)\|}{\|x_n - \xi\|} \right) \cdot \|x_n - \xi\|^2 \]

\[ \geq (\gamma - \|f''(\zeta_n) - f''(\xi)\| - \frac{1}{2} \|f''(\xi) - M_n\|)\|x_n - \xi\|^2, \]

where $\zeta_n = x_n + \theta_n (\xi - x_n), \theta_n \in [0, 1],$

or

(5.28) \[ \langle f'(x_n), x_n - \hat{x}_n \rangle \]

\[ \geq (\gamma - \|f''(\zeta_n) - f''(\xi)\| - \frac{1}{2} \|f''(\xi) - M_n\|)\|x_n - \xi\|^2. \]
Suppose (1.19) holds with $\varepsilon$ small enough. Once again, since $f''$ is continuous, there is a $\rho_2 \in (0, \rho_1)$ such that if $x_n \in \Omega \cap B_{\rho_2}(\xi)$ for $n \geq N$ then (5.27) yields

$$
(f'(x_n), x_n - \hat{x}_n) \geq \gamma \|x_n - \xi\|^2, \quad \text{for } \gamma > 0.
$$

From (2.23), (5.22), (5.29) and the triangle inequality one has, for $x_n \neq \xi$ and $n \geq n_0 \geq N$,

$$
\omega_n \geq \min\{1, \frac{2\delta \gamma \|x_n - \xi\|^2}{L \|x_n - \hat{x}_n\|^2}\} \geq \min\{1, \frac{2\delta \gamma \|x_n - \xi\|^2}{L(\|x_n - \xi\| + \|\hat{x}_n - \xi\|)^2}\} \geq \min\{1, \frac{2\delta \gamma}{L(1 + \epsilon)^2}\} = \omega > 0.
$$

Finally, if $x_{n_0} \in \Omega \cap B_{\rho_2}(\xi)$ for some $n_0 \geq N$, then from (5.25) and (5.22) it follows that $\|x_n - \xi\|$ converges to zero at a linear rate. The same result can be established when (1.18) holds using (5.28) and the same argument.

**Proof of (ii).** Condition (1.20) implies condition (1.18); therefore, the results of (i), (1.20), (5.21) and the continuity of $f''$ yield

$$
\|\hat{x}_n - \xi\| \leq \lambda_n \|x_n - \xi\|, \quad \text{where } \lambda_n \to 0.
$$
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Also, (5.31) follows from the results of (i), (1.21), (5.20) and the continuity of $f''$. One need only show that after a finite number of iterations $w_n = 1$ for the remaining iterations. Fix $\delta \in (0, \frac{1}{2})$. Then from (4.22) one has, for $x_n$ not an extremal,

\[
(5.32) \quad g(x_n, \hat{x}_n, 1) = 1 - \frac{\frac{1}{2}(f''(\xi_n)(\hat{x}_n - x_n), \hat{x}_n - x_n)}{(f'(x_n), x_n - \hat{x}_n)} \\
> 1 - \frac{\langle M_n(x_n - \hat{x}_n), x_n - \hat{x}_n \rangle}{2(f'(x_n), x_n - \hat{x}_n)} \\
- \frac{\|f''(\xi_n) - M_n(\hat{x}_n - x_n)\|\|\hat{x}_n - x_n\|}{2(f'(x_n), x_n - \hat{x}_n)}.
\]

From the triangle inequality, (5.32) and (4.24), which is valid for symmetric operators $M_n$, there results

\[
(5.33) \quad g(x_n, \hat{x}_n, 1) \geq \frac{1}{2} - \frac{\|f''(\xi_n) - f''(\xi)\|\|\hat{x}_n - x_n\|^2}{2(f'(x_n), x_n - \hat{x}_n)} \\
- \frac{\|f''(\xi_n) - M_n(x_n - \xi)\|}{\|x_n - \xi\|} \frac{\|x_n - \xi\|\|x_n - \hat{x}_n\|}{\|x_n - \hat{x}_n\|} \\
- \frac{\|f''(\xi) - M_n(\hat{x}_n - \xi)\|}{\|\hat{x}_n - \xi\|} \frac{\|\hat{x}_n - \xi\|\|x_n - \hat{x}_n\|}{\|x_n - \hat{x}_n\|}.
\]
Also, (5.22), (5.29) and the triangle inequality yield for $x_n \in \Omega \cap B_{p_2} (\xi)$,

\begin{equation}
(5.34) \quad g(x_n, \hat{x}_n, 1) \geq \frac{1}{2} - \frac{(1 + c)^2}{2\gamma} \left\| f''(\xi_n) - f''(\xi) \right\|
- \frac{(1 + c)}{2\gamma} \frac{\|(f''(\xi) - M_{n})(x_n - \xi)\|}{\|x_n - \xi\|}
- \frac{c(1 + c)}{2\gamma} \frac{\|(f''(\xi) - M_{\hat{n}})(\hat{x}_n - \xi)\|}{\|\hat{x}_n - \xi\|}
\end{equation}

or

\begin{equation}
(5.35) \quad g(x_n, \hat{x}_n, 1) \geq \frac{1}{2} - \frac{(1 + c)^2}{2\gamma} \left\| f''(\xi_n) - f''(\xi) \right\|
- \frac{(1 + c)}{2\gamma} \| f''(\xi) - M_{n} \|
- \frac{c(1 + c)}{2\gamma} \| f''(\xi) - M_{\hat{n}} \|.
\end{equation}

Finally, the continuity of $f''$ and (1.20) in (5.35) or (1.21) in (5.34)
give $g(x_n, \hat{x}_n, 1) > \delta$ for $n \geq N_1(\delta)$ with $N_1(\delta) < \infty$.

QED

Remark 5.2. The proof of Theorem 5.2 is a modification of the proofs in [22] for Newton's method.
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