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FORWORD

Simple extrapolation suggests that in approximately two decades electronic
switches will be the size of large molecules. It takes little imagination
to recognize that the practical realization of this possibility will produce
a revolution in the areas of computation, technology, science, medicine,
warfare, and lifestyle that will be more significant than any which occurred
in the last fifty years. The molecular structure of a 'molecular' sized
switch will surely reflect its function, and as such probably will not be
based on a silicon technology. 1If this 1is the case, the material problems i
to be solved, both theoretical and experimental, are of such a magnitude that :
a sizeable effort must be started now in this new direction rather than i
waiting for the rope to run out in the semiconducting area.

The Workshop on "Molecular" Electronic Devices (WMED) was held at NRL on
March 23-24, 1981 under the joint sponsorship of NRL and ONR. Primarily the
Workshop was convened to explore the possibilities of developing switches at
the molecular level for ultimately controlling and modifying signals. However,
other objects of the WMED included: 1) assessing the level of interest in the
possibilities of 'molecular' switching; 2) providing a suitable forum for
current speculative considerations on the subject (speculative, since no
artifical 'molecular' switches have been announced); 3) supporting and
emphasizing the growing information concerning molecular biological processes,
both of a synthetic and signal controlling nature; 4) alerting a wide variety
of scientists of the ever expanding possibilities inherent for ‘'molecular’
switches so that such devices might be worthy of serious consideration. As
a historical footnote, this editor's interest in "molecular" switches
developed in 1977 when, while participating in NRL's Program on Electroactive
Polymers, it became clear that one might communicate electrically with
molecules via conducting filaments of polysulfur nitride, (SN)_, and
polyacetylene, (CH),. x

Communication with individual molecules, or rather, moieties, is only
one of several problems to be considered with regard to "molecular" electronic
devices. Some of the other major problems will involve the fabrication, or
possibly, chemical synthesis of device arrays; 2) the minimization and
dissipation of heat; 3) the generation of computer "soft” (memory) errors
caused by the cosmic rays and the small size of the components, and 4) the
development of a new computer architecture which will take advantage of such
possibilities as memory redundancy and parallel processing. In fact, only
the problem of "soft" errors received more than a passing mention at the
Workshop. While it should be noted that these problem areas reside in rather
different disciplines they have far ranging effects. Accordingly, Workshop
participants were sought among chemists, engineers, molecular biologists, and
physicists who would actively participate in both formal presentations and open
recorded discussion.

In view of the interdisciplinary nature of this Workshop, it was
considered that a glossary of technical terms, processes, and chemical names
would be useful to the conferees while at the Workshop. The authors were
invited to contribute in advance to the glossary and several did, some authors
obviously making an apprecisble effort. These include Drs. T.W. Barrett, D.J.
Sandman and A. Aviram, To these were added other terms taken from the
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manuscripts, then the total was assembled by Dr. H. Wohltjen. Arriving too
late to be included was an extended collection of biotechnical terms by

Dr. K.M. Ulmer. This excellent short course in molecular biology was
distributed separately at the Workshop. The glossary included in this
Proceedings as an appendix represents a collated and abridged edition of the
two previous versions.,

Details concerning the Workshop composition will be briefly summarized.
Interest in WMED was high as is indicated by the number of selected registrees
(~110), of whom 16 were foreign nationals representing 9 different countries.
Some of the foreign attendees came specifically for this Workshop. The
scientific mix was good (44% chemists, 24% physicists, 257 electrical
engineers, and 82 biologists or medical doctors) but, more important perhaps
for the excellent interdisciplinary communication achieved, was that about 70%
of the attendees individually had strong interdisciplinary backgrounds. The
employment mix between industry, academia, and govermment was also good,
corresponding to 30%, 35%, and 35%, respectively.

These Proceedings include the welcoming remarks by Dr. A.I. Schindler,
twenty-three planned papers presented by twenty-one authors, a manuscript
from Dr. S.L. Matlow submitted on time but not presented, the invited
after dinner talk of Dr. A. Berman, and all discussion (edited). Also
included are two special commentaries. The sequence of these Proceedings
follow the oral sequence with the exception of Dr. A, Berman's after dinmer
talk which was placed at the end of the Proceedings.

I am pleased to acknowledge the extended support and encouragement given
wme by Drs. W, Fox and N.L. Jarvis during the development of the concepts of
the chemical computer. Given my meager editorial abilities, I am also happy
to praise the cheerful natures and fine secretarial skills of Marilyn Williams
and Linda Hollingsworth as well as the proof reading capabilities of Dr. H.
Wohltjen. Drs. A. Snow and R, Colton also were generous in their support
prior to and during the Workshop. Thanks to the firm leadership of the Session
Chairman, the Workshop schedule was maintained whi’e the discussion was
stimulating and reasonably complete. The responsible chairmen are: A, David
Nelson (ONR); B, K. Wynne (ONR); C, Larry Cooper (ONR); D, Richard F. Greene
(NRL); and E, David C. Weber (NRL). Many valuable suggestions were also offered
the Organizing Committee, the other members of which are: Larry R. Cooper
(ONR) ; Neldon L. Jarvis (NRL); David Nelson (ONR); Hank Wohltjen (NRL); Kenneth
Wynne (ONR). ONR support for the Workshop made the printing of this
Proceedings possible: Contract #N0001481 WR10052. An abridged version will
be published by Marcel Dekker, Inc., New York,

Finally, I note that a survey held at the close of the Workshop was
enthusiastic in general and indicated another Workshop in 1% years would be
appropriate. Topics suitable for the next Workshop, beyond those noted above
as interesting problem areas, include: self-organizing and self-assembling
systems as aids to synthetic efforts; surface modification chemistry as a
modified inorganic Merrifield technique; and molecular switching species with
self-correcting coding capabilities.

Dr. Forrest L. Carter
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Workshop Participants at Coffee Break '

Fig. 1. The WMED participants enjoying the coffee break are Drs. Beverly
Giammara (Univ. of Louisville), Tsung-Ein Tsai (Standard 0il, IN),
Mark Ratner (Northwestern Univ.), Allen R. Siedle (MMM Central Res.
Labs.) and T.W. Barrett (Univ. of Tenn., Memphis)
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Fig. 2. Dr. Coe Ishimoto (1), of Japan's Sony Corp., talks shop with NRL
Chemist, Dr. Oh-Kil Kim.




Py e

T W A

Fig. 3.

Coffee Break (Con't)

Dr. Henry Benekirg (Germany) checks a map while Drs. Hank Wohltjen
(1) and Richard Greene (both of NRL) chat.

Fig. 4.

Dr. S. Managawa (HISL) contemplates the microprocessor controlled
model of a microtubule by S.R, Hameroff and R. Watt (Univ. of Arizona).
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| WORKSHOP ON 'MOLECULAR' ELECTRONIC DEVICES, % i
! OPENING REMARKS T
|
f 2
' 1
A.I. Schindler 1 {

Associate Director of Research
Naval Research Laboratory
Washington, DC 20375

Good morning ladies and gentlemen. One of my more enjoyable duties is ‘ 1
that of officially welcoming the many scientific and technical groups that ‘
meet under the auspices of NRL and ONR. It is a special pleasure to do so
today not only because the business of your meeting is very new and exciting,
as your abstracts indicate, but because many of you have traveled great
distances at a busy time of the year to share with us your excitement and
ideas in this new area of endeavor. So I especially welcome our very good
friends from the many countries that are represented here today.

-

I also have noticed your diversity in background as well as in interest;
accordingly, I also welcome you as physicists, chemists, biologists, !
spectroscopists, medical doctors and electrical engineers. But more
importantly, I welcome you all here as practioners of the new and exciting
field of 'molecular' electronics. The organizing committee and NRL staff
will do all in its power to assist you and make this workshop successful.

We are all familiar with the revolution in computer power as exemplified
by the hand-held computer. NRL recognizes that this workshop may lead to
another revolution of equal if not greater importance. While we are involved
in such DOD programs as VLSI, that is the development of high speed, very
large-scale integrated circuitry, this workshop may point the way to a quantum
jump advancement rather than just incremental improvements.

There are several additional reasons for being excited about this work-
shop. For example, using the concepts discussed here such as surface chemistry
and the self-assembly of molecules, with the concept of molecular sized
switches, it may be possible to make detectors for extremely small amounts
of specific molecules. Such novel micro-sensors for chemical analysis would
be extremely valuable both for military as well as industrial applications.

Artificial Intelligence is another area on which this workshop could
have an important impact. A machine which could do useful work with a minimum
of human guidance is of extreme use to the Navy for work in the deep sea and
other hostile environments. This workshop may ultimately lead to practical

Manuscript submitted September 23, 1981.

l‘,

§ ermane R

]
3
1

]

Y e "




3

e N A

YA

—

IR P ?anﬂ

~

memories with a density of 1015 bits per cc making possible machines with
learning capability. Another use might combine photosensitive surfaces with
data recognition processors using molecular switching.

Now it may interest those of you who are interested in communicating with
molecules and things very small that NRL has a long history in communication,
in a rather big way. One of the first technical groups here was involved in
radio communication. Thus, in the communication area we had experimental
radar on the Potomac River in 1937 and were the first to bounce a radar
signal off the moon. Perhaps you will see while you are at NRL the original
Radar dish that was involved in those first moon studies mounted on the roof
of the administrative building #43.

Thus, in the past, NRL has thought big about things big and now perhaps
it 1s appropriate to remember Nobel Laureate Richard Feynman's advice, namely
that there is "plenty of room at the bottom”. That was the approximate title
of an article in which Feynman proposed to have small machines making smaller
machines making smaller machines, etc.

I note that David Nagel of NRL has initiated a series of talks for a
quite different purpose under the title "Think Small”, in which "THINK" is
given in large letters and "SMALL" in much smaller letters. Accordingly,
in this spirit I not only extend our heartiest welcome to you but I invite
you to think BIG about Thinking Small.
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A-1 Invited Paper

THEQPETICAL AND EXPERIMENTAL STUDIES OF HEMIQUINONES
AND COMMENTS ON THEIR SUITABILITY FOR MOLECULAR
INFORMATION STORAGE ELEMENTS

A. Aviram and P.E. Seiden, IBM
Thomas J. Watson Research Center,
Yorktown Heights, NY 10598

M.A. Ratner, Department of Chemistry
Northwestern University,
Evanston, IL 60201

INTRODUCTION

The hydrogen bond is nearly unique in its range of energies (approximately
0.1 to 30 kcal/mol), its omnipresence in biological systems, and the variety
of species in which it occurs.(1l) One fascinating aspect of the hydrogen
bond which has received extensive study is the question of protonic motion.
In very short hydrogen bonds such as bifluoride (the F-H-F bond distance in
KHF; is 2.26 &), the proton moves in a symmetric single well with considerable
quartic character.(2) 1In longer hydrogen bonds, such as that in the formic
acid dimer (0-H~O distance of 2.73 &) the protons move in a symmetric double
well; that is, the double well is symmetric if the two formate (HCOO™) species
have identical, fixed geometries (rigid potential) or if they are allowed to
readjust their geometries completely for the various positions of the two
bridging protons (adiabatic potential).(3) The double-well cases allow for
localization of the protons on one side or the other of the double well, and
thus a double well potential can potentially serve as a memory storage bit.
Indeed, in DNA information is stored precisely this way, and motion of the
protons can lead to loss of stored genetic information.(4)

THE MODEL

The possibility of utilizing hydrogen bonds for "dynamic molecular infor-
mation storage" was proposed in a number of publications(5) and from a
slightly different point of view more recently.(6) A model system for molecules
with symmetric double well potentials is a hemiquinone. As defined previously
(5), hemiquinones are valence tautomers that have the unique property of
maintaining equal ground state energy in both tautomeric states while flipping
the dipole moment due to particle exchange. Fig. 1 illustrates a number of
hemiquinones with distinguishable forms indicated by Ia and Ib. Closer
examination of the two reveals that Ia and Ib are actually the same molecule.

i
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(d)

Examples of three hemiquinones.

0--H-N""N---H-0

0---H-N__N--H-0
CHo-(CH2)n-CHz-(CH2)n - CHp

QO H' N N H'--O
O-H---N N H-“OQ
H2 (CHo)n - CH2 (CHo)n - CHy

(c)
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One could obtain Ib from Ia by rotation of the carbon frame in space, or

by relocation of two protons simultaneously, with the carbon frame fixed

in space and the electronic wavefunction readjusting adiabatically. Therefore
we describe the two structures Ia and Ib as two valence tautomers(7) (note
that the valences of the redox pair interchange). The hydrogens that are
involved in the valence tautomerism are suspended in a perfectly symmetric
double well potential and are not completely localized in one particular well,
or in one part of the molecule, but migrate left and right, giving rise to an
oscillation of structures Ia and Ib. This resembles the familiar umbrella
inversion oscillation of ammonia(8) or other such systems. This pendulum
alternation of structures I is due both to tunneling penetration of the
hydrogens through the potential barrier of the symmetric double well potential
(9) and to activated passing over the barrier, although the actual motion is a
complex one involving changes in the heavier-atom skeleton as well as proton
transfer. For simplicity we shall use the term "tunneling” to characterize
the proton transfer rate process, both from tunneling and from activation.

The proposed operation of the device is as follows: Information is
coded in a binary form by allowing Ia = "0" and Ib = "1". To do so one should
be able to switch between the two structures at will, to recognize the
structure, and to have a system that, for practical purposes, oscillates very
slowly. In real space and time with an assembly of molecules oriented
parallel to one another and individual molecules that are prevented from
rotating around a perpendicular in-plane axis, the two tautomers become
distinguishable. In electric fields parallel to the long axis of the
molecules the symmetric double well potential is perturbed and becomes
asymmetric. '"Downhill" tunneling or trapping of the hydrogens would take
place leading to one particular isomeric structure. "Uphill" tunneling would
be energetically highly unfavorable, therefore for each polarity of applied
electric field only the "reversed" structure would be switched. We note that
the hydrogen motions that lead to interconversion between Ia and Ib also lead
to reorientation of the dipole moment of the molecule by 180°. This in turn
leads to a spike in the current in the external circuit, since the actual
structure resembles a capacitor. Thus, the switching is accomplished by
application of an electric field parallel to the molecular long axis and read
out by the presence or absence of a current in the external circuit.

In a "molecular computer” it is essential that logic operations be
performed on the same dimension and energy scale as that of the storage
elements; therefore we show in Fig. 2 a possible (or) logic circuit based on
hemiquinones, The operation of the circuit is as follows: When a potential
difference is applied across electrodes E3 and E;4, if a current is read
between E; and E7 it means that one and only one of the two hemiquinones in
the circuit has switched.

Clearly the notions presented above require critical examination and both
solid theoretical and experimental support. Therefore we have undertaken a
rough theoretical study of hemiquinone Ia with the following targets: the
potential surface of hemiquinone Ia; the motion pathway; the exchange frequency
(bit stability); the induced tunneling rate (read/write times); and some
experimental estimation of these parameters. The present preliminary
communication contains some rough estimates of these parameters.
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" ‘ Fig. 2: A logic circuit of hemiquinones.

) THEORETICAL STUDIES

Motion of particles in double well potentials has been treated successfully
in the past by the tunneling approach (4,8,9) and we shall adopt the ideas
that were developed for the treatment of such systems to estimate the expected

! frequency of oscillation vt of structures such as Ia and Ib. In actually
calculating a tunneling frequency, attention must be paid to the effective
dimensionality of the problem. We will use the term tunneling generally to
characterize the non-activated motion of the proton between the two minima.
One has to find out whether the motion of the protons is simultaneous or
consecutive. In the case of the simultaneous motion, the tunneling takes
place along one configuration coordinate of the moving hydrogens from their
corresponding oxygens. In this case, our problem would be effectively one-
dimensional. As the particles are displaced, the energy of the system rises
b to a maximum, and returns to the original value when the other equilibrium
T position is reached. Such a diagram is shown in Fig. 3a. On the other hand
1 ' in the case of a consecutive motion, one deals with a two-dimensional motion
along the coordinates of each O-H bond separately. The potential surface of
the system is then three dimensional and the two-dimensional projection is
shown in Fig. 3b. To predict the dominant mechanism is not straightforward.
One has to calculate the tunneling probability in each case separately and
assume that the higher probability motion is the operative one. A more
complicated issue is the separation of the tunneling motion of the protons
from the motions of the other nuclei. A Born-Oppenheimer separation of the
electronic and nuclear motions will be valid in these systems. & further
adiabatic separation of the motion of the nuclei into protonic and other
motions, and defining a potential for motion of the protons decoupled from
the nuclei (1,10), is generally valid only to lowest order.




>
2
&
=
-
2
o -a *+a

r(OH) BOND LENGTH

(a)

RELATIVE ENERGIES OF CALCULATED STRUCTURES

B G & S
o H. ..U _H._
B0 TP o \o H

LM2=113.8 kcal/mole EQp =

X

= 149 kcal/mole

£Q2

r(OH2)

H
EQ = LM1 = 113.8 kcal/mole
(b)
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two dimensional potential surface for hemiquinone I as represented
by the model molecule that was calculated.
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In the extreme of very strongly coupled motion, we can view the motion
of the protons as polaron-like (11), such that the bond length and angles of
all other nuclei readjust as the protons migrate between the minima. Although
physically it is clear that the protons in fact move and reajust more rapidly
than the heavier nuclei, the effective potential barrier height for tunneling
can nevertheless be that calculated for infinite coupling, since the protonic
jump should occur when the surroundings of the proton in the two wells become
equivalent via themal fluctuation. (12) The next question involves the actual
shape of the barrier. Numerous ab initio and semiempirical calculations of
similar systems have been performed. (1) Ady and Brickmann (3) investigated
the forgic acid dimer, and found a barrier of 59 kcal/mol with a full width
of 0.8 A for the coupled motion of the two protons. Graegerov (13) determined
experimentally a barrier of 63 kcal/mol for the quinhydrone system. Karlstrom
et al. calculated (14) a smaller barrier (12 kcal/mol) for the malondialdehyde
species, but this work, unlike the formic acid dimer study, did not allow the
other modes to relax, so this number is not the one relevant to the adiabatic
barrier; in addition, only one proton moves in that system; their calculation
treats the electronic structure properly, via configuration interaction with a
substantial basis. We have carried out calculations on the simple model mole-
cule shown in Fig. 3b. These were ab initio STO-3G and STO 4-31G calculatiomns
using the Gaussian 70 program of Pople and co-workers. The potential is quite

close to adiabatic: all C-0 and C-C bond lengths as well as the 0-H-O distances

and angles were varied for each position of the proton. This near-adiabatic
barrier height was then found to be 149.7 kcal/mol. This compares with the
value of 145.8 kcal/mol calculated for the same system by Wilcox (15) using

the MINDO 2 semi-empirical method.(16) These barriers are probably in error
due to the small basis sets employed and to the artificiality of the model
species, which is almost certainly unstable. A large error is introduced

by the single-determinant wavefunction, since proper description of the 0-H
bond dissociation will require some inclusion of correlation. Nevertheless,
these calculations do indicate that very large barriers to proton motion can
be attained in the limit of infinite coupling. This calculation also indicates
that the minimum-energy path is surprisingly the one on which the two protons
move consecutively rather than simultaneously. Thus the energy for the point
at which one proton is still in its original position but the other has moved
to the saddle point is 113,8 kcal/mol, notably lower than the symmetric barrier
to simultaneous jumping.

PREPARATION AND NMR SPECTRUM OF A MODEL HEMIQUINONE

To investigate the properties of hemiquinones, we have prepared the species

shown in Fig. 4 by the synthetic sequence given in Fig. 5. The NMR obtained
for this flexomer in chloroform solution is given in Fig. 6. If the feature
at 5.57 ppm is taken as due to exchanging protons, an exchange activation
energy of roughly 14.8 kcal/mol can be estimated. An EPR signal is also
observed; this may be due to oxygen reactions with the hemiquinone (17), and
more careful experiments, involving strictly oxygen-free conditions and both
proton and 13C NMR, are in progress.
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TUNNELING IN A DOUBLE WELL AND THE EFFECT OF AN ELECTRIC FIELD

The physics of tunneling in double wells is well understood. On the other
hand the electric field induced tunneling merits further consideration. The
influence of the electric field on the hemiquinone on the switching process is
such that the tunneling particles are initially found in the high energy well.
This resembles the case of & particle decay where a particle is caged in a
high energy potential well and tunnels into a lower energy continuum. Thus

the simjlarity of the two problems justified treating the tunneling due to the
electric field identically to a particle decay.(18)

Suppose we call Wy the tunneling rate in the symmetric barrier and W, the
switching rate in the asymmetric barrier. Then

- o —/2m A

ws 27

8 -=‘E/'v:st

and following closely calculations for o particle decay, (18)

W -Me_/ﬁAa-‘ﬁ/‘r
a 2w 8w

Here w is the proton vibrational frequency, Tgy and Tge are switching and
stability times, and A 18 the WKB integral

A= J' ' BV dx/h
x'

We want Wg to be small so that the memory element will be stable, but W, be

large to allow fast switching. A field of 106 V/cm changes A by roughly 20%
for the molecule in Fig. 3. Thus .
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and we have

W - o~V2m(A -A) _ ~/7m A

10+15 sec-l)

we

(w/2m

For the simple molecule in Fig. 3, W5 was calculated to be 10-2 sec-1 yhen a
barrier of the quartic form was assumed, the STO-3G results for the infinite-
coupling limit were used and no thermal effects were included. In performing
thege calculations, we have neglected the zero-point energy. We have also
parametrized the effective mass, which will be larger than the bare proton
mass, as is usual in polaron transport. (11) It should be noted that both the
tunneling frequency and the WKB factor are extremely sensitive to the shape of
the barrier and therefore the calculated Wg is merely an estimate of the
observable frequency. Using the preliminary NMR results for the hemiguinone

] : of Fig. 4, one obtains a transfer rate of roughly we~EA/kT = 104 sec-1.

it S ——

!

X The argument underlying our use of the infinitely-coupled adiabatic
potential for protonic motion in hemiquinone species such as that of Fig. 3
is based on a Franck-Condon like separation of the motion of the tunneling
proton from that of the other molecular motions. Then if the protons are to
jump they must do 80 in a geometry such that their energy is the same before

and after the jump.(12) This means that the lowest possible barrier would be

that found for the proton sitting in its highest-energy position but with

all other nuclei adiabatically relaxed. Physically, the Franck-Condon-like

picture implies that the relevant proton-transfer rate should be determined
by a combination of an activated process (to attain degeneracy of the protonic
states localized on the two sides of the double well) and a second process
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(site-to-site transfer in the activated, symmetric state) which has both
tunneling and activated components. This picture may fail due to dynamic
coupling of the protonic and oxygen motions (9), but it should constitute
a valid first guess.

The reasons for our calculating such unreasonably high barriers in proton
motion are not entirely clear, but there appear to be three principal causes,
the neglect of activation (cf. above) and the choices of molecule and of
method. STO-3G is rather good for near-equilibrium geometries, but the
radicaloid nature of the high-energy states in Fig. 3b puts severe demands
both on a one-determinant and on a minimum-basis calculation. Also, 1if the
transition states indeed have some radical (or at least strong delocalization)
character then they will require for their stabilization (that is, for short
switching times) a pi system, such as is found in the hemiquinones of Fig.

1.

It seems that for & = 0.2A; in the specles of Fig. 3 using the calculated
infinite-coupling barrier the electric field induced switching is far too slow
to be practical, but it should be mentjoned that A would probably be larger
when more polarizable molecules such as those in Figs. lc and 1ld are employed.
In addition, the proton coupling to the remainder of the molecule is probably
far weaker than we have assumed.

DISCUSSION

Hemiquinones have been shown to be bistable molecules with meaningful
interconversion rates. Although our preliminary calculations and spectra do
not yield an exact value of the barrier height of these flexomers, the rates
clearly can be put in the range 10+2-10+12 gec-l by proper molecular design.
The calculated result predicting the nonsymmetric transition state is of some
interest in itself, and is being pursued in our laboratories.

Both the hemiquinones studied are only initial test study species. A more
reasonable candidate as an information storage molecule is represented by the
imidazole derivative of Fig. lc. This collective system of four protons is
larger and more polarizable than other similar smaller molecules which have
been considered here. The collective systems have several advantages over
single protons--they are less susceptible to fluctuation (smaller Wg) should
be more environment-independent and may be easier to prepare. Furthermore,
such collective systems should have higher electrical susceptibility and,
therefore, should switch faster. Also, they are closer to the sorts of
hydrogen-bonded storage devices (ferroelectrics) which have been previously
investigated, but are unsuitable because of hysteresis and the materials
problems associated with macroscopic displacive phase transitions. The
collective effect of true ferroelectric systems (~1023 protons) will of course
be infinitely stronger than a simple molecular species such as that of Fig. 1,
but the essential properties of the ferroelectric, fast Tgy, and slow Tg,
should be realizable with properly designed molecular species.

Our conclusions thus far support the notion that hemiquinones are suitable

candidates for dynamic molecular information storage elements and call for
additional studies to further the understanding of these interesting molecules.
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DISCUSSION

Dr. Sandman: GTE - The situation you posed in your model compound
is actually a rather fascinating situation where you are asking different types
of noncovalent interactions to compete. In the hemiquinone calculation where
you are 140 kilocalories above reference, you are roughly one electron volt
above the geometry where you would have a pi complex. Do you feel that
that is a general feature of the type of calculation that you are doing?
Namely, is the pi complex in general going to be a more stable configuration?
The second question refers to your model compound, have you been able to
ohtain either an X-ray structure at room temperature or at lower temperatures?

Dr. Aviram: We felt that a charge transfer complex will cause the
barrier to be lowered, and because of the requirement of stability of each bit
that we had in mind, we wanted to avoid this complication, and therefore, we
deliberately designed a molecule, more specifically, the one that we synthesized,
to avoid a charge transfer complex. As to the other question that you asked me--
yes, we started doing an X-ray difraction analysis, and unfortunately as some-
times happens, the scientist passed away and the work was not resumed.

Prof. Marks: NW Univ. - Coming back to the experimental aspects, I
am fascinated by the variable temperature NMR spectra. I don't quite understand
what is going on there. Did you just try a simple dilution experiment to try
to segregate what is intermolecular from what is intramolecular?

Dr. Aviram: We did not do that. At this point, as I mentioned to
you before, the NMR experiments and the EPR enperiments are being resumed
at your university. Mark is supervising that.

Prof. Marks: It really is critical to be able to control the
structures of these species, and you could think of so many interesting ways
that those quinones can flex around and dimerize.

Dr. Aviram: Right. Perhaps we should go back and synthesize some-
thing that is much more rigid where these degrees of freedom do not exist.

Dr. Honig: Univ. of I1l. - The order of magnitude is somewhat
disconcerting. Is there any precedent for that in the ab initio calculations?
The second question is since the effect of the electric field you calculated
is of the order of, or is almost identical to the experimental barrier, of
what relevance is that calculation to anything? You are working with 13
percent on 140 kilocalories per mole. The total barrier is 14.

Dr. Aviram: Let's take the second one. What we were interested in
was to show that the electric field does have a handle on these molecules and
does lower the barrier. As I told you, these are not the molecules that we
intended for study of switching. We made these molecules for the sole purpose
of studying the motion in a symmetrical double well to confirm that in these
particular double well potentials the particles do migrate from one site to
the other. That was the sole purpose of the synthesis. If we were interested
in doing switching, we would have synthesized something which is much more
polarizable, much larger and on which an electric field has a much greater
effect. As to the first question on the ab initio calculation, factors of
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three and four are not something that hasn't been observed before. In our
lab, we have a researcher by the name of Silverman who is constantly doing
molecular calculations, and he told me that he obtains variations of this sort
routinely, so our results are not something peculiar to these calculations.

Dr, Ratner: NW Univ. - I would like to respond a little more to what
you said. Just to complete the response, two things--first, that 14.9 comes
from the interpretation of the NMR that Tobin Marks asked about, and there are
some problems with interpreting that spectrum. As he already indicated, it is
not clear exactly which species you are seeing. There is a process at 14.9, but
it is not clear what the process at 14.9 corresponds to this intramolecular
transfer. The second thing, of course, is the usual sort of hand-waving
argument. These are STO 3G calculations; we know they are wrong, and you must
include correlations, and probably a simple multi-configuration study is
adequate to do that. The third thing is; I think the slide on the NMR may
have been deceptive. The calcvlations that we were talking about were for
the model molecule without any conjugation. The 14.9 number comes from the
different molecule with aromatic stabilization. There you have a pi on each
side; one would expect the barrier to be considerably lower.

Dr. Shipman: ANL - You have used the temperature dependence of the NMR
lineshape to determine the activation energy for the exchange between two or more
hydrogen bonding environments. The 15 kcal/mole activation energy that you
have measured via NMR lineshape analysis suggests a physical process; in
particular, you could be averaging between two environments, one in which there
are two hydrogen bonds and one in which there are no hydrogen bonds. One
possible way to verify this is to place the molecules in non-hydrogen bonding
solvents; you should find that 5-7 kcal/mole per hydrogen bond are required
to break the hydrogen bonds between your molecules. In addition, you should
look at the C=0 stretching region in the infrared absorption spectrum and see
if there is a substantial amount of non-hydrogen bonded C=0 in your system.

The non-hydrogen bonded C=0 stretch will be at a higher frequency than the
hydrogen bonded C=0 stretch.

Dr. Aviram: You mean couple it with the infrared?

Dr. Shipman: Yes. It will give you some information in addition to
that contained in the NMR spectrum.

Dr, Aviram: Thank you very much.
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MOLECULAR MEMORY AND HYDROGEN BONDING

R.C. Haddon and F.H. Stillinger

Bell Laboratories
Murray Hill, NJ 07974

INTRODUCTION

Characteristic sizes of electronic components in computer hardware have
displayed a relentless shrinkage with the passage of time. While 10 cm might
be an appropriate length scale to describe vacuum tube equipment available in
1940, 10 ym spacings on semiconductor chips has become routine in 1980. Each
passing decade thus has witnessed reduction in linear dimension by a factor of
ten. By obvious extrapolation one concludes that 2020 will be "the year of
the nanometer", with computing elements reduced to the size of individual
molecules.

Does this kind of extrapolation make sense in useful technological terms?
Can single molecules actually serve as reliable computing elements? Intriguing
support for affirmative answers to these questions emerges from established
fact. Certainly molecular biology demonstrates by concrete example that
individual molecules (specifically DNA and RNA) can serve as information
storage, replication, and transmittal media. But iInformation processing in
the regime of molecular biology is notoriously slow, perhaps having had no
evolutionary compulsion to be otherwise. Furthermore it is chemically uncertain
that the class of compounds produced and selected by terrestrial chemical
evolution could ever become substantially more rapid, efficient, or versatile
by conservative structural modifications. Fortunately synthetic chemistry
offers a much wider set of opportunities, one aspect of which we explore in
this paper. Another approach, based on photochemical hole burning, has been
previously explored. (1)

If indeed some part of computer technology is headed for the molecular
regime it is time to turn creative intellectual effort in chemistry and
physics to the question of how best that can be achieved.
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TAUTOMERISM AND SWITCHING

The fact that many molecules can switch between alternative tautomeric
forms may provide a phenomenological entree into the desired novel technology.
In particular many cases are known involving intramolecular hydrogen atom
shifts between alternative binding sites (potential minima). An elementary
example is provided by glycine, the simplest amino acid, as it transforms
between undissociated and zwitterionic forms:

+. -
NH2 —CHZ—COOH<::? NH3—CH3——COO

5-Methylpyrazole also exhibits a tautomeric hydrogen shift in a manner that

ohviously couples to the pi electron (double bond) character of the molecular
skeleton:

Me Me

AN e

One suspects that switching speeds under appropriate conditions could be
extremely fast for protons, perhaps in the subpicosecond range, owing to the
small mass of that particle. But protons alone are not interesting in this
respect; chemical groups such as methyl or trimethylsilyl could perform with
competitive speeds provided that the distance to be traversed were sufficiently
small. In any event, for information storage applications it is necessary to
have the binding sites inequivalent and separated by a sufficiently high
potential barrier so that neither tunneling nor thermal fluctuations can
inadvertently switch the molecule from one state to the other. Switching

should occur only under external control as by application of a suitable
light pulse.

Figure 1 schematically illustrates an ideal situation for photochemical
switching. It shows three potential energy curves versus a proton positional
coordinate. The lowest curve (a) corresponds to the electronic ground state
and exhibits two inequivalent minima labelled "state 0" and "state 1"; these
are the tautomeric alternatives. The upper two curves (b,c) are a pair of
excited electronic states that afford opportunity for switching. Since the
ground state is asymmetric so too will be these upper states.

It is an established experimental fact that electronic excitation can
drastically alter shapes of potential energy curves. In particular the
relative binding strengths of alternative sites can be reversed, and barriers
reduced or eliminated. For the hypothetical example in Figure 1 we have
permitted the excited states to show such alteration and to tip respectively
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Fig. 1: Idealized photochemical switching scheme for molecules exhibiting
inequivalent proton tautomers.
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right and left.

Optical switching from state O to state 1 is initiated by irradiation at
frequency v(0—>1). This induces a vertical transition to the lower excited-
state curve, yielding a vibrationally excited molecule in accord with the
Franck-Condon principle. Vibrational relaxation on this upper curve changes
the mean value of the proton's x coordinate to conform to that of state 1,
roughly. Fluorescence decay then returns the system to the ground-state curve
but now with the proton switched. The protonic itinerary is traced out by the
sequence of three solid arrows.

The inverse process whereby state 1 is photochemically switched back to
state 0 requires the higher excited state, but it is otherwise similar. The
dashed arrows indicate the corresponding process which is initiated by
radiation with frequency v(1—>0). Generally v(0—>1) and v(1+0) would be
distinct on account of the basic asymmetry involved, so that the direction of
photochemical switching could in principle be controllable. A current photo-
chromic memory system advanced by Heller (2) operates effectively at room
temperature by virtue of its holographic basis; the spectral demands in the
present context would probably require elimination of absorption band overlap
by cooling to very low temperature. (1)

The simple situation just described may in real applications involve
considerable complication. It may be necessary to consider only weakly
allowed electronic transitions in order to allow enough time to elapse in
the upper states for the requisite vibrational relaxation to be effective.
This would imply either weak absorptions, or intervention of intersystem
crossings to yet other potential curves. However these details do not as a
matter of principle eliminate the possibility of photochemical switching.

What we have just described in rudimentary fashion is a passive storage
medium for informatior encoded in binary form. The difference in spectral
absorbance for the tautomers offers the means to read out a stored message.
The important question of whether one can address single molecules is an
independent issue which we must leave aside for this presentation.

COUPLED SWITCHING

Figure 2 illustrates the fact that two (or more) tautomeric shifts can
occur within the same molecule. Since both labile units (L) interact with
the electronic structure of the entire molecule there inevitably exists a
coupling between them. The excitation frequency required to switch one group
depends on which state the other group is in, and vice versa. Such coupling
provides the opportunity to perform information processing within a single
molecule.

Let x and y represent the coordinates which describe motion of the two
labile units. We are now concerned with energy surfaces in the two-dimensional
x,y space and how they might serve for selective switching. 1In analogy with
the preceding case of Section 2 we write the following expressions:
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Fig. 2: Coupled shifts of labile groups (L) within a single molecule. The
functional group indicated by R is present to induce asymmetry. ;
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E  (xy) = Eal(X) + Eaz(y) + F (x,y)
B, (x,y) = E N0 + E2(y) +F, (x,%)

E,Goy) =BG + B () + Fy(x,y)

E_, G,y = E () +E2() + F_ (x,y)

Eac(x,y) Eal(x) + Ecz(y) + Fac(x,y).

The first stands for the electronic ground state and the four that follow are
excited states. The single-variable functions Eal, Ebl, and Ecl represent for
the x unit the type of curves illustrated earlier in Figure 1; Eaz, Ebz, and
Ecz are the corresponding (but not identical!) functions for the y unit. The
Fij give the coupling energles between the units.

The two excitation frequencies v(0+1) and v(1+0) invoked in the previous
discussion for a single tautomeric unit will now split into four frequencies,
depending on the state of the other unit. The need to eliminate absorption
band overlaps by cooling becomes an even more stringent matter in this case.
We might denote the four resulting frequencies for switching the x unit by

v(0+1,0), v(0+1,1), v(1+0,0), v(1+0,1)

wherein we adhere to the convention that one '"variable” denotes the switching
event and the other denotes the state of the unit which remains unchanged.
Similarly there will be four more frequencies

v(0,0+1), v(0,1+0), v(1,0+1), v(1,1+0)

for switching of the y unit. We shall presume that all eight frequencies can
be rendered sufficiently distinct that they can be used in any sequence to
effect the desired switchings.

We now observe that adroitly chosen irradiation sequences permit a
rudimentary form of information processing to be carried out intramolecularly.
Starting from any one of the four binary states (%,¥) = (0,0), (0,1), (1,0),
or (1,1) it is possible to set X and § both équal to the maximum of ¥ and ¥,
or to the minimum of X and §, or one to the maximum and one to the minimum.
The respective irradiation schemes are shown in Figure 3.

Unfortunately, it is not possible to carry out all binary operations with
two-unit molecules. Three interacting units in the same molecule (see Figure
4) are required in order to carry out addition and multiplication functions
for the binary codes carried by two of the three. Figure 5 indicates a five-
pulse sequence that simultaneously yields the binary sum (modulo 2) and the
product (i.e. logical "and") for the numbers initially borne by two units.
Using the foregoing ideas the reader should be able to discover schemes for
generating other binary logical operations such as "or", "nor", and "nand".
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Fig. 3: Irradiation sequences to carry out binary operations within single |
molecules bearing two labile units. !
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Fig. 4: Molecule possessing three labile units (L), with respective

coordinated x, y, and z. The chemical groups Rj....R4 induce the
necessary asymmetry.

(%,Y,2)
000 000 000 000

010 y(11,0~1) 010 p(1—0,41) 010 y(0—1,10) 110
100 ———™ 4100 T ™ 100 T ™ 100

{10 111 o1 o111

000 000
v(1,1~0,0) 100 po1,1—0) 100

> 100 100

ot 010

(X)+(Yy) (mod 2)—j I—— (X)-(y)

Fig. 5: Irradiation pulse sequence applicable to a three-unit molecule which
effects sum and product operations.
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It is not our purpose here to belabor the point. It is important to realize
that there can be "smart molecules' capable of carrying out their own infor-
mation processing in situ. With this concept as a backdrop it becomes crucially
important to mount careful investigations of the potential energy surfaces in
molecules exhibiting tautomerism. Comprehensive and precise understanding of
these surfaces is an obvious prerequisite to the synthesis and use of "smart
molecules"”.

STUDIES OF HYDROGEN BONDING IN 9-HYDROXYPHENALENONES

As an approach to the preceding ideas we have mounted an in-depth
investigation of a class of compounds basei on 9-hydroxyphenalenone (1l). The
parent (1) has now been extensively studied and shown to possess a strong
intramolecular hydrogen bond

TV L LT W e e

OH\ O.-'H\

oo 0 0

O_O OOO 0‘00

{ { 2 3

The first question we addressed for this molecule concerned the nature
of the ground state potential surface with respect to proton motion between
the two (equivalent) oxygen atoms. In particular, we wished to determine
whether this surface was of the symmetric double (Cg) or single minimum (Cyy)
type (Figure 6).

ESCA studies by Brown (3) showed that on the relevant time scale (10-16
sec) 1 possessed chemically inequivalent oxygen atoms (Figure 7), thus
demonstrating that 1 is characterized by a double minimum ground state in the
] gas phase. Deuteron quadrupole coupling constant (DQCC) studies by Jackman (4)
{ gave the same result for the solution state of the molecule. Figure 8 shows

the DQCC's of 1 and its dihydroderivative contrasted with the value found for
the symmetric hydrogen bond in the phthalate anion. An earlier X-ray
crystallographic study by Svensson and Abrahams3»>6 had found a Cpy structure
! for 1 (Figure 9), but this is presumably due to the time scale of the
' exper iment rather than the intrinsic symmetry of the molecule: the 0...0
separation which was found in this work is characteristic of a strong hydrogen
bond in a double minimum potential. Finally, a theory (7) based on the second-
order Jahn-Teller (SOJT) effect provided a satisfactory rationalization of the
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Os BINDING RELATIVE
ENERGY (ev) AREA
539.23 1.0
536.64 0.99 £ 0.03
Fig. 7: ESCA chemical shifts for 9~hydroxyphenalenone (1) in the gas phase
(from Ref. 3).
0 0
o) /0 0o P Py
H H O*~H-0
190 £ 7 KHZ 1412 1 KHZ 72 £ 2KH2
Fig. 8: DQCCs (kHz) in chloroform solution (from Ref. 4).
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nature of hyvdrogen bonding in the ground states of 1 and conjugated organic
molecules in general, and is consistent with double minimum character.

At this point we turned our attention to the nature of the excited state
of 1 and the relationship of the ground and excited state potential surfaces
along the proton transfer reaction coordinate.

The results of the fluorescence electronic spectroscopy studies by
Brus (8) are embodied in Figure 10. It may be seen that the potential barrier
for proton migration in the excited state is less than a third of that in the
ground state. The ground state tunneling splittings (A) are found to be

1-h = 130 cw~l and 1-d = 10 cm-l, which lead to tunneling times (T) of: 1-h =

0.13 psec and 1-d = 1.7 psec (assuming coherent oscillation of the nucleus
between potential minima). The excited state tunneling times (T*) are found
to be: 1-h = 0.02 psec and 1-d = 0.09 psec.

Recent studies (9) of the unsymmetrical 2-methyl-derivative (10) (2) have
shown that the potential minima are split by ~200 em~l in this compound. This
splitting is sufficient to substantially localize the nuclear wave function
in the ground state of 2, but not in the excited state. Studies on related
molecules where the asymmetry is more pronounced (such as 3 (11)) are
currently in progress.

The work to date has allowed a fairly complete characterization of the
potential surfaces of 1 and related compounds. Proton transfer via tunneling
has been shown to be very fast in these compounds. It seems likely, however,
that a more massive group will have to be substituted for the proton if usable
memory phenomena are to be observed in these compounds. The trimethylsilyl
derivative of 1 (12) has been shown to possess a ground state potential
barrier of the same order of magnitude as that found in 1, and may be useful
in this connection.

The synthetic effort to produce these molecules, and the experimental
studies thus far devoted to their spectroscopic characterization, constitute
only the beginning of a long term project. We expect in the near future to
expand the set of available tautomeric molecules, to improve the state of
knowledge of their ground and excited state potential surfaces, and to
examine quantum yields for photochemical switching. Only by concerted effort
in all these directions will materials be identified with acceptable
performance as molecular memories.

"Fig. 9: X-Ray crystal structure of
9-hydroxyphenalenone (1) with
bond lengths (A) (from
Ref. 5).
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DISCUSSION

Dr. Shipman: ANL ~ If you have tunneling back and forth between
two wells in a picosecond or so, how are you going to keep the bit tripped
in the state where you want it? Unless you have a computer that can carry

out a calculation in much less than a picosecond it 1s not going to do you muct
good.

Dr. Haddon: I think ultimately to retain the integrity of the

information, one 1s going to have to go to a more massive mobile group such as
trimethylsilyl.

Prof. Ratner: NW Univ. - That structure that you have, involving
essentially a 2.5 A hydrogen bond, is very reminiscent of the old work that
Rundle did. 1In systems where he replaced hydrogen with the deuterium, not
only did the hydrogen to oxygen distance change, but the oxygen to oxygen
distance also changes in those cases by as much as 0.0l to 0.06 %. That can
result in essentially a completely different spectroscopic characterization.
Have you determined the deuteride structure, too, or just the proton structure?

Dr. Haddon: Just the proton structure. Are you suggesting that the
structures would be significantly different?

Prof. Ratner: Yes. There are a number of well-documented examples.
The standard one is something called chromous acid.

Dr. Haddon: Right. Of course, 9-hydroxyphenalenone is a constrained
4 system.

Prof. Ratner: So are those, or some of them. The chromous acid is
not, but 1 think oxalic acid was the same sort of thing.

i Dr. Haddon: We have studied the 9-butoxy. The hydrogen is replaced
with a butyl group so that the hydrogen bonding is removed, and we find that
the oxygen-oxygen separation opens up from 2.49 to approximately 2.64 R, so I
i don't think that there is a great deal of flexibility in this system.

| Dr. Siedle: 3M - During the analogue of the system, the phena and
hydrogen pentazene system, 1f the nature of the constituents are high powered,
there may be a charge transfer. It would be interesting to speculate. If you
start moving those hydrogens that are now bonded to nitrogen instead of
oxygen, there might be a significant change in the optimal spectrum.

Dr. Haddon: Yes.
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INTERGROUP ELECTRON TRANSFER, BACK ELECTRON TRANSFER, BACK TRANSFER
QUENCHING, AND RELAXATION PROCESSES

Ron Kosloff
Department of Physical Chemistry, Hebrew University, Jerusalem, Israel

Mark Ratner
Department of Chemistry and Materials Research Center
Northwestern University, Evanston, IL 60201

ABSTRACT

For use as switching devices or as photoelectric energy converters, molec-
ular systems must be susceptible to control of the back electron transfer
rates. 1In natural systems (photosynthetic reaction centers), the back
transfer reaction is at least 10’ times slower than the downhill electron
transfer process, but the precise roles of the quinones, chlorophylls, iron
atoms, and pheophytins in controlling these relative rates are poorly
understood. We focus on a much more narrowly defined theoretical problem:
how to calculate rates of electron transfer between localization sites in a
generalized molecular crystal model.

The model system which we consider is then one with two electron localiza-
tion sites linked by a bridge (thus providing both through-~bond and through-
space interactions). The localization site is coupled to local vibrons
through both linear (Frohlich-type) and quadratic (frequency-change) terms.
This is a variation of the Holstein molecular crystal model. It is clear that
a fourth timescale (other than those fixed by the vibrational frequency, the
electronic coupling term, and the barrier residence time) must enter into the
problem and that this relates to the relaxation processes which occur on the
localization site. Once the electron has been localized at one site, it will
(within the simple molecular crystal model) continue to undergo multiply
periodic motions. Thus the back transfer rate, within this model, will be
identical to the forward transfer rate. The achievement of switching or of
photoelectric conversion is thus critically dependent upon a relaxation pro-
cess, which must intervene so as to prevent the back transfer. This relaxa-
tion may be provided, for example, by diffusion, by electron energy decay in
bent bands, by rapid intramolecular geometric changes (such as proton
tautomerism) by strain release or by allosteric interactions,

Our calculations are performed using a semigroup approach to reckon the
relaxation effects. This has several advantages over more commonly used
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decoupling approximations: it is not dependent upon the assumption of weak
coupling, it can include very high-order relaxation processes, and it is
formally correct even when relaxation effects are stronger than the mixing
terms in the molecular Hamiltonian.

Some of the results of our calculation are not unexpected: when relaxa-
tion is ignored, the Robin/Day model valency classifications and the
Goodenough criterion for delocalization are recovered. Simple choices of
relaxation widths reproduce the intervalence transfer line shapes given by
Hush, More generally, however, we predict structure in the intervalence band
and, more strikingly, in the vibrational bands. The dependence of these shapes
on temperature, frequency, and coupling strength is derived straightforwardly.
The Robin/Day classification must be broadened to include relaxation effects,
and we can explain how systems may vary from Robin/Day II (partly delocalized)

to Robin/Day III (fully delocalized) as a function of solvent, surrroundings, or

temperature, Finally, and most suggestively for the purposes of this meeting,
we can derive criteria for when the back-transfer process will become negli-
gible; essentially what is required is relaxaticn slow enough to permit

some transfer, but fast enough to damp the periodic motions effectively.

I. INTRODUCTION: THE ROLE OF BACK-TRANSFER PROCESSES IN QUENCHING

For use in molecular device applications, we require molecular species
which exhibit either a charge-transfer or an energy-transfer process which can
be controlled selectively. We will be concerned here primarily with electron
transfer and photoexcited electron transfer processes, though similar phe-
nomena and similar theoretical problems are encountered in proton transfer
systems [1-3]. Although their application to switching devices ("rectifiers")
remains uncertain [3,4], ground-state intramolecular electron transfer pro-
cesses have elicited a great deal of experimental and theoretical study [5-9]
in both biochemical [10] and chemical species, and a good deal is now known
concerning the relevant transfer rates. Even more recently, a significant
literature has been developing on the subject of excited-state electron
transfer phenomena, first because of their role as quenchers of photo-excited
states [11], and later because of their application to photovoltaic and photo-
chemical energy conversion [12-14]. Both the rectification and the photo-
conversion applications lie clearly within the purview of this conference, and
both can be vitiated if the back transfer event is not either eliminated or
significantly reduced.

As an example, consider [4] the schematic rectifier circuit of refereace 4;
if the transfer event through the barrier between the acceptor (A) and donor
(D) ends is fast enough, the molecular orbitals appropriate for discussion of
electron transfer between an external circuit and either D or A ends will be

linear combinations of the A and D local orbitals, and no rectification pro-
perty will occur.

Similarly, Gratzel and co-workers [12] have investigated the photolysis of
H,0 in a sensitized system containing methylviologen and ruthenium tris

bipyridyl: they peint out that "if the chemical potential of A” and D* is to
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be used in subsequent fuel-generating proceses, it is mandatory to prevent or
retard the energy-wasting back-reaction". We review their chemistry in
equations (1-5):

hv

st + ouvtt —» s*** . owvt (1)

4s**t + 28,0 —> 45** 4 4H* + 0 (2)

4CMV* + 4H)O —> 4CMV** 4+ 2Hy) + 4OH™ (3)

4s*** 4 4oVt + 200 —> 48*Y 4 20, + 4CMVF 4 0 (42)
mo Y 2m, + 0, (4b)

sttt ¢ oyt —> s** + cMv*t spoiler (5)

The sensitizer S** is Ru(bpy)3++, while CMV is a methylviologen. The photo-
excitation process (1) produces ionic species which (2,3) have proper redox
potentials to oxidize and reduce water; the overall process starting from the
photoexcited state (4a) splits water in going to the ground state, while the
overall cyclic reaction (4b) is simply catalyzed photolysis of water. But if
the backtransfer reaction (5) is not considerably slower than (2,3), the
photolysis quantum yield will be small.

Experimentally, a number of techniques have been suggested to reduce the
interfering back-transfer rates. For ground-state electron transfer systems,
these have stressed the nature of the "tunneling barrier" between D and A,
either in isolated molecules [4-9] or in monolayer assemblies [18]. 1In photo
transfer, a number of rather specific schemes have been suggested, mostly
involving phase barriers, and including the use of vesicles [14], micelles
[18], chemical interception [17], monolayer assemblies [19,20], electrode
processes [16], and even rapid reorientation [3]. From a theoretical view-
point, the first group of schemes (barrier manipulation) can be thought of as
a variation in the off-diagonal (mixing) matrix element between the two
localized orbitals [5-9], while the second group (interception of the
initially-transfered state) corresponds to an irreversible relaxation process
which the transfer state undergoes. Although a great deal of theoretical
effort has been expended in examination of the role of the mixing term [7],
very little has been devoted to the relaxation effect [21]. The present paper
examines how relaxation can affect both the transfer rates themselves and the
experiments which probe them, particularly spectroscopic studies [6]. The
relaxation processes introduce into the problem a fourth timescale beyond the
three which occur in the usual polaron theory of electron transfer and in so
doing they totally change the theoretical decription, just as they totally
change the experimental behavior.
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I1. THEORETICAL DESCRIPTION OF TRANSFER DYNAMICS: CLASSIFICATION AND MODEL

The rates of intramolecular electron transfer have been addressed largely
in the same language as intermolecular transfer {22]), and while this should be
appropriate in the case for which the rates are relatively slow, the more
rapid process involved in average-valency systems requires a more general
discussion including so-called nonadiabatic effects [22,23). A useful classi-
fication was originally put forward by Robin and Day [5,24] in considering
mixed-valency species. They defined class I compounds as those in which the
two types of a given ion have distinct, different valence states, such as the
two Ga species (Galll jn tetrahedral gsites, Gal in dodecahedral coordination)
in GaCl,. Class II behavior is exhibited by species in which the sites are
similar but distinguishable; an example is provided by the two Sb sites in
Cs,SbClg, and these are properly called mixed-valent. Class IIT systems do
not have distinguishable valence states; all ions behave identically, and the
correct description is in terms of average valence. A standard example is
provided by Krogmann's salt KZPt(CN)ABr_3-3ﬂ20, although several others of the
charge-transfer reduced-dimensionality conductors are perhaps best thought of
as average-valent [25]. A number of experimental probes have been used to
study the mixed-valency species, and although class I materials are easily
distinguished, the distinction between classes II and III is more difficult,
and has been subject to a great deal of discussion [26]. The mixed-valence
problem is highly appropriate for a discussion of back-transfer and molecular
device applications, since if effective class III behavior obtains, the redox
potential of the molecule will be isotropic and no rectification can be
obtained (analogously, for proton transfer, a class III situation would
correspond to the proton entirely delocalized along the A-H---B bond, as
apparently occurs for most "strong" hydrogen bonds) [27]. For the rectifi-
cation problem, then, we require a theoretical characterization in terms of
the rate of intramolecular electron transfer [4]. For the excited back-
transfer photoconversion devices, on the other hand, the transfer process is
generally intermolecular, and simple joint diffusion of D* and A~ can provide
the needed relaxation. (An alternative description of the transfer process
can be given in terms of a pseudo-~Jahn-Teller effect, in which localized sites
are mixed by vibronic coupling. This model has been applied both to the
electron transfer [23) and to the proton transfer [28) problems, but the
important effects of relaxation have not been included.)

Experimentally, these transfer rates can be measured in favorable circum-
stances [29,12], but it would be very useful to have a theoretical construct
which both predicts the transfer rates and relates them to experimental quan-
tities which are easily measured (vibrational spectra, photoemission,
Mossbauer, magnetic resonance) [26]. We would also like to use the theory to
help design the components of a rectifier or photovoltaic/photochemical device
pathway by pinpointing which characteristic parameters determine the transfer
rates. In a typical experiment, for instance, Tom and Taube examine [6] the
infrared behavior of [(NH3)5RuNCCNRu(NH3)5]*5, he C=N_stretch, which is seen
at 1960 cm~! in the Rull species and at 2330 cm™* in Ru I, is measured at
2210 cm™! in the mixed-valent bisruthenium complex, and this was used to argue
{6] that the species is of Robin/Day Class III, since the electron is delcca-
lized on a timescale of (Aw)~! ~ 10713 sec. This sort of argument is attrac-
tive and is often valid, but it can be misleading, since full delocalization
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cannot be distinguished from rapid transfer between truly distinct sites
simply by observation of the lineshape, and since relaxation effects can pro-
duce an averaged lineshape even in weakly mixed systems. 1In iron acetates,
for example, recent work by Brown [30] shows that the Mossbauer line narrows
from that corresponding to distinguishable sites to that of average valency as
the temperature is raised. We should like our theory to treat the thermal
effects on the transfer rates as mirrored in the lineshape.

From the viewpoint of molecular device design then, a theoretical descrip-
tion which includes relaxation, transfer, and vibronic coupling should permit
the prediction of device characteristics (such as I/V characteristic {[4] for a
rectifier or the photoconversion quantum yield for a photoconverter) in terms
of simple parameters characterizing the molecular subunits and surroundings.
Although several theoretical discussions are available [7-9], they have not
included relaxation properly, and therefore cannot correctly describe either
lineshapes or the effects of the surroundings (and such important experimental
variations as traps, micelles, or electrodes) on the transfer processes. We
therefore give here a very simple model description for the transfer of an
excitation in a homonuclear mixed-valency-type system (it could, for instance,
describe optical transfer in bisruthenium systems or in oligomer subunits of
one~dimensional conducting polymers or be slightly generalized to include site
inequivalence, forward and backward currents in a rectifier molecule),.

Our theoretical discussion of back~transfer rates then must include the
local site energies of the electron or hole, the tunneling interaction between
D and A sites, the vibrational motion of the ligands about a localization
site, the local trapping of the valences by geometry changes in the coor-
dination sites and local selective solvation, the changes in frequency about
local sites caused by variation in effective charge as electrons transfer, and
the relaxation processes which interfere with back~transfer. Adopting a one-
orbital localization site model which is assumed coupled to one local vibra-
tion, the molecular hamiltonian to describe transfer may be minimally reduced
to

H = Ho) + Hyjp ¢+ Hcoup (6)
He = E50,% + EpTg® + t(og"op™ + opto,7) (7
Hyip = (ba+ba + 1/2)08 + (bb+bb + l/Z)Qb (8)

Heoup ™ Ya%®(ba® + by) + 1y0,%(bg*b,)
+ chbz(bb+ + bb) + “b"bz(bb*bb)' 9)

Here the electronic states on D,A are limited to two, so that the motion of an
electron can be defined by spin operators. Constant terms have been omitted
from (9), in which 0,2 measures the number of excited electrons at site a,
while 0,% promotes an electron from the ground to the excited orbital at site
a. The second term describes the motion of an exciton (or of an electron in
the excited state) between site a and site b, The parameter E, is the
HOMO-LUMO energy difference (roughly the optical excitation frequency) at site
a, and the parameter t measures the strength of the tunneling interaction
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between a and b; if it is much greater than y, /Qa' one expects the exciton to
be delocalized (in the absence of relaxation) [9,31]. Thus H,; models an
excited electron hopping between two localized excitation sites. The vibra-
tional frequency at site a is Q,, and the operator ba+ creates one quantum of
vibrational excitation at site a. The coupling term proportion to y, is the
Frohlich linear electron-vibron coupling [32] which is responsible for
metallic registivity; it is proportional to the population of excited
electrons at a given site times the vibrational displacement at that site, and
is responsible for the Stokes spectral shift. Finally, the u, term describes
the change in the vibrational energy at site a due to the presence of the
excited electron. For hexammineruthenium, & is roughly 440 em~! and

u, roughly 60 em~ 1,

(One major failing of the model (6) is that the electron density is never
considered fixed on the tunneling bridge. There is experimental [6] and calcu-
lational [23] data indicating that in several Robin/Day II or III binuclear
metal complexes the electronic orbitals can contain significant contributions
from the bridge. Under these conditions, a more complex four-site or five-
site model is useful [23]).

The hamiltonian (6) is closely related to the usual Holstein~-Frohlich
molecular crystal model for electron transfer [32]. Generally one expects
[9,31] localization for Y2/Q »> t, delocalization for t > v /n and
Robln/DBY II behavior for Qt =~ ¥y But such predictions can be very signifi-
cantly altered by inclusion of relaxation phenomena.

ITI. RELAXATION EFFECTS. LINESHAPE FORMULAS.

The theoretical problem involved in the characterization of the relaxation
processes is straightforward: since relaxation processes generally do not
conserve the value of the energy in the hamiltonian subsystem (such as the
two-site model of [6]), their effects must be reckoned differently. Although
there exist a number of ad hoc or weak-coupling-limit procedures for including
the effects of relaxation, the treatments of electron transfer usually neglect
such terms entirely. There exists a rigorously correct method for calculating
relaxation effects, which is based on a semigroup formalism and was first
developed by Sudarshan [33], it is described more completely elsewhere
[21,34). 1f the relaxation process couples linearly to a (linear or
nonlinear) hamiltonian variable V of the system, a relaxation time dependence
is introduced, and the equation of motion for the dynamical variables
becomes:[21)

= {[H,X] + g{vxv* - 1/2[w*,x],} , (10)

Al

where the first term is the ordinary Heisenberg evolution and the second term
is the relaxation contribution; the parameter g is a strength which is non-
negative and can be evaluated in certain limits [21].
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Equation (10) gives the dynamical behavior which will characterize
experimental measurements of the system. The vibrational lineshape I and
intramolecular electron transfer rate k are given from linear response theory
by [35]

1(w) = Ref:exp ~iwt <a(t)a(0)> dt (an

k = f:<&a=(t) aaX(0)> dt, (12)

where the brackets indicate thermal averages and dots mean time derivatives; m
is the dipole moment operator, which (if we neglect electrical anharmonicity)
is proportional to vibrational displacement, Formally, then, we need merely
solve the equations of motion (10) to find the correlation functions (11,12)
for the model of (6). We take m proportional to b* + b, so that I(w) can be
found from solving for b(t).

The equation of motion for b, however, will involve higher-order operators
on the right side, and the exact dynamics of the system [6,10] then becomes
an infinite set of coupled equations. For simplicity, we assume that the
relaxation process is caused by terms which couple linearly to the vibron

. + . . + +

displacement (b™ + b) and to the excitation operators o4~ ,0p~ (the former
might correspond to a solvent quenching, and the latter to a redox process of
the type indicated in eqns. (2,30). Under these conditions, the relaxation
parts of the equations of motion are

brer = Tp

Ly B 0

Brel = ljp(atB)ot

where the parameters a,f,I' relate to the strengths of the relaxation processes.
To solve for b, then, we perform an approximate decoupling in the vibron
manifold:

This decoupling is consonant with the thermal character of the vibron average.
With the decopuling (and, for simplicity, ignoring the linear coupling y terms
of (6)), the equation of motion for b, becomes closed in a space of six
operators: by, ba0,%, b0,t0p", ba9,"0p*, bgOpZ, ba0,Zop%. This set of six
linear coupled equations of motion can be solved by Fourier inversion and
matrix diagonalization techniques, the details are given elsewhere [34].

IV. RELAXATION EFFECTS, LINESHAPES, AND REMARKS
We have solved for the lineshapes I(w) using the procedures outlined
above, and present some of our computed lineshapes in figure 1. Be-ause of the

truncation (13), only gix operators enter the equations of motion, and one
expects at most six peaks in the vibrational lineshape. The problem is

38




— .

AR

%

Oy -

Fig. 1. Computed vibrational lineshapes, from (6,10). The splitting of the
vibrational fundamental in (a) is due to the u coupling of (9). It collapses
into a single line in (b) due to rapid exchange (the parameter t has been
increased by a factor of 8), but exhibits comparable narrowing in (c) due only
to relaxation (a,B were increased by a factor of 100). This can be
distinguished from simple vibron lifetime broadening which is shown in (d),
where T' was increased by a factor of 10. 1In (e), the p has been increased by
a factor of 2 and (a,B) decreased by a factor of 10, compared to (b); it shows
the full six-peak feature. Parameters for (a): E =1, @ = .3, u= 04, t =
.01, T = ,005, a = 8 = ,0001, T = .003.
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characterized by the parameters Q, E, t, u, T, T, a, B; we choose a,B via
a,8 = 15(T)5/2(1texp -0/T),

where the T°/2 is a state density factor and 1, is a strength caused by relaxa-
tion processes of the excited electron. We present here some lineshapes for
the model coupled-exciton problem; transfer rates for this system, as well as
for the more interesting linearly-coupled electron transfer (rectification)
problem will be published elsewhere [34].

The lineshapes show several interesting features., When t is very small,
the central line about the frequency R splits into doublets at Qtp/2, for T <K
E; this is the frequency shift caused by the electron localization, and is
analogous to the Rull/gylll frequency differences mentioned above, As t
increases, these lines collapse into a single line at §; this is the behavior
which Taube invokes [6] to claim Robin/Day III classification (or at least
very fast transfer in a Class II system) for the cyanogen~bridged Ru25+
species discussed above. But note that a similar lineshape can be produced
merely by relaxation effects; raising the temperature or lowering the relaxa-
tion time for the vibron can cause lineshapes extremely similar to that of
true motional narrowing. Thus although Taube's assignment of average valence
to the cyanogen-bridged mixed valence Ru species is probably correct, it is
not valid to make such assignments on lineshape alone

The formal dynamics of the model (6) are not in themselves important.
What is important is that the semigroup formalism allows for inclusion of
relaxation processes into the calculation of rates of electron transfer
processes, as well as the associated spectra. 1In so doing, it introduces a
new time scale, the relaxation time, which can in some cases redefine the
notion of localized or delocalized behavior. By predicting the transfer
rates based on (10), we should be able to understand how the rates depend on
tunneling barriers, trapping and quenching, and the other experimental system-
surroundings interactions discussed above, and also to see how the experimen-
tal lineshapes reflect the true intramolecular dynamics. In this way, the
formal transfer theory presented here may help [3] to build a better rec-
tifier, proton storage bit, or photon trap.
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DISCUSSION

Prof. Ferry: Col. St. Univ - In most of the talks this morning
people are concerned about the actual switching time for the charge to move
from one site to the other. Now that often is not the important time.
Switching is something like logic. It 1is not hard to conceive of making
a semiconductor device that is switching on the subpicosecond time scale,
but the important aspect is how long it takes to get the charge information out
to the outside world, and that can be much longer. The second thing is that in
your calculations here, you included the interaction between your molecule
and its environment just by a relaxation term. That may not be the pgst
important term to include, especially when you think of including 10°~ of these
molecules in information storage array. In fact, it is well known that
probably one of the dominant terms is the self-energy correction that comes
in from the interaction, in this case, of the molecule with its environment.
That may be the most important thing. It can lead perhaps to other ways than
just charge transfer of trying to store information, and I will say a little
bit about these tomorrow, but it is important to recognize that that may be
the leading term in your treatment that needs to be included.

Prof. Ratner: NW Univ. - There are several dynamic interactions which
have not been included, and probably ought to be. The focus really was not so
much on information storage as on the non-bidirectional flow processes. As I
indicated in the beginning, what I was interested in was a rectification process
on the one hand, and a sort of photocatalyzed organic chemistry on the other
hand. In both of those I think that difficulty (interactions between species)
doesn't arise. You are absolutely right in the case of storage devices where
one deals with stability of certain states over long times, self-energies and
things like that. Certainly it could be included.
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INTRODUCTION

Electron gating by molecules or molecular aggregates will be one of the
important aspects in the design of computer components that operate at the
molecular level. Fortunately, in the photosynthetic apparatus of green plants
and photosynthetic bacteria, Nature has provided a working model for electron
gating by molecules (specifically quinones). We can benefit from the study of
the photosynthetic electron gates by uncovering the principles underlying the
design of the naturally-occurring electron gates. Some of these principles have
already been uncovered by the many scientists investigating the structure and .
function of the photosynthetic apparatus of green plants and photosynthetic |
bacteria. In the present paper we examine some of these principles and relate
them to "molecular" electronics. In a companion paper (1) the primary events
of photosynthesis are examined for applications to "molecular" electronics.

PHOTOSYNTHETIC QUINONES

A pair of quinones participates in electron transfer on the reducing side
(i.e., the side having electron transfer components reduced by the action of
1ight) of photosystem II of green plants and the photosystem found in purple ,
photosynthetic bacteria (1-29). The quinones are different in the two types of -
organisms, however, The quinones in PS II are plastoquinones and the quinones
in purple photosynthetic bacteria are ubiquinones (see Figure 1). The poly-
isoprene side chain in the quinones usually found in these photosystems have
n=9andn =10 for green plants and purpie photosynthetic bacteria, re-
spectively. The quinones are photochemically reduced by electron transfers
from the primary events of photosynthesis (1-29). In each photosystem there
are two distinct quinone binding sites; the first quinone to receive the elec-
tron after 1ight absorption is denoted Q1. From Q1 the electron hops to the
second quinone, denoted Q2. In the green plant photosynthesis 1iterature the
symbols most frequently used are Q for Q1 and B (or R) for Q2. We will use the
generic symbols Q1 and Q2 and apply them to both green plants and purple photo-
synthetic bacteria. In both bacteria and green plants, the quinones Q1 and Q2
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) Figure 1. Molecular structures for plastoquinone and ubiquinone.
are noncovalently bound to intrinsic membrane protein. Also in both systems
there is a pool of quinones of the same chemical structure which are outside
| the photosystem, but reside in the same membrane.
:
|
} TWO-ELECTRON GATING

At rest in the dark, the state normally populated is shown below as Si;
both of the quinones are in their fully oxidized state.
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Q Q2 (s1)

After absorption of a photon by the photosystem pigments, an electron is trans-
ferred from a reduced pheophytin or bacteriopheophytin (22,25,30,31) to the
first quinone and state S2 is populated.

Q Q2 (s2)

In a subsequent electron transfer the electron moves from Q1 to Q2 and the state
$3 is populated.

Q@ (s3)

State S3 is lower in free energy than state S2. After absorption of a second
photon, an electron is transferred to Q1 and the state S4 is temporarily popu-
lated.

Q Q2 (s4)

In a subsequent electron transfer an electron moves from Q1 to Q2 to populate
the state S5.

a0 @ (s5)

At this point the pair of electrons on Q2 are released to the electron transfer
chain outside the photosystem II complex (green plants) or outside the reaction
center (purple photosynthetic bacteria). At this point state S1 is populated
again. Thus, quinones Q1 and Q2 function together as a two-electron gate (3,4,
13,14,29) which requires two photons to complete the cycle from S1 to S3 and
back again to S1. In terms of stability of the system, the state populated
after the first photon is absorbed (S3) is stable for many seconds (4) and the
stat? populated after zero or two photons have been absorbed is stable indefi-
nitely. ‘

THE COMPLEX ROLE OF PROTONS

In the scheme discussed in the preceding section, the quinones Q1 and Q2
are given neutral or negative charges. In the actual photosystem, protons move
from aqueous solution outside the photosynthetic membrane onto the quinone-
protein complex as electrons are pumped to the quinones. The uptake of protons
is coupled to electron transport in complicated ways (20,21,26,29,32). In par-
ticular, the rate of proton uptake is almost two-orders of magnitude slower
than electron transfer rate to the plastoquinone pool (32). Investigations
aimed at uncovering the kinetic and structural aspects of proton uptake as
electrons are pumped have been undertaken at several laboratories.

IMPLICATIONS FOR “MOLECULAR" ELECTRONICS

The design and operation of naturally-occurring two-electron gates give
insight into some of the design problems associated with such molecular
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components. In particular, the electron transfer from Q1 to Q2 is temperature
dependent and is effectively shut off at the cryogenic temperatures that may
be required for the operation of superconducting components. In molecular
systems, it is difficult tc keep an electron at any particular site for a long
period of time because it can tunnel to other components that are either as
easy or easier to reduce than the molecule it presently resides upon. As a
rule-of-thumb electron transfers between organic pi-systems on different mole-
cules have rates that fall off a decade or so for every 0.2 nm increase in the
edge-to-edge gap. Unwanted electron transfers can be prevented by (a) elimina-
tion of unwanted electron acceptors easier to reduce than the desired component,
and (b) by creating gaps many Angstroms wide between the desired electron ac-
ceptors and all other acceptors that are easier to reduce. An additional
problem is posed by proton uptake. When organic molecules are reduced by
adding an electron, there is often a pK shift such that the reduced form is
more basic than the oxidized form. This poses a problem because it can lead

to unwanted protonation. Unwanted protonation can be minimized if great care
is taken to remove proton donors (e.g., water) from the system or to set up
proton barriers (e.g., protein in the case of photosynthetic membranes).
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DISCUSSION

Prof. Honig: Univ. of Ill. - I am surprised that you require
two electrons on the quinone before the protons are taken up externally. I
would have thought each proton would move individually. Has anyone
thought about that or were there any other mechanisms?
Dr. Shipman: Argonne - Whether zero, one or two protons are taken
up on a particular flash depends upon the pH of the external aqueous medium.
In a dark adapted system after a single flash a semiquinone anion is seen
optically and an ESR signal appears at the same time. The ESR signal is
broadened and shifted compared to the ESR signal for a semiquinone anion
radical in vitro. A semiquinone anion is formed first and lagging behind
by up to two orders of magnitude is proton uptake from the aqueous solution
outside the photosynthetic membrane. Proton uptake is detected by observing
the changes in the optical spectrum of pH sensitive dyes. The optical signal
associated with the semiquinone anion radical does not change when a proton
is taken up---implying that the proton goes onto protein (or lipid) rather
than the quinone. Under very basic conditions, 1t should be possible to
force the proton uptake to occur on the second flash. Apparently, the protein
sheath covering photosystem II functions as a proton buffer that is replenished
under conditions such that there is a semiquinone anion nearby. The semi-
quinone anion cannot be too close to the membrane surface, otherwise the

semiquinone anion would readily reduce water soluble electron acceptors
such as ferricyanide.

Prof. Honig: Why do you need two electrons before the first
proton is taken up internally from the protein? I would have thought
that Q°, Q‘2 would pick up a proton, and then when the electron was
transferred, it would pick up another proton internally?

Dr. Shipman: Q™ is not particularly basic while Q"2 is quite basic.
If a proton has a choice between going on a semiquinone anion or a lysine

side chain, it will go on the lysine. On the other hand quinone double minus
will pull a proton off of protonated lysine.
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Prof. Marks: NW Univ. - I guess it is probably hard to capsulize
photosynthesis in a few minutes. It is fantastic what the photosystem does in
terms of irreversible electron transfer. How does it do 1t? That is the first
question.

Dr. Shipman: What part of the photosystem?

Prof. Marks: The inhibition of back electron transfer. Can you
give us a capsule summary of how the photosystem does that? Also, are there
tricks you can do to it if you really had switched it in one direction, to
switch it back? That 1s, are there external things you can do to the photo-
system to deliberately speed up the back electron transfer if you want to.
You would be resetting it, if you like.

Dr. Shipman: The way the photosystem achieves a unidirectional
electron flow is by having a whole gradation of charge transfer state energies
such that the lower energies correspond to a greater separation between cation
hole and electron. In other words, as the electron moves out away from the
cation hole it hops to molecules that are easier to reduce the farther they are
away from the cation hole. It requires thermal excitation to bring the electron
back to the hole and recreate the excited singlet state that gave birth to the
electron transfer. In addition, the electron transfer rate back to the hole
falls off exponentially with the distance between the electron and the hole;
the farther the electron is from the hole, the slower the rate for bringing
it back. Basically, that is how it works; the electron moves downhill ener-
getically and away from the hole.

Prof. Marks: 1Is it known if there are any large conformational
changes that accompany the various steps to block the back electron transfer?

Dr. Shipman: The first electron transfer step takes a picosecond
or less; at such short times the protein can only relax electronically. The
next electron transfer step takes a few picoseconds and at these times there
could be some relaxation of a protein side chains or a proton transfer. The
third electron transfer step takes over a hundred picoseconds and there probably
is some conformational adjustment for that step.

Prof. Marks: The second part of the question is: 1s there any
way you can modify the photosystem chemically to permit back electron transfer?

Dr. Shipman: Yes. Under strongly reducing conditions you can
reduce both of the quinones and the forward electron transfer is stopped.
Alternatively, you can remove both quinones using hexane extraction along with
orthophenanthroline; for this case the electron transfers are also stopped.
For either of these two cases where the normal forward electron transfers
are prevented, the electron eventually returns to recombine with the cation hole.
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CONFORMATIONAL SWITCHING AT THE MOLECULAR LEVEL

Forrest L, Carter
Naval Research Laboratory
Washington, DC 20375

The dominant trend of modern semiconducting technology is the ever
decreasing size of the electronic switches or gates. The extrapolation of
this trend strongly suggests that the switching elements will be the size of
large molecules in 20 to 30 years (la) and that the switches will be highly
anisotropically structured, unlike isotropic silicon. Possible "molecular”
pkenomena which might function as switching mechanisms were tabulated in the
First Annual Report of the NRL Program on Electroactive Polymers (EAP) (la).
This report also outlined a chemical synthetic scheme for the preparation of a
'molecular' computer. The concepts were extended by a second EAP report (1b)
which introduced soliton propagation as a useful device phenomenon and
emphasized the importamce of s2lf-organization as a synthetic preparation
principle. For historical purposes we note that earlier in 1974, Aviram
and Ratner (2) had introduced the concept of a "molecular" rectifier but had
not discussed linking the particular 'molecular' device directly to external
components.,

If 'molecular' sized moieties are to function as electronic switches, it
is natural for the structural organic or inorganic chemist to assume that
different conformational states of the moiety will be in correspondance with
the switched states. In order to confirm this assumption and stress the
importance of conformational switching, two rather different phenomenon will be
explored: the first will emphasize conformational switching in electron tunnel
devices; while the second will explore various interesting and new phenomena
involving soliton propagation. While signal transport through a tunnel device
is apt to be very fast (i.e., the speed of light) we note that signal transport
via soliton mode is much slower, i.e., less than the speed of sound. Neverthe-
less, it will be shown that soliton devices offer the pigsibility of very high
dengity of switches and memory bits, i.e. as high as 10 /ec. First, however,
it 18 desirable to suggest the enormous versatility of various chemical groups
to control periodic tunnel array switches via conformational switching.

Control Group for Tunnelling in Short Periodic Structures
Among the most promising of switching mechanisms tabulated earlier (la)

is that of electron tunnelling in short periodic structures. This switching
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mechanism is based on the quasi-classical approach of Pschenichnov (3);
elsewhere in this proceedings the mathematics of tunnelling through an
arbitrary set of step function potentials is derived via illustrated quantum
mechanical form (4). Molecular analogues of semiconducting NAND and NOR
gates based on electron tunnelling have been illustrated earlier (see Fig. 17
of reference la) with another NOR gate described here (4).

The electron tunnel switch 1s controlled by the potential characteristics
of its barriers and wells. If for example a potential well depth is
modified by an electric charge rearrangement in a nearby moiety, which we
will call a Control Group (CG), then a switch which is "on" will be rapidly
switched off. For the purposes of this paper, however, we note that any
charge rearrangement will be associated with a conformation change.

In Fig. 1 (top) we schematically indicate the transmission of an
electron through a series of four identical barriers. In the bottom of
Fig. 1 we denote the molecular device as a Body with three Control Groups
(CG1i) that regulate the depth of the potential wells and hence the pseudo-
stationary state energies. In this case the Body is a semiconducting mole-
cule with four built-in potential barriers. Attached to the opposite ends of
the Body are the conducting molecular leads of polymeric sulfur nitride, in-
dicated here by -(SN)x-.

What we want to emphasize here is the enormous variability that is per-
mitted by the concept of control groups based on molecular structure. Four
possibilities are indicated in Fig. 2.

In the first, entitled "Charge Flow," the quarternary charged nitrogen
of the control group provides a potential well at the point of attachment to
the Body of the gate. If this + charged nitrogen is neutralized by charge
flow up the (SN)_  chain, then the pseudo-stationary levels at that well would
be dramatically altered and the switch would be turned off, i.e., electron
tunnelling through the Body would be stopped. Note that the conformation of
the quarternary nitrogen is changed upon neutralization.

In the second case the effect is of a smaller magnitude and arises from
the tautomerism associated with an enol-keto system. One method of changing
the .dipole direction would be the application of an electric field. If a
tunnel Body contained several such enol-keto control groups, the normal state
of the switch would be "off" in the absence of an electric field. This is
because the rapid equilibration between the two alternatives would quickly
result in a randomization of dipole directicns along the Body. In fact,
however, the direction of the dipole can be controlled by using carbon rings
of different sizes. In Fig. 2, part 2, both rings have six carbons. If the
ring furthest from the Body had only five atoms, the enol-keto configuration
to the right would be preferred. Hence, this control group can be readily
made with a built-in bias.

The third example of a control group is intermediate between the charge
flow case and the enol-keto tautomerism of case 2 in terms of the distance the
charge moves. In this case, photo-absorption shifts the plus charge of the
quarternary nitrogen by ten atoms closer to tunnel Body. The control group
indicated Lere is modeled after the photochromic probe 4-[p-dipentylamino)-
styryl]-l-methylpyridinum iodide which has been used by Loew, Scully, Simpson,
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ELECTRON PERIODIC TUNNELLING

and CONTROL GROUPS ]
5
L e — f
—(SN) Body -(SN)—
CG CG2 CGs -
] ko] bl ;

e e i A

Figure 1. If the energy of the incoming particle matches precisely that of
the pseudo stated (dotted lines) then Pschenichnov (6) showed
that the transmisgsion coefficient is 1.0. These pseudo-state
levels, however, can be changed by the Control Groups (CG) that
are attached to the body of the molecule device; such a change
would turn off the device (i.e. stop electron tunnelling).
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Waggoner (5) to detect membrane formation. In this work (5) the probe
functions by imbedding its dipentylamino group in the hydrophobic portion

of the membrane, etc.; so situated, its absorption spectra becomes sensitive
to the electric field across the membrane.

For this case (3) many different zwitterionic or dye molecules could
have been used as examples of photo-activated control groups, however, the
one chosen is useful in that it also clearly indicates bond distances change
significantly during photo-stimulation.

Electron shift between metal atoms is offered as the fourth example of a
control group for a periodic tunnel body. This example is of interest because
it represents a very large class of possible control groups. By the proper
choice of metal atoms and ligands, it is possible to develop either a bimodal
ground state or a ground state and an excited state as indicated in the fourth
example. Further, the separation between cations can be easily adjusted by
the size of the common ligand, here a 5,6 derivative of 2,3-diaminopyrazine.
Such a control group can be photo-activated or possibly driven by an electric
field. The electron transfer rate involved in the relaxation process can be
varied by many orders of magnitude by the proper choice of the common ligand.
These complexes are an area of considerable current interest; for further
details the reader is referred to the work of T. J. Meyer and H. Taube and
their respective co-workers (see references 6 and 7).

By the above four examples, we hope to have illustrated the enormous
variability possible in periodic tunnelling switches. Finally we reemphasize
that although control groups switch the electron tunnelling on or off
primarily by the relocation of charge, there 1s always associated with that
charge relocation a configurational or conformational change. In switching
phenomena involving solitons, conformational change is of first importance.

Soliton Switching in Conjugated Systems

On a microscopic scale a soliton is a non-linear structural disturbance
that moves in one or two dimensions like a "particle." Associated with this
pseudo-particle is a definite energy, momentum and velocity. Davydov [8]
postulated in 1976 that a soliton traveling thousands of Angstroms down a
a-helix might be the signal transport mechanism associated with bond breaking
in ATP. The bond energy associated with that phenomenon 1is only four times
thermal background and normally would have been lost in the thermal back-
ground before traveling far. Accordingly, soliton transport is associated
with the motion of a disturbance moving without energy loss. In the a-helix
the motion of this 'solitary' wage is necessarily linked to the stretching

of the polypeptide amide bond (-6—N-) through its dipole moment.
H

In conjugated systems the corresponding dipole moment may be absent,
however, single-double bond rearrangement is possible and that presumably
provides the necessary mechanism for soliton propagation. A schematic picture
of a soliton moving from left to right is indicated in Fig. 3. At the soliton
center there exists a moving 'phase' or 'domain' boundary with respect to the
conjugation. It should also be made clear that plus and minus charged
solitons exist as well as radical solitons and that the disturbance at the
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Figure 3. The motion of a radical soliton in a conjugated system is associated
with the motion of a ''phase boundary”" or "kink" between ordered
single-double bond domains (adapted from Ref. 1lb, Fig. 4).

soliton center is much larger than suggested in Fig. 3. The passage of a
soliton through a conjugated system generally results in the exchange of
single and double bonds. This effect will play a major role in soliton
switching, as discussed below.

The 'push-~pull' disubstituted olefin, 1,1-N,N-dimethyl-2-nitroethenamine
is of special interest because it can be photoactivated to undergo an
electron transfer from the amine nitrogen to the nitro-oxygen (9). At the
gsame time there is a conformational change involving the olefinic double
bond:

-O\Téo -O\ﬁ/o-
hv
H<CH —— HCH
| 1
N A
HC” CH, 7 CH,

PUSH-PULL OLEFIN
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Now imagine that the double bond is part of a larger polyacetylene chain
as indicated in Fig. 4. Under polarized photoactivation it should still under-
go electron transfer. However if a soliton has been propagated down the polyene
chain then that photoactivation process can no longer take place (see Fig. 4).
Thus the soliton has switched off the internal charge transfer reaction.

(Note also that the absorption spectra of the push-pull olefin can serve as a
detector for the passage of the soliton.)

The soliton switching concept can be extended to two chains and two
different push-pull structures or extended chromophores. This is indicated
in Fig. 5 where the conformation of chain 1 has switched off the nitro-amine
chromophore but does not prevent the photoactivation of the sulfur containing
chromophore. The passage of a soliton down chain 1 will turn the first chromo-
phore on and the second off; a soliton moving down chain 2 will turn both of
them off. 1In Fig. 6 the concept of soliton gang switching 1is generalized
where A, C, and D, are generalized electron acceptors, conjugated connectors,
and electron donors, respectively. Notice that each chromophore, separated
from each other by dotted lines, has a different relationship to the conforma-
tions of chains 1, 2 and 3. This relationship is summarized in Table 1 where
eight different chromophore-chain relationships are indicated as possible.
Only the first 4 relationships indicated in Table 1 are illustrated in Fig. 6.
For reasons to be offered shortly, the chromophores are identified as channels
in Table 1. In Fig. 6 note that the relationship of the leftmost chromophore
to each chain is such that the chromophore is subject to photoactivation; in
Table 1 this set of relationships is indicated by a vertical row of 1l's.
However the second chromophore or channel is turned off by the 1lst chain,
while the third channel is turned off by the 2nd chain. In short the
chromophores or channels are so arranged that the passage of a soliton down any
of the three chains turns off any soliton that is on and turns on one of the
others.

Table 1. Three Chain Gang Switching

Channel® 1 2 3 4 5 6 7 8
Chain® 1. 1 0 1 1 1 0 0 0
Chain 2. 1 1 0 1 0 1 0 0
Chain 3. 1 1 1 0 0 0 1 0

8A channel is only open 1f a vertical column is all ones.

bSoliton passage through a chain changes all ones to zeros
and vice versa.
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Table 1 then expresses the concept that soliton propagation can be
ugsed to perform gang switching where three input states can control 8 different
output channels., By separating the chromophores bygabout 1008 the density of
such switches can be estimated to be as high as 10~ /cc! It should be re-
. membered however that soliton propagation is less than the speed of sound.

The next generalization as shown in Fig. 7 goes beyond our meager
knowledge of soliton propagation. Here we have replaced the electron
acceptor and donor groups with molecular 'wires' or filaments of -(SN) -. Here
the question is, '"Can the conformation of the chains 1, 2, and 3 contrdl the
conduction of electrical charges in the different 8 channels as suggested in
Table 1? One question to be asked is, '"Does band conduction in (SN)_ convert
to soliton propagation across the chains and tack again to band condiiction?"
Note that in such a case, pairs of signals must be sent to restore conformation
back to the original state in each channel.

S GV

Soliton Valving

Soliton propagation in a conjugated system can lead to a valving be-
s | havior as well as to a switching action. This 1s suggested in Fig. 8 and

; Table II. Fig. 8 illustrates three conjugated half-chains joining at a single
t carbon or branch carbon. The passage of a soliton from A to B (or from B to
A) moves the double bond at the branch carbon from the A chain to the B chain.
3 In the upper right portion of Fig. 8 we note that a soliton moving from B to
C moves the double bond to the C chain. Thus in Fig. 8 we note those soliton
propagations that correspond to a clockwise rotation of 120°. 1In short, those
propagations behave like a group operation. The first two entries in the
SEND column of Table II in each section correspond to a rotation clockwise,
while the last two of each section correspond to a counter-clockwise
rctation of the bridgehead double bond.

v 1 gt s A AR B RN et

DR vy

Note that this behavior is not like the operation of a three-way valve
where one branch is cut off from the other two. In this case of soliton
valving, Table II shows that communication is cut off from just one direction,
not two (see NOT SEND colummn).

It would be surprising to the author if this effect is not used somewhere
in nature in the directed synthesis of natural products.

Proton Tunnelling and Soliton Generation

-~

The asymmetric nature of most hydrogen bonds led to the suggestion of their
possible use as 'molecular' rectifiers (2) and to their tabulation as a possible
switching mechanism in 1979 (la). In the same EAP report (la) we included
hydride ion (H ) as well as proton (H ) transfer mechanisms in our discussions
but like Aviram and Ratner (2) earlier, omitted suggesting a method for
coupling the tunnelling current to an external current or other phenomenon
(ignoring any displacement current effects). Below we offer a mechanism that
not only relates proton and hydride ion tunnelling to an external current but
also provides a mechanism for the generation of solitons.

In a chemically naive form the proton tunnelling is indicated below as
+ taking place between a gsecondary amine and a ketone group in the presence of an
electric field of strength E. The proton donor and acceptor groups are both
adjecent to extended conjugated systems, in this case trans-polyacetylene.
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Table II. Soliton Valving

Double Bond* New Double {
! ¥ on Chain Send Bond Position Not Send 1
: ; 4
’ A A> B B B~>C I
) i
: B+ A B C+ B i
A->C C f
|
C+A c 1
l
B B-+>C Cc A->C ‘
C-+>B C C+ A
A->3B A
! B+ A A 1
! C A->C A A->B
C-+ A A B~ A
B~»>C B
cC—+B B
*i{.e., the double bond on branch carbon
Ap—
H R E R H
N A\ Y
C=0: " H-N C C
: H H R R H H
{
{
' d
&, 8 c 8
2 2N NN
XN Ne—0-H-N & e
H H R R H H
t'
! In general the proton transfer gives rise to generation of opposite charges
‘ in the two chains and then the appearance of solitons as below:
66
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As the proton, H+ moves to the left to form a new bond with oxygen, ; |,
valence electrons (usually  electrons) move to the right as is suggested
by the curved arrows. After the conformational changes occur, as indicated
in the lower equation, we can imagine a trivalent carbon anion being formed
on the right and a carbonium ion being formed on the left. Further motions
of these charged states to the right and left respectively are suggested by
the curved arrows in the lower equation above. Moreover, since the proton
tunnelling is necessarily associated with conformational changes induced

by an electric field it seems that the necessary elements for charged
soliton formation are present. Accordingly we anticipate that a negative ‘

soliton will move to the right while a positive soliton will propagate to !
the left.

g em—

Consider another example:

i 0
NN N oA N fg// A7 \(://
H H H — — H
i
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” H —/ M Y

Several changes are made in the proton tunnelling scheme for soliton generation
just above. The electric field direction is reversed and the chemical system
is apt to be more stable. 1In addition, the presence of aromatic terminal
groups will mean that the potential at which proton tunnelling is first

induced will be higher. That is, a bias can be chemically built in. Further-
more, by the proper choice of terminal groups, the chemist will have consider-
able control over that bias. In this case, proton tunnelling will occur to

the right leaving behind a quinonylidene terminal group. '

At this point (lower equation), the system has generated two solitons {
of opposite charge moving in opposite directions; but then soliton generation 1
stops. If the potential is increased sufficiently, then a hydride ion () :
can leave the right hand nitrogen, hopping back to the oxygen and generating
two more solitons of the same charges and moving in the same direction as
before. Moreover, when the solitons depart and their potential has dropped
sufficiently for the hydrogen to see primarily the electric field E, then
proton tunnelling will occur again and generate two more solitons. In short
ve will have an oscillatory generation of solitons. |
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Soliton Reversal

As a pseudo-particle, a hydrodynamic soliton has a definite energy,
shape, and momentum; and like a particle one might consider reflecting it : b
from a suitably stiff surface. At the molecular level the same consideration
: occurs, but here it is clear that the correct reflector is of molecular 1
v ‘ origin. Soliton reversal is indicated in two different modes in Fig. 9. The ‘

first mode involves two trans-polyacetylene chains connected in a conjugated % 2
N ‘ manner to a tricyclic pentaene. In Fig. 9a we see that the chains are b

connected in such a way that the number of double bonds in the reversing tri- l
cyclic moiety remains constant.

In the single chain soliton reverser of Fig. 9b the reverser moiety is 4
a partially hydrogenated coronine. 1In this case the soliton advances to
the left and proceeds clockwise around the molecule. The valence 7 electron
motion is indicated sequentially by the .umbered curved arrows. Note that the
electron motion indicated by the tenth arrow can occur only after electron
motion indicated by the first arrow is completed. This suggests the
theoretical possibility that the soliton never traverses around the hydro-
coronene moiety first clockwise and then counterclockwise but is only re-
flected at the first ring atom while the molecule undergces a concerted !
s conformation change. In this single chain case, the chain remains in the
same conformational state before and after the soliton has been reversed
] since the soliton passes over the same chain twice.

Soliton Memory Element

In the discussion above we have presented all the components necessary
to postulate a Soliton Memory Element. A simple example of such an element
is indicated in Fig. 10. In such an element the access time of an information

; bit (soliton or no soliton) and the number of bits clearly depend on the

soliton velocity and the lengths of the conjugated polymer linking the soliton
generator and the electron tunnel switch. The velocity of a soliton is
energy dependent but only approaches phonon velocity as an uppeslbimit. A
soliton is estimated to propagate 100A in somewhat less than 10 sec.

In Fig. 10 we show the possibility of storing four bits (in duplicate) at
any one time; two on the upper chain and two on the lower chain. The
illustration implicitly suggests using the simultaneous arrival of both the
positive and negative solitons to trigger the electron tunnel switch. This
technique then provides a built-in defense against some soft errors.

While soliton devices may not be very fast, one can store information
at great densities. Assume that soliton separations along a trans-polyacetylene
chain are approximately 2008. If the chains are packed on sof centggs then
the density of soliton information bits can be an astounding 2 x 10° bits/cc.

Bistable Chemical Memory

The configuration of the soliton generator and the soliton reverser
can be used as inp't to another memory element, namely the bistable chemical
memory element, first discussed in Ref. 1b. The element can be independently
written and read. It is a static conformggional stogage device that depends
on the existence of two valence states, M(low) and M(high)’ of a transition o
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BISTABLE CHEMICAL MEMORY

+ Driver -

- +
— o Driver o
- Driver +

Figure 11.

The bistable chemical memory unit of Ref. (1b) is shown in a) while
b) illustrates the reversal of the Driver charges by two pairs of
solitons. The read device of the chemical memory is a multibarrier

tunnel switch whose BODY and one Control Group is shown at the
bottom of Fig. lla.
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metal. At the bottom of Fig. lla we see that one metal atom is acting as a
Control Group for an electron tunnel switch (the read device) while the Driver
controls the valence states in the metal ring by the development of Driver + and
- charges. If these Driver charges are reversed to - and + then with the re-
sulting movement of the bridging ligands, B, the valence states of the metal
atoms are exchanged, with the ligands B moving toward the new high valence

M" atoms.

While the nature of the Driver moiety has not been specified as yet, it is
clear that the Driver charges could be reversed by accepting two pairs of solitons
from a soliton generator as suggested in Fig. 11b. Thus the Driver charges can
be reversed by three different mechanisms: 1) charge flow under a potential
difference; 2) photoactivation (dipole transition); and 3) charged pairs of
solitons. Of the three the last would seem to be the most versatile mechanism.

Conclusion

Modern chemistry begins with structural information; from the interatomic
distances and angles not only can you predict properties and lifetimes of
processes but also synthetic approaches. We have shown that structural or con-
formational information can provide the key to switching at the molecular level
ranging from electron tunnelling and soliton switching to soliton valving, re-
versal and generation. Since many bulk electrical properties of electroactive
polymers are dependent on molecular conformation, these materials may prove to
be the key to chemically synthesizing and interconnecting molecular devices.
While most of the examples given are drawn from organic chemistry, the bistable
chemical memory suggests that inorganic examples will become plentiful; the
enormously rich field of transition metal chemistry has hardly been mentioned
as an area to be searched for molecular switches.

In short we hope that the universality of conformation changes in mole-
cular electronic switches has been demonstrated above and that the interest of
structural chemists in molecular electronic devices has been awakened.
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DISCUSSION

Dr. Nagel: NRL - I would like to ask about the basis for believing
that a conjugated system can support solitons. Solitons require a particular
balance between the dispersive and nonlinear characteristics of a medium. Not
all media will support solitons. What is the basis, either theoretically
or experimentally, for expecting these systems will indeed support solitons?

Dr. Carter: At the moment, the basis is not especially good. The
wave equations themselves, to my knowledge, have only really been solved as time
dependent phenomena by Davydov in the alpha-helix type of situation where the
coupling is via the dipole moment of the polypeptide amide bond. However, Su,

i Schrieffer and Heeger have made some Hamiltonian time-independent studies which

f certainly indicates the existence of solitons in a conjugated system like poly-
acetylene, Solitons are an interesting phenomenon and here propose a theoretical
question which is appropriate to ask and to answer in the near future.

Dr. Pomerantz: 1IBM -~ Some of the difficulties with building a
large-scale molecular electronic device have been raised, for example, chemical
back reactions and related questions. Another problem not mentioned here yet
is one raised by Bob Keys at our lab, namely, limitation on the packing density
of the electronic devices due to the heat dissipation. Any cime 2z device
changes its state, some energy is dissipated and that thermal energy wust be
removed in some fashion or else the device would simply melt. As we go to
molecular densities will that become a limitation on what we are trying to do?
0f course, the thermal problem is one of the background reasons for goinrg to
superconducting technologies where the energy dissipation is extremely low,
and provides one of the motivations for current world-wide computer work.

Dr. Carter: Well, you are absolutely right. There is no question
at all of heat generation being a limiting condition; however, at the mole-
cular level one hopes to avoid resistive elements. All modern circuitry de-
pends strongly or resistive elements in very large numbers. On the other hand,
if you could use the tunnelling phenomena, which are largely non-dissipative,
and soliton propagation, for example, which is largely non-heat generating,
and simultaneously reduce the number of electrons or moving particles that
are involved, then presumably you could minimize some of these heat problems.
The solution is to go to non-dissipative processes as much as possible, and
second, reduce the number of resistive elements of scattering as we usually
know them. Finally of course, one might have to lower the temperature, which
is readily achievable with a very small device. The question is important and
needs much further discussion than what I have given.

Dr. Hagelstein: LLNL - The question concerns having more than one
soliton propagating down the chain, as in the case where one 1s doing byte

processing. How close in space could you put them on a polyacetylene chain?

Dr. Carter: Two things which I didn‘'t mention--when two solitons
pass one another in the ocean, they do so nondestructively and without
interference, Second, there are three types of solitons--plus, minus, and
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radical. A plus and minus soliton, if they meet, will not pass but

presumably they will annihilate themselves with some considerable energy
released. Other combinations could pass unchanged. To answer your question,
a soliton probably is maybe 20 Angstroms long in the conjugated system, so you
maybe could pack them as close as 100 Angstroms along the chain. I have shown
two solitons of the same charge moving one behind the other. That may not be
what you want. You may prefer to alternate the charges, in which case

perhaps you could get them somewhat closer together.

Prof. Jones: B. Univ. - I need some clarification on the soliton
propagation phenomenon. You are envisioning a radical or cation center created
at one end of a fully conjugated chain, and propagating along some distance over
time. However, according to resonance theory, which is applicable to these
systems, the radical center or charge center that is generated does not evolve
over time but is in fact part of the delocalized system. As soon as the radical
center s created at one end, it is also created at the other end, and what you
have is just an ensemble of a resonance structures in which electron density
is localized at various sites along the chain. The only way to get around this
delocalized feature is to have a gross geometry change that 1s controllable or
predictable. It then isolates one part of the conjugated system, the radical
or charge center, from another part of the conjugated system. Could you dis-
cuss the distinction between generating a fully delocalized radical center or
charge center as opposed to generating valence tautomers and also the time
evolution of charge or radicals tautomers?

Dr. Carter: I'm glad you brought the question up because it is a
question I should have addressed. One does not know if solitons really exist
in polyacetylene, for example. The stationary state type of calculations for
solitons are reasonably solid. They usually generate a stationary state midway
in the band gap. One does not know whether a charge state traveling down a con-
jugated system 1s going to be delocalized or localized, and that may be tempera-
ture dependent, but the soliton is necessarily tied to a conformtional distortion
in its immediate vicinity, and so that is answering part of your question.

Prof. Jones: One's intuition is that the soliton should not exist
unless it is accompanied by some geometry change which hopefully can be
controlled. It is true that on creation of a radical center or charge center
you do disrupt the type of conjugation that you had in the polymer to begin
with. You can effectively isolate one of these intramolecular charge transfer
interactions but it is not clear that you would bring to a particular site,
the radical or charge character that could be necessary if it were a fully
delocalized planar or conjugated system. There would have to be a twist end
or some kind of change that would take it out of full resonance.

Dr. Carter: Absolutely, you would take it out of full resonance.
There is no doubt about it. It is a problem which perhaps we will attempt
to resolve using a finite difference calculation; when we would explore some
of your current questions.

Dr. Haddon: Bell - I cannot comment on the dynamics of solitons,
but we have done some calculations on conjugated chains (Advances in Chemistry
Series 169, 333 (1978)) designed to mimic the situation in polyacetylene when
you get a soliton generated, and I don't think as far as organic chemistry is
concerned that there is a great deal of mystery about these things. I think
many of us are familiar with the sorts of things that happen when you generate
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a linear conjugated cation, anion, or radical. Solitons are very similar to
this sort of species. The results of ab initio calculations on polyenyl
cations are in accord with chemical intuition. The bond linkages at the
locus of charge density are similar to the bond lengths in aromatic systems
such as benzene, but bSond alternation becomes pronounced with increasing
digtance from the locus point. Similarly with the charge densities which are
rapidly attenuated with distance from the site of highest charge. Thus these
systems show a gradual transition from localized to delocalized bonding.
Therefore while the dynamics of solitons may not be fully understood, the
organic chemical precedents for the static structures in polyenyl systems

are well established.
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REVERSIBLE FIELD INDUCED SWITCHING IN COPPER AND SILVER RADICAL-ION SALTS

R. S. Potember and T. 0. Poehler, Applied Physics Laboratory,
Johns Hopkins University, Laurel, Maryland 20810

D. 0. Cowan, Johns Hopkins University, Baltimore, Maryland 21218

F. L. Carter and P. Brant, Naval Research Laboratory
Washington, D.C. 20375

SWITCHING AND MEMORY DEVICE: MATERIALS AND FABRICATION

This paper is a report on reproducible current-controlled bistable elec-
trical switching and memory phenomena observed in polycrystalline metal-
organic semiconducting films. The effects are observed in films of either
copper or silver complexed with the electron acceptors tetracyanoethylene
(TNCE), tetracyanonapthoquinodimethane (TNAP), tetracyanoquinodimethane (TCNQ),
[1] or other TCNQ derivatives shown below. The character of the switching in
going from a high to a Tow impedance state in these organic charge-transfer
compl?x$s is believed to be comparable in many respects to existing inorganic
materials.

The basic configuration of the device, shown in Figure 1, consists of a
5-10 um thick polycrystalline aggregate of a copper or a silver charge-transfer
complex sandwiched between two metal electrodes. Electrical connection is made
to the two metal electrodes through silver conducting paste or through liquid
metals of mercury, gallium or gallium-indium eutectic. Fabrication of the
device consists of first mechanically removing any oxide layers and organic
contaminants from either a piece of copper or silver metal foil. The cleaned
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Figure 1. Schematic diagram of an organic switching device.

metal foil is then placed in a solution of dry and degassed acetonitrile which
has been saturated with a neutral acceptor molecule, for exampie, TCNQ°. The
neutral acceptors used in all of these experiments are recrystallized twice
from acetonitrile and then sublimed under a high vacuum prior to their use [2].
When the solution saturated with the neutral acceptor is brought in contact
with a metal substrate of either copper or silver, a rapid oxidation-reduction
reaction occurs in which the corresponding metal salt of the ion-radical accep-
to; ¥8LSSU1E is formed. The basic reaction is shown in Equation 1 for copper
an .

. NC/ CN o {NC CN] - )

NC CN
TCNQ

This technique of forming semiconducting films by direct oxidation-
reduction is used to grow highly microcrystaliine films directly on the copper
or silver substrate. These films show a metallic sheen and can be grown to a
thickness of 10 ym in a matter of minutes. Once the polycrystalline film has
been grown to the desired thickness, the growth process can be terminated by
simply removing the metal substrate containing the metal organic layer from the
acetonitrile solution; this terminates the redox reaction. The two component
structure is gently washed with additional acetonitrile to remove any excess
neutral acceptor molecules and dried under a vacuum to remove any traces of
solvent. Elemental analysis performed on polycrystalline films of Cu-TCNQ and
Cu-TNAP reveals that the metal/acceptor ratio is 1:1 in both complexes [3].
Finally, the three component structure is complete when a top metal electrode
of efther aluminum or chromium is evaporated or sputtered directly on the
metal organic film.

ELECTRICAI. BEHAVIOR
Threshold and memory behavior is observed in these materials by examining

current as a function of voltage across the two terminal structure. Figure 2
shows a typical dc current-voltage curve for a 3.75 um thick Cu/Cu-TNAP/Al
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Figure 2. Typical dc current-voltage characteristic showing high- and low-
impedance states for a 3.75 um Cu-TNAP sample.

system. The trace in Figure 2, as well as all other I-V measurements presented
in this paper, are made with a 10%-Q load resistor in series with the device.
Figure 2 shows that there are two stable non-ohmic resistive states in the
material. These two states, labeled "OFF" state and "ON" state, are essentially
insensitive to moisture, 1ight, and the polarity of the applied voltage. A
rapid switching is observed from the "OFF" to the "ON" state along the load
1ine when an applied field across the sample surpasses a threshold value (Vth)
of 2.7 V. This corresponds to a field strength of approximately 8.1x10° V/cm.
At this field strength the initial high impedance of the device, 1.25x10* ohms,
drops to a low impedance value of 190 ohms. This rise in current to 4 ma and
concurrent decrease in the voltage to approximately 1.2 V along the load line
is observed in the Cu-TNAP system. It is representative of the switching
effects observed in all of the metal charge-transfer salts examined and is
characteristic of all two terminal S-shaped or current-controlled negative-
resistance switches [4].

In addition, it has been observed in all of the materials investigated
that once the film is in the "ON" state it will remain in that state as long
as an external field is applied. In every case studied, the film eventually
returned to its initial high-impedance state after the applied field was
removed. It was also found that the time required to switch back to the
initial state appeared to be directly proportional to the film thickness,
duration of the applied field, and the amount of power dissipated in the
sample while in this state.
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Three general trends are noted in the "ON" state character of the copper
and silver complexes as related to the different acceptor molecules. The first
is that the copper salts consistently exhibited greater stability and repro-
ducibility over the corresponding silver salts of the same acceptor. Second,
it 1s possible to correlate the preferred switching behavior of the different
complexes to the reduction potential of the various acceptors. This plot s
shown in Figure 3 using copper as a donor in each case. It appears that for
devices made from weak electron acéeptors, the switching behavior is usually
of the threshold type, i.e., when the applied voltage is removed from a device
in the "ON" state, the device will immediately return to the "OFF" state. On
the other hand, vor strong electron acceptors a memory effect is observed.
This memory state remains intact from a few minutes up to several days and can
often be removed by the application of a short pulse of current in either
direction. For intermediate strength acceptors, it is possible to operate the
device as either a memory switch or a threshold switch by varying the strength
or the duration of the applied field in the low-impedance state. Third, it
also recognized that the field strength of the switching threshold tends to
parallel the strength of the acceptor. For instance, the copper salt of
TCNQ(OMe), switches at a field strength of approximately 2x10° V/cm, while the
copper salt of TCNQF, is found to switch at a field strength of about 2x10* V/cm.
It is clear that these three trends are related to the reduction potential of
the acceptor calculated from solution redox potentials [5]. However, as these
values do not always parallel the values found in the solid phase, a more
quantitative description relating to the switching behavior to the acceptor
cannot be made unless the various contributions to the binding energy of the
different fon-radical salts are considered.
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Figure 3. Type of switching behavior plotted versus the reduction potential
of the acceptor.




The response to a very short pulse is exemplified in the next figure.
Figure 4 is an oscilloscope trace showing both the leading edge of a voltage
pulse and current pulse versus time for a Cu-TNAP sample in response to a
rectangular voltage pulse with a 4 nsec rise time. This voltage nulse switched
the sample from the high- to the low-impedance state and contained a 1.0 V
overvoltage to eliminate any current oscillations between the "OFF" and "ON"
states. Current oscillations arise when the applied voltage is set very close
to Vth. It is not possible from this experiment to determine values for the
conventional delay times and rise times because the combined delay and rise
times appear to be less than 4 nsec (the 1imiting rise time of the pulse
generator). This experiment suggests that the mechanism of the switching
phenomena is not due to thermal effects [6] which are used to describe switch-
ing and memory phenomena in many other systems. From Figure 4, it appears
that the delay time is shorter than reported values for inorganic semiconductors
under the same experimental conditions. A recent example of delay times in an
inorganic amorphous material is given for the composition TejoAsssGe,Si17Py,
[7] approximately 1 um thick, sandwiched between two molybdenum electrodes. A
typical delay time reported for this device in response to a single 12 V pulse
is about 2 usec. To reduce the delay time to a value of 10 nsec, a 30 V pulse
(18 V overvoltage) was required.

An experiment was designed to determine if the device generates an open-
circuit voltage or electromotive force (emf) when returning from the low- to
high-impedance mode. The appearance of a spontaneous emf [8] would indicate
that an electrochemical reaction was responsible for switching phenomena. In
this experiment: 1) an applied voltage in excess of the threshold voltage was
used to place a Cu-TNAP sample into a low-impedance state where it would remain
for a short time after the apptied voltage was removed, i.e., memory state;

2) the sample was then externally short-circuited to eliminate any capacitive
effects, and finally; 3) a high input impedance storage oscilloscope was used

to measure open-circuit discharge voltage when the sample spontaneously returned
to its original high-impedance state. The oscilloscope was set to trigger
whenever a voltage exceeding a few millivolts appeared across the sample. The
results are shown in Figure 5 where the spontaneous open-circuit voltage
measured by the oscilloscope is reproduced and is seen to have generated
approximately 0.3 volts at discharge.

Voltage
1V/div.

0

Current [
{10ma/div.}

ol
0

Time (5 nsec/div.}

Figure 4. Transient response to a 4 nsec rise time rectangular pulse.
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Figure 5. Spontaneous open-circuit potential generated in a Cu/Cu-TNAP/A]
sample at room temperature.

The open-circuit voltage of 0.3 volts observed in this experiment does
show that the mechanism by which the switching occurs is consistent with a
field induced solid-state reversible electrochemical reaction associated with
the metal charge-transfer salts.

INFRARED REFLECTANCE SPECTRA OF Cu-TCNQ SEMICONDUCTING FILMS

To investigate the formal charge of TCNQ in the semiconducting film of
Cu-TCNQ, the infrared reflectance spectra was recorded at room temperature for
crystalline Cu-TCNQ films before and after an external electric field was
applied to the sample. The applied field in this experiment was of a strength
comparable to that in switching device structures, i.e., a field in excess of
10* V/cm was used. The results were then compared to the reflection spectra
measured for other crystalline metal-TCNQ radical-anion salts. These salts
are known to exist as either simple or complex salts in the solid-state. The
crystalline materials investigated were 1ithium-TCNQ, cesium-TCNQ, copper-TCNQ
(prepared by a metathetical reaction) and copper-TCNQ grown on copper sub-
strates in the manner similar to the switching devices. Specificallyi the
region of the infrared spectrum measured was between 2000 to 2500 cm=' (0.25
to 0.30 eV). This spectral region corresponds to the v, C=N stretching mode
in TCNQ. Previous studies have provided evidence to 1ink the frequency assign-
ment of C=N stretching and C=C stretching modes to the degree of charge trans-
fer in complexes of TCNQ. [9] In these investigations a frequency shift to
lower energy is reported as charge density increases on TCNQ.

The Cu-TCNQ switching material was subjected to electric fields by clamping
a thin highly insulating film of either teflon or polyethylene between the
surface of the Cu-TCNQ film on a copper substrate and an external top metal
electrode. The reflectance spectrum was recorded after removing the field
and separating the Cu-TCNQ (on the copper substrate) from the top electrode
and the insulating plastic film. All of the samples were freshly prepared and
the solid-state diffuse reflectance spectra was recorded on a Perkin-Elmer 621
Grating IR Spectrometer. Wherever possible, elemental analysis was performed
on the samples to verify their composition.
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i : The upper trace in Figure 6 is a reflectance spectrum of a crystalline
| § film of Cu-TCNQ before the application of an electric field. A moderately I
L strong infrared active mode for CN is observed to dominate the region char-
acterized by a single line center at approximately 2320 cm~'. The lower 1
. trace (Figure 6) is a reflectance spectrum of the same film of Cu-TCNQ, but
. in this spectrum an electric field has been applied to the sample for 72 hours. .

v In this trace there are two reflectance maxima. One line can be assigned a b

e value of 2321 c¢cm™? which is nearly identical to the maximum value seen at !

. 2320 cm™! in the original spectrum. However, a second 1ine has appeared as a

’ shoulder that is shifted to a higher frequency by 21 cm™!. This additional

‘ peak is indicative of a decrease in the electron charge on the CN moiety of
some fraction of the TCNQ molecules [10]. | 1

In Table I, the results of this experiment are compared to reflectance
spectra measured for other simple and complex metal-TCNQ salts. We found
that the CN stretching mode in reflectance measurements shifted to higher
frequency by about 100 cm™! from absorption measurements made on the same
materfal. The peak in the reflectance band at 2320 cm™! for the Cu-TCNQ film
prior to the application of a field is consistent with the values measured for
the simple (1:1) salt of Li*(TCNQ®) and for Cu-(TCNQ) tabulated in Table I. : 1
3 On the other hand the spectra of a Cu-TCNQ film after the application of an
applied field closely resembles the spectra of Cs,(TCNQ®)s; with two CN

WAVELENGTH {(microns)

35 4 45 5 65
100 T T T T

1 TN
||

'] I\ 1
2800 2000

WAVENUMBER {em—1)

Figure 6. Reflectance spectra of a crystalline film of Cu-TCNQ on copper be-
fore (top) and after (bottom) the application of an electric field.
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Table I. Comparison of reflectance maximum for the CN stretching mode in TCNQ
for various metal-TCNQ salts.

Reflection
Max imum
TCNQ Salt Comments {cm™1)
Li TCNQ Simple 1:1 salt 2320
Csz TCNQs Complex 2:3 salt 2322 and 2344
Cu-TCNQ Prepared by metathetical 2323
reaction
Cu-TCNQ Switch Before application of 2320
electric field
Cu-TCNQ Switch After application of 2321 and 2340
electric field

stretching modes separated by ~ 20 cm™!. CstTCNQ')3 is a complex salt which
contains neutral TCNQ°® and radical-anion TCNQ® [11].

The diffuse reflectance spectra reported in Table I show that it is
possible to assign a CN stretching frequency to both neutral and radical-
anion TCNQ in crystalline samples of metal-TCNQ complexes because the reflec-
tance peak for neutral TCNQ is shifted ~ 20 cm~! higher in frequency than for
radical-anion TCNQ*. Specifically, the reflectance data for Cu-TCNQ when com-
pared to other metal-TCNQ salts of known composition strongly suggests that
neutral TCNQ® is not present in the unswitched Cu-TCNQ films. On the other
hand, the additional peak that appears in the spectra of Cu-TCNQ subjected to
an applied field shows a peak superimposabie with the peak recorded for neutral
TCNQ® in Cs2(TCNQ*)s. This evidence suggests that neutral TCNQ° is formed in
a solid-state field induced phase transition when electric fields are applied
to crystalline films of Cu-TCNQ grown on copper substrates.

X-ray photoelectron spectroscopy (XPS) has been successfully applied to
the study of oxidation states in mixed valence compounds {12, 13]. Other uses
of XPS include the determination of elemental stoichiometries in unknown mate-
rials [14, 15], and the study of concentration gradients in the near surface

region [16]. Consequently, XPS is well suited for characterization of the Cu-
TCNQ switches.

Binding energies provide information regarding charge distribution in
molecules. For insulators or semiconductors B.E. mecasurement usually requires
the selection of an internal or external B.E. standard or calibration line in
order to eliminate variable charging effects [17]. Without recourse to such
standards B.E.'s are generally unreproducible. However, it has been our ex-
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perience that under the conditions of our experimental procedure charging
effects have been virtually eliminated for the samples studied in the present
investigation. The B.E. data are summarized in Table Il. For comparison, B.E.
data for Cu-TCNQ powder prepared by metathetical reaction, neutral TCNQ®, and
data for Cu metal and the copper oxides, Cu.0 and Cu0, are also reported. All
B.E.'s were reproducible to within +0.1-0.2 eV. Along with the B.E. data we
also include comparisons of the copper Auger parameters [18], which are inde-
pendent of sample charging, (here defined as B.E. Cu2ps/, - B.E. Cu LsVV;

AlKy radiation) for all samples. A representative Cu2p,/, spectrum for a Cu-
TCNQ switch is shown in Figure 7. As a result of comparison of all the B.E.
and Auger parameter data one can conclude that the Cu-TCNQ switch contains

the compound Cu-TCNQ. The reasons for this assignment are as follows. The
presence of Cu(Il) in the Cu-TCNQ switch can be ruled out because there are
no high B.E. satellite features in the Cu2p;/, spectra of the switches ex-
amined. A1l copper (II) compounds exhibit this characteristic feature as
found, for example, in the spectrum for Cu0 [19]. The Cu2ps/., N 1s, and C 1s
B.E.'s of the Cu-TCNQ switch and Cu-TCNQ :ompound are the same. This result
does not rule out the presence of Cu metal or other Cu(l) compounds in the
switch. However, the Auger parameter for the Cu-TCNQ switch is identical to
that of the genuine Cu-TCNQ compound and the parameter is 2-3 eV different
from those of Cuz0 or Cu metal. Thus, the Auger parameter data rule out the
presence of measurable quantities of Cu metal or Cu(I) compounds other than
Cu-TCNQ nn the surface of the switch.

Eg = 93200 (eV)
FWHM = 1.947 (aV]

BINDING ENERGY (EVI
b e w2 2w ow e
R S R A . T B R

KINETIC ENERQY [EV)

Figure 7. Spectra of CU(Zp,(z) region for a 10 um thick polycrystaliine film
of Cu-TCNQ (unswitched).

84




—

(b°1) 8°29¢ 9°¥82 (v°L) v-86€ DNDL-BY
(8°2) L¥82 (£°2) 9°L6€ EDNIL-2S)
(°2) 8982 L"L6€E ONOL-X
(L°2) v°v82 (e°L) L-L6€ DNJL-eN
(L°2) €°v82 (e°1) 9-¢6€ ONIL-11
€982 5582 (e°1) L-66€ (pawy1qns) LDNIL
L t9¢ (0°2) L°¢€g6 ony
t°29¢ (2¢71) €-ec6 0Ny
S 99¢ (€°1) €°2¢€6 nJ
L"682 0°19¢ (£°L) £°86€ (1°2) 0°2€6  punodwo) DNIL-N)
(v°2) 0°s82 €£°19¢ (6°L) 9°86€  (6°L) L°2€6 bN2L-ND
st )39 (MInD-%/td2n)) *3°gv SL N ¢/edgny
spunodwio) paepuels pue Yo3Lmg HNJL-N) 30 S3L6aaul Bulpulg |3A37 340) I Iqel

85

Ry

reve

R

e

TIEEN




T

o g

- ——

One can independently corroborate these findings by comparison of rela-
tive core level intensity data for Cu-TCNQ switches, prepared under a variety
of conditions, with intensity data for the Cu-TCNQ compound. The relative
intensities provide a method of determining sample stoichiometries. The
Cu2ps/2/N 1s intensity ratio was determined for Cu-TCNQ switches prepared by
immersing a clean Cu plate in hot or room temperature acetonitrile solutions
of TCNQ for times ranging from 1 to 5 minutes and for the pure Cu*TCNQ® com-
pound. The intensity data show that for Cu plate immersion periods of 1 to 5
minutes the Cu2ps/2/N 1s ratio for the switch corresponds to that of Cu-TCNQ.

The N 1s spectra of the switches prepared by immersion times of 1-5 min-

utes were compared with the spectra for the Cu-TCNQ compound and neutral TCNQ°.

The comparisons are shown in Figure 8. Both neutral TCNQ® and the Cu-TCNQ
compound show, in addition to their primary feature centered at 398.7 eV,
characteristic "satellite" features. In the case of TCNQ® the feature is
found at 401.8 eV [20] while for Cu-TCNQ the feature is centered at 400.0 eV.
The N 1s spectrum of the Cu-TCNQ switch is very nearly the same as, although
not identical with, the spectrum recorded for the Cu-TCNQ compound.

CONCLUSIONS

It is postulated that mixed-valence species or complex salts [21] formed
as a result of this field induced redox reaction control the semiconducting
behavior of these films and that these complex salts exist in a solid-state
equilibrium with the simple 1:1 salt. Since non-integral oxidation states are
common in solids, it is difficult to predict exact stoichiometry in the equi-

1ibrium equation, but a likely equation for switching in Cu-TCNQ, for example,
may involve

[cu®(TONQ™)1, == Cug + [cu™(TCNQ™)] _, + (TCNG®), .

In addition, an ionic or a molecular displacement associated with this equilib-
rium would explain th2 observed memory phenomena and the fact that all the
devices show only two stable resistive states.

Since conduction in these narrow band semiconducting salts of TCNQ is
believed to be 1imited by the motion of unpaired electrons along the stacks of
TCNQ molecules, this interpretation is in accordance with the electrical
behavior reported in these films when fabricated into switching devices [22].
In a simple sait 1ike Cu*TCNQ™ there is roughly one unpaired electron per
molecule which tends to keep electrostatic repulsion in the ground state con-
figuration at a minimum. The low conductivity reported in these simple salts
is due in part to an increase in the energy required to overcome the repulsive
coulomb forces that result when a conduction electron is removed from one TCNQ®
and placed into a higher energy orbital of another TCNQ® molecule.

In the case of a mixed-valence salt containing neutral TCNQ® there are
more TCNQ molecules than there are unpaired electrons and, therefore, electro-
static repulsion of charge carriers is kept at a minimum by allowing conduction
electrons to occupy the empty molecular orbitals of TCNQ®. This is a lower
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; Figure 8. XPS spectrum of nitrogen (1s) for neutral TCNQ® (bottom), Cu-TCNQ
powder (center), and a Cu-TCNQ thin film switching device (top).

s energy pathway compared to putting more than one electron on the same TCNQ site

and 1t may explain how mixed-valence semiconducting salts 1ike Cs,(TCNQ®), and

the "switched" form of Cu-TCNQ can exhibit greater conductivity than similar -
salts with 1:1 stoichiometry. .
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