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1. Introduction

There is presently a great deal of interest in distributed implementations of various iterative algorithms whereby the computational load is shared by several processors while coordination is maintained by information exchange via communication links. In most of the work done in this area the starting point is some iterative algorithm which is guaranteed to converge to the correct solution under the usual circumstances of centralized computation in a single processor. The computational load of the typical iteration is then divided in some way between the available processors, and it is assumed that the processors exchange all necessary information regarding the outcomes of the current iteration before a new iteration can begin.

The mode of operation described above may be termed synchronous in the sense that each processor must complete its assigned portion of an iteration and communicate the results to every other processor before a new iteration can begin. This assumption certainly enhances the orderly operation of the algorithm and greatly simplifies the convergence analysis. On the other hand synchronous distributed algorithms also have some obvious implementation disadvantages such as the need for an algorithm initiation and iteration synchronization protocol. Furthermore the speed of computation is limited to that of the slowest processor. It is thus interesting to consider algorithms that can tolerate a more flexible ordering of computation and communication between processors. Such algorithms have so far found applications in computer communication networks such as the ARPANET [1] where processor failures are common and it is quite complicated to maintain synchronization between the nodes of the entire network as they execute real-time network functions such as the routing algorithm.

In this paper we consider an extreme model of uncoordinated distributed
algorithms whereby computation and communication is performed at the various processors completely independently of the progress in other processors. Perhaps somewhat surprisingly we find that even under these potentially chaotic circumstances of uncoordinated computation it is possible to solve correctly broad and significant classes of fixed point problems. A general convergence theorem is developed for this purpose which delineates circumstances under which convergence is guaranteed. The theorem is then applied to broad classes of fixed point problems involving contraction and monotone mappings.

2. A Model for Distributed Uncoordinated Fixed Point Algorithms

The fixed point problem considered in this paper is defined in terms of a set $X$, a class $F$ of functions mapping $X$ into the extended real line $[-\infty, +\infty]$, and a mapping $T$ which maps $F$ into itself. We wish to find an element $J^*$ of $F$ such that

$$J^* = T(J^*).$$  \hspace{1cm} (1)

or equivalently

$$J^*(x) = T(J^*)(x), \quad \forall x \in X,$$  \hspace{1cm} (2)

where $J^*(x)$ and $T(J^*)(x)$ denote the values of the functions $J^*$ and $T(J^*)$ respectively at the typical element $x \in X$. We will assume throughout that $T$ has a unique fixed point $J^*$ within the set $F$.

We provide some examples:

Example 1: (Fixed points of mappings on $\mathbb{R}^n$). Let $X$ be the finite set

$$X = \{1, 2, \ldots, n\},$$
and $F$ be the set of all real-valued functions on $X$. Then $F$ can be identified with the $n$-dimensional space $\mathbb{R}^n$ in the sense that with each $J \in F$ we can associate the $n$-dimensional vector $(J(1), J(2), \ldots, J(n))$. Similarly $T(J)$ can be identified with the $n$-dimensional vector $T(J)(1), \ldots, T(J)(n)$, so the fixed point problem (1) amounts to solving the system of $n$ equations

$$J^* = T(J^*) \text{ or } J^*(i) = T(J^*)(i), \quad \forall i = 1, \ldots, n \tag{3}$$

with the $n$ unknowns $J^*(1), \ldots, J^*(n)$. It is also evident that any system of $n$ (possibly nonlinear) equations with $n$ unknowns can be formulated into a fixed point problem such as (3).

Example 2: (Shortest path problems). Let $(N, L)$ be a directed graph where $N = \{1, 2, \ldots, n\}$ denotes the set of nodes and $L$ denotes the set of links. Let $N(i)$ denote the downstream neighbors of node $i$, i.e., the set of nodes $j$ for which $(i, j)$ is a link. Assume that each link $(i, j)$ is assigned a positive scalar $a_{ij}$ referred to as its length. Assume also that there is a directed path to node 1 from every other node. Then it is known ([2], p.67) that the shortest path distances $J^*(i)$ to node 1 from all other nodes $i$ solve uniquely the equations

$$J^*(i) = \min_{j \in N(i)} \{a_{ij} + J^*(j)\}, \quad \forall i \neq 1 \tag{4a}$$

$$J^*(1) = 0 \tag{4b}$$

If we make the identifications $X = \{1, 2, \ldots, n\}$, $F$: Set of all functions mapping $X$ into $[0, +\infty)$, and define $T(J)$ for all $J \in F$ by means of...
then we find that the fixed point problem (2) reduces to the shortest path problem.

The shortest path problem above is representative of a broad class of
dynamic programming problems which can be viewed as special cases of the
fixed point problem (2) and can be correctly solved by using the distributed
algorithms of this paper (see [3]).

Our algorithmic model can be described in terms of a collection of n
computation centers (or processors) referred to as nodes and denoted 1,2,...,n.
The set X is partitioned into n disjoint sets denoted $X_1,...,X_n$, i.e.

$$X = \bigcup_{i=1}^{n} X_i, \quad X_i \cap X_j = \emptyset, \quad \text{if } i \neq j.$$  

Each node $i$ is assigned the responsibility of computing the values of the
solution function $J^*$ [c.f. (1),(2)] at all $x \in X_i$.

At each time instant, node $i$ can be in one of three possible states
compute, transmit, or idle. In the compute state node $i$ computes a new
estimate of the values of the solution function $J^*$ for all $x \in X_i$. In the
transmit state node $i$ communicates the estimate obtained from the latest
computation to one or more nodes $j$ ($j \neq i$). In the idle state node $i$ does
nothing related to the solution of the problem. It is assumed that a node
can receive a transmission from other nodes simultaneously with computing
or transmitting, but this is not a real restriction since, if needed, a
time period in a separate receive state can be lumped into a time period in
the idle state.
We assume that computation and transmission for each node takes place in uninterrupted time intervals \([t_1, t_2]\) with \(t_1 < t_2\), but do not exclude the possibility that a node may be simultaneously transmitting to more than one nodes nor do we assume that the transmission intervals to these nodes have the same origin and/or termination. We also make no assumptions on the length, timing and sequencing of computation and transmission intervals other than the following:

Assumption (A): There exists a positive scalar \(P\) such that, for every node \(i\), every time interval of length \(P\) contains at least one computation interval for \(i\) and at least one transmission interval from \(i\) to each node \(j \neq i\).

Each node \(i\) also has a buffer \(B_{ij}\) for each \(j \neq i\) where it stores the latest transmission from \(j\), as well as a buffer \(B_{ii}\) where it stores its own estimate of values of the solution function for all \(x \in X_i\). The contents of each buffer \(B_{ij}\) at time \(t\) are denoted \(J_{ij}^t\). Thus \(J_{ij}^t\) is, for every \(t\), a function from \(X_j\) into \([-\infty, \infty]\) and may be viewed as the estimate by node \(i\) of the restriction of the solution function \(J^*\) on \(X_j\) available at time \(t\). The rules according to which the functions \(J_{ij}^t\) are updated are as follows:

1) If \([t_1, t_2]\) is a transmission interval from node \(j\) to node \(i\) the contents \(J_{jj}^t\) of the buffer \(B_{jj}\) at time \(t_1\) are transmitted and entered in the buffer \(B_{ij}\) at time \(t_2\), i.e.

\[
J_{ij}^{t_2} = J_{jj}^{t_1}. \tag{6}
\]

2) If \([t_1, t_2]\) is a computation interval for node \(i\) the contents \(J_{ii}^t\) of buffer \(B_{ii}\) at time \(t_2\) are replaced by the restriction of the function \(T(J_i^t)\) on \(X_1\) where, for all \(t\), \(J_i^t\) is defined by
In other words we have

$$J^t_{ii}(x) = \begin{cases} J^t_{ii}(x) & \text{if} \ x \in X_i \\ J^t_{ij}(x) & \text{if} \ x \in X_j, \ j \neq i \end{cases}$$  \hspace{1cm} (7)$$

In other words we have

$$J^t_{ii}(x) = T(J^t_{ii})(x), \ \forall x \in X_i$$  \hspace{1cm} (8)$$

3) The contents of a buffer $B_{ii}$ can change only at the end of a computation interval for node $i$. The contents of a buffer $B_{ij}, j \neq i$ can change only at the end of a transmission interval from $j$ to $i$.

Our objective is to derive conditions under which

$$\lim_{t \to \infty} J^t_i(x) = J^*(x), \ \forall x \in X_i, \ i = 1, 2, \ldots, n,$$  \hspace{1cm} (9)$$

and $J^*$ is the unique fixed point of $T$ within $F$ [cf. (1), (2)]. This is the subject of the next section.

3. A General Convergence Theorem

We formulate the following assumption under which we will subsequently prove convergence of the type indicated in (9). In what follows $\overline{F}$ denotes the set of all functions from $F$ into $[-\infty, +\infty]$, $F \times F$ denotes the Cartesian product of the set of functions $F$ with itself, and $F^n$ denotes the Cartesian product of $F$ with itself $n$ times.

**Assumption B:** There exists a sequence $\{F_k\}$ of subsets of $F$ with the following properties:

a) If $\{J_k\}$ is a sequence in $F$ such that $J_k \in F_k$ for all $k$ then

$$\lim_{k \to \infty} J_k(x) = J^*(x), \ \forall x \in X.$$  \hspace{1cm} (10)$$
b) For all \( k = 0,1, \ldots \) and \( i = 1, \ldots, n \)

\[
J \in F_k \iff T_i(J) \in F_k
\]  

(11)

where \( T_i : F \rightarrow F \) is the mapping defined by

\[
T_i(J)(x) = \begin{cases} J(x) & \text{if } x \notin X_i \\ T(J)(x) & \text{if } x \in X_i. \end{cases}
\]  

(12)

c) For all \( k = 0,1, \ldots \) and \( j = 1, \ldots, n \)

\[
J \in F_k, \quad J' \in F_k \Rightarrow C_j(J,J') \in F_k
\]  

(13)

where \( C_j : F \times F \rightarrow F \) is the mapping defined by

\[
C_j(J,J')(x) = \begin{cases} J(x) & \text{if } x \notin X_j \\ J'(x) & \text{if } x \in X_j. \end{cases}
\]  

(14)

d) For all \( k = 0,1, \ldots \)

\[
J_1 \in F_k, \ldots, J_n \in F_k \Rightarrow \overline{T}(J_1,J_2, \ldots, J_n) \in F_{k+1}
\]  

(15)

where \( \overline{T} : F^n \rightarrow F \) is the mapping defined by

\[
\overline{T}(J_1,J_2, \ldots, J_n)(x) = T(J_i)(x), \quad \forall x \in X_i, \ i = 1, \ldots, n
\]  

(16)

Assumption B seems rather complicated so it may be worth providing some motivation for introducing it. Property a) specifies how the sets \( F_k \) should relate to the solution \( J^* \). Property d) guarantees that if the functions in the buffers of all nodes \( i = 1, \ldots, n \) belong to \( F_k \) and a computation phase is carried out simultaneously at all nodes followed by a communication phase...
from every node to every other node then the resulting function in the buffer of each node (which will be the same for all nodes), will belong to $F_{k+1}$. Assumptions a) and d) alone guarantee that the algorithm will converge to the correct solution if executed in a synchronous manner, i.e., a simultaneous computation phase at all nodes is followed by a simultaneous communication phase from each node to all other nodes and the process is repeated. Property b) involves the mapping $T_i$ which is related to a computation phase at node $i$ [compare (7), (8) with (12)], while property c) involves the mapping $C_j$ which is related to a communication phase from node $j$ to some other node [compare (6) with (13), (14)]. Basically properties b) and c) guarantee that the sets $F_k$ are closed with respect to individual node computation and communication. By this we mean that if all buffer contents are within $F_k$ then after a single node computation or communication all buffer contents will remain in $F_k$. The following proposition asserts that when properties b) and c) hold in addition to a) and d), then the algorithm converges to the correct solution when operated in a totally uncoordinated manner.

**Proposition:** Let Assumptions A and B hold, and assume that the initial buffer contents $J_i^0$ at each node $i = 1, \ldots, n$ belong to $F_0$. Then

$$\lim_{t \to \infty} J_i^t(x) = J^*(x), \quad \forall x \in X, \ i = 1, \ldots, n$$

(17)

where $J_i^t$ is defined by (7) for all $t \geq 0$ and $i = 1, \ldots, n$.

**Proof:** We will show that for every $k = 0, 1, \ldots$ and $t \geq 0$ the condition

$$J_i^t \in F_k, \quad \forall i = 1, \ldots, n$$

(18)

implies
where \( P \) is the scalar of Assumption A. In view of condition a) of Assumption B, this will suffice to prove the proposition.

Assume that (18) holds for some \( k = 0, 1, \ldots \) and \( t \geq 0 \). Then (19) clearly holds since, for \( t' > t \), the buffer content \( J_i^{t'} \) of node \( i \) at \( t' \) is obtained from the buffer contents \( J_j^t \) of all nodes \( j = 1, \ldots, n \) at \( t \) via operations that (according to conditions b) and c) of Assumption B) preserve membership in \( F_k \).

Consider the contents \( J_{ii}^{t'} \) of the buffers \( B_{ii}, i = 1, \ldots, n \) at a time \( t' > t+P \). Since (by Assumption A) at least one computation was performed at each node \( i \) in the interval \( [t, t+P] \), we have that [cf. (7)]

\[
J_{ii}^{t'}(x) = T(J_i^{t})(x), \quad \forall x \in X_i, i = 1, \ldots, n
\]

(21)

where \( J_i^t \) is the buffer content of node \( i \) at some time \( t \in [t, t'] \) (\( t \) depends on \( i \)), and by (19)

\[
J_i^t \in F_k, \quad \forall i = 1, \ldots, n.
\]

Since the interval \( [t+P, t+2P] \) contains at least one communication interval from every node to every other node it follows that for any \( t' > t+2P \) each buffer \( B_{ij} \) contains a function \( J_{ij}^{t'} \) such that [cf. (6), (21)]

\[
J_{ij}^{t'}(x) = J_{jj}^t(x) = T(J_j^{t})(x), \quad \forall x \in X_j, i, j = 1, \ldots, n
\]

(22)

where \( J_j^{t} \) is the content of buffer \( B_{jj} \) at node \( j \) at some time \( t \in [t+P, t+2P] \).
and $J_j^t$ is the buffer content of node $j$ at some time $t \in [t, \tilde{t}]$. (Again here the times $t$ and $\tilde{t}$ depend on $i$ and $j$).

By using (22) and (19) we can assert that for each $t' > t + 2P$ and $i = 1, \ldots, n$ there exist functions $J_j^t \in F_k$, $j = 1, \ldots, n$ such that

$$J_i^{t'}(x) = T(J_j^t)(x), \quad x \in X_j, \quad i = 1, \ldots, n.$$ 

It follows from condition d) of Assumption B (cf. (15), (16)) that

$$J_i^{t'} \in F_{k+1}, \quad \forall t' > t + 2P, \quad i = 1, \ldots, n$$

which is (20). This completes the proof of the proposition. Q.E.D.

Note that (18) and (20) can form the basis for an estimate of the rate of convergence of the algorithm. For example if there exists an index $\bar{k}$ such that $F_k = F_{\bar{k}} = \{J^*\}$ for all $k > \bar{k}$ (i.e. after some index the sets $F_k$ contains only one element--the solution function $J^*$), then it follows from (18)-(20) that the distributed algorithm converges to the correct solution in a finite amount of time. This argument can, for example, be used to establish finite time convergence for the distributed algorithm as applied to the shortest path problem of Section 2.

4. Special Cases

In this section we verify that Assumption B of the previous section is satisfied for some important classes of problems.

Contraction Mappings with Respect to the Sup-Norm

Let $\bar{F}$ be the space of all bounded real-valued functions on $X$ and assume that $T(J) \in \bar{F}$ for all $J \in F$. Let $||\cdot||$ denote the sup-norm on this
Assume that $F$ is a closed sphere centered at $J^*$. Then $F$ is complete ([4]), so if there exists a scalar $\alpha$ with $0 < \alpha < 1$ such that the mapping $T$ satisfies

$$||T(J) - T(J')|| \leq \alpha||J-J'||, \quad \forall J, J' \in F$$

there $T$ has a unique fixed point in $F$ denoted $J^*$ [4].

For $q > 0$ define

$$F_k = \{J \in F \mid ||J-J^*|| \leq \alpha^k q\}, \quad k = 0, 1, \ldots$$

It is evident that if $F_0 \subset F$ then the sequence $\{F_k\}$ satisfies conditions a)-d) of Assumption B.

We note that the use of the sup-norm (23) is essential in order for Assumption B to hold and that if $T$ is a contraction mapping with respect to some other norm then Assumption B need not be satisfied.

An important example where $T$ is a contraction mapping with respect to the sup-norm arises in Newton's method for solving nonlinear systems of equations. Let $G: \mathbb{R}^n \to \mathbb{R}^n$ be a continuously differentiable mapping and assume that $J^* \in \mathbb{R}^n$ satisfies $G(J^*) = 0$ and that the $n \times n$ Jacobian $\frac{\partial G(J^*)}{\partial J}$ is nonsingular at $J^*$.

Then it can be shown that the Newton mapping

$$T(J) = J - \left[ \frac{\partial G(J)}{\partial J} \right]^{-1} G(J)$$
is a contraction mapping with respect to the sup-norm within a neighborhood
of \( J^* \) and therefore satisfies Assumption B within that neighborhood.

P-Contraction Mappings

Let \( X = \{1,2,\ldots,n\} \) and \( X_i = \{i\} \). Then functions \( J \) can be identified
with the corresponding \( n \)-dimensional vectors \( \{J(1),\ldots,J(n)\} \) and \( F \) can be
identified with a subset of \( \mathbb{R}^n \). For each \( J = \{J(1),\ldots,J(n)\} \) we denote by
\( |J| \) the vector \( \{|J(1)|,\ldots,|J(n)|\} \). Suppose that \( T \) is such that

\[
|T(J) - T(J')| \leq P |J-J'| \quad \forall J,J' \in \mathbb{R}^n \tag{24}
\]

where \( P \) is a substochastic matrix, i.e. all elements of \( P \) are non-negative
and the sum of the elements of each row of \( P \) is less than or equal to
unity, and the inequality (24) is meant to hold componentwise. Assume
further that \( \lim_{k \to \infty} P^k = 0 \). Then it can be shown that \( T \) has a unique fixed
point \( J^* \) in \( \mathbb{R}^n \) ([5], p.433).

For any \( q > 0 \) define

\[
F_k = \{J \in \mathbb{R}^n \mid |J-J^*| \leq q P^k e\}
\]

where \( e = \{1,1,\ldots,1\} \) is the unit vector in \( \mathbb{R}^n \). Then it can easily be
seen again that the sequence \( \{F_k\} \) satisfies conditions a)-d) of Assumption
B.

Fixed point problems involving P-contraction mappings arise in dynamic
programming ([6], p.374) and solution of systems of nonlinear equations
([5], Section 13.1).

Monotone Mappings

Assume that \( T \) has the monotonicity property
Assume further that there exist two functions \( \underline{J} \) and \( \overline{J} \) in \( F \) such that

\[
\{ J \mid \underline{J}(x) \leq J(x) \leq \overline{J}(x), \forall x \in X \} \subseteq F
\]  

(26)

and for all \( k = 0, 1, \ldots \)

\[
T^k(\underline{J})(x) \leq T^{k+1}(\underline{J})(x) \leq T^{k+1}(\overline{J})(x) \leq T^k(\overline{J})(x), \forall x \in X
\]  

(27)

and

\[
\lim_{k \to \infty} T^k(\underline{J})(x) = \lim_{k \to \infty} T^k(\overline{J})(x) = J^*(x), \forall x \in X.
\]  

(28)

As an example consider the shortest path problem of Example 2 in Section 2, and the functions

\[
\underline{J}(i) = 0, \quad \forall i = 1, \ldots, n
\]

\[
\overline{J}(i) = \begin{cases} 0 & \text{if } i = 1 \\ \infty & \text{if } i \neq 1 \end{cases}
\]

It is easily verified that the corresponding mapping \( T \) satisfies (25) and that \( \underline{J}, \overline{J} \) defined above satisfy (26), (27), (28).

Define now for \( k = 0, 1, \ldots \)

\[
F_k = \{ J \mid T^k(\underline{J})(x) \leq J(x) \leq T^k(\overline{J})(x), x \in X \}.
\]

Then it is easily seen that the sequence \( \{ F_k \} \) satisfies conditions a)-d) of Assumption B.
Fixed point problems involving monotone mappings satisfying (25) arise in dynamic programming [3], [6], [7] and solution of systems of nonlinear equations ([5], Section 13.2).

5. Conclusions

The analysis of this paper shows that broad classes of fixed point problems can be solved by distributed algorithms that operate under very weak restrictions on the timing and ordering of processor computation and communication phases. It is also interesting that the initial processor buffer contents need not be identical and can vary within a broad range. This means that for problems that are being solved continuously in real time it is not necessary to reset the initial conditions and resynchronize the algorithm each time the problem data changes. As a result the potential for tracking slow changes in the solution function is improved and algorithmic implementation is greatly simplified.
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