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ABSTRACT

-4 This report covers in detail the solid state research work of the Solid State

Division at Lincoln Laboratory for the period 1 November 1980 through

31 January 1981. The topics covered are Solid State Device Research,

Quantum Electronics, Materials Research, Microelectronics, and Analog

Device Technology. Funding is primarily provided by the Air Force, with

additional suppor p vided by the Army, DARPA, Navy, NASA, and Doe.
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INTRODUCTION

I. SOLID STATE DEVICE RESEARCH

The spectral dependence of the optical absorption introduced in InP and GaInAsP

by proton bombardment has been measured as a function of dose. The induced ab-

sorption, which increases nearly linearly with dose, extends well beyond the band

edge and decreases approximately exponentially with wavelength over a broad
range. A short 420 9 C anneal reduces this bombardment-induced absorption by

more than a factor of 10.

The optical absorption coefficient corresponding to electronic transitions between

the valence and conduction bands in HgCdTe has been measured at photon energies

well above the energy gap. Excellent agreement with the Kane theory was found

using a matrix element P = 7.5 x 10 - 8 eV-cm. At a photon energy hc/A about

1.2 times the HgCdTe gap energy Eg, the absorption coefficient is equal to 3/A for

0.02 < E < 0.4 eV.
g

A study has been made of the etchingtechnique used to delineate the active GaInAsP

layer in GaInAsP/InP double-heterostructure lasers. It was found that careful

control of etch solution composition and etch time was necessary to obtain accu-

rate measurement of active layer thickness.

A new method has been demonstrated for the prevention of thermal etching or de-

* composition of InP substrates prior to liquid-phase-epitaxial (LPE) growth. With

this method, the substrate is stored in the growth tube at room temperature during

the pregrowth bake and then is transferred to the LPE slider shortly before growth.

This method allows both high-purity (n t 1 x 1015 cm - 3 ) and excellent surface

.19 morphology to be simultaneously and reproducibly obtained for both InP and

GaInAsP LPE-grown layers.

II. QUANTUM ELECTRONICS
..

The temporal correlation and measurement error of a dual-laser differential-

absorption LIDAR (DIAL) system has been measured and compared with theory.

Also, the improvement in measurement accuracy of a dual-laser DIAL compared

with a single-laser DIAL system has been determined.

A CW Ni:MgO laser has been operated with up to 10.3 W of TEM0 0 -mode output

power, and tuning has been demonstrated near 1.31 and 1.38 Im over small-

wavelength regions.

A technique has been devised in order to perform the disconnect function in micro-

electronic circuits: regions of thin aluminum interconnects are first microalloyed

with Zn atoms using a laser photochemical-heating technique, and then the alloyed

regions are etched away with a mild acetic acid solution.

vii
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In order to characterize thin molecular films adsorbed onto insulators and semi-
conductors, a reflectometry technique has been developed in which the adsorbent
is prepared as a thin, almost antireflecting layer on some appropriate substrate.

The large fractional change in reflectivity thus obtainable provides a convenient
diagnostic tool for laser photochemical processing.

III. MATERIALS RESEARCH

A new method, named the LESS technique (lateral epitaxy by seeded solidification),

has been used to grow single-crystal Si films over insulating layers on single-

crystal Si substrates. After narrow stripes have been opened in the insulating

layer to expose the substrate, an amorphous or polycrystalline Si film is depos-
ited over the entire surface, and graphite strip heaters are employed for zone

melting the film. By means of this technique, continuous single-crystal Si films
have been obtained over SiO2 layers with stripe openings spaced 50 or 500 Lrn
apart, and single-crystal growth extending as far as 4 mm over Si N has been

observed.

A one-step technique has been developed for preparing heteroepitaxial Ge films of

good crystal quality by depositicn of vacuum-evaporated Ge on heated Si single-

crystal substrates. Such Ge films, the best of which were obtained by deposition
on <100> Si substrates heated to 550°C, are of interest as potential substrates for

the chemical-vapor deposition of GaAs films for shallow-homojunction solar cells.

The crystal quality of heteroepitaxial Ge 1 _ x Si x films produced by transient heating

of Ge-coated Si substrates has been studied by using transmission electron mi-
croscopy and 4 He+ ion channeling. The results obtained by the two techniques,

which are in good agreement, reveal a high density of misfit dislocations near the

alloy-Si interface, with a much lower density of inclined dislocations propagating

up toward the surface.

IV. MICROELECTRONICS

The performance of a time-integrating correlator in which the multiplication and

integration of many samples of two wideband surface-acoustic-wave (SAW) inputs

take place in a charge-coupled device (CCD) has been evaluated for the correlation

of 20-MHz-bandwidth spread-spectrum signals buried in band-limited Gaussian
noise. By using a second CCD chip as an analog delay line to permit cancellation

of fixed-pattern noise, a signal-processing gain in excess of 30 dB and a dynamic
range of 48 dF3 have been achieved.

Three focal-plane mosaics consisting of five 100- X 400-element CCDimager chips

mounted on a hybrid substrate have been assembled with the positional accuracy

required by an advanced moving-target-indicator sensor system used in the

GEODSS (Ground-based Electro-Optical Deep Space Surveillance) program.
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A GaAs monolithic-integrated-circuit mixer module, which has a double-sideband

(DSB) mixer noise temperature of 339 K and a conversion loss of 3.8 dB at 110 GHz
when operated at 300 K. has been evaluated at 77 K. The cooled mixer module

has a DSB noise temperature of 50 K, the lowest reported for mixers at 110 GHz,

and a conversion loss of 4.5 dB.

The lateral growth of single-crystal silicon over the edge of a thin SiO2 bar struc-

ture on a single-crystal silicon substrate using the reduction of silane in hydrogen

has been investigated. Lateral-to-vertical growth ratios much greater than I have

been achieved for appropriate growth conditions. The observed growth phenomena

can be explained in terms of the differences of the lateral and vertical partial

pressure gradients of the silane gas.

The resistivity of tungsten films deposited on GaAs has been found to decrease

with increasing annealing temperature and to reach a minimum value 3.5 times

the theoretical lower limit for an annealing temperature of 7500C. For anneals

above 750"C, the resistivity increases because of a reaction between tungsten and

GaAs. The barrier heights for annealed W-GaAs Schottky barriers are compa-

rable to the barrier heights obtained for Ti-W Schottky barriers on GaAs, and are

greater than those for any other metal annealed at these temperatures on GaAs.

Shallow PtSi-Si Schottky-barrier contacts have been formed by heat treatment at

500°C of structures prepared by vacuum deposition of thin alternating Pt and Si

layers on n-type (100) Si substrates. This new technique permits the formation of

shallow contacts without placing any limitations on the thickness of the PtSi layer.

The characteristics of diodes formed by this process are superior to those of

conventional diodes formed by heat treatment of structures prepared by depositing

a single Pt layer on Si.

V. ANALOG DEVICE TECHNOLOGY

A hybrid MNOS/CCD circuit has been fabricated which is capable of nonvolatile

storage and subsequent nondestructive readout of sampled analog data. A linear

dynamic range of 34 dB has been measured 10 min. after writing. After storage

times of 100 h, stored signals are attenuated to 60 percent of their initial ampli-

tude but with no loss of linearity. This device provides direct long-term storage

of analog data and avoids the need for analog-to-digital conversion and digital

memory.

An improved 4-ary elastic convolver has been demonstrated which incorporates a

parabolic-horn acoustic beamwidth compressor for high efficiency, a dual-track

configuration with orthogonal transducers for self-convolution suppression, and

narrow metal-film waveguides for low phase distortion. The time-bandwidth prod-

uct of this convolver is 930, the self-convolution suppression exceeds 45 dB over

the entire passband, and the phase distortion is less than *3 5°. This low-cost,

compact device can provide programmable matched filtering of minimum-shift-

keyed wideband spread-spectrum signals within 0.5 dB of ideal performance.
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I. SOLID STATE DEVICE RESEARCH

A. OPTICAL PROPERTIES OF PROTON-BOMBARDED InP AND GaInAsP

Proton bombardment has been used to modify the electrical and optical properties of GaAs

in many types of electrooptical and microwave devices i In general, bombardment is used to

create high-resistivity layers in both n- and p-type GaAs; however, the bombardment also in-

duces an increase in optical absorption near the GaAs band edge,2 . 3 an effect which may be

detrimental for some electrooptical devices, particularly lasers. For many applications, a

post-bombardment anneal can be used to achieve a compromise between resistivity and optical

attenuation. ,3

The effects of proton bombardment in InP (Ref. 4) differ somewhat from those in GaAs. Very

high resistivity is obtained only in p-type material and only for a narrow range of proton dose,

the magnitude of which scales with the initial concentration in the InP. For sufficiently large

doses, both n- and p-type InP become only moderately high resistivity n-type material. Never-

theless, proton bombardment in InP can be used effectively for some applications, including
the production of current-confining regions in stripe-geometry GaInAsP/InP diode lasers.5

In order to optimize the design of these lasers, as well as to effectively utilize bombardment

in other InP-based electrooptical devices, it is desirable to know more about the optical proper-

ties of proton-bombarded layers. We report here a study of the spectral and dose dependence

of the proton-induced optical attenuation in both InP and GaInAsP (Xg 1.1 pLm), and describe
" the effect of an anneal at moderate temperature which strongly reduces the induced attenuation.

The results of these measurements are qualitatively consistent with those for GaAs.

The wafer used for these measurements consisted of a p-type InP substrate with an n-type
InP buffer layer and an n-type GaInAsP layer, both grown by liquid phase epitaxy (LPE). The

17 -3substrate was Cd-doped and had a hole concentration of about 107 cm . The 5-pLm-thick buffer

layer, which was not intentionally doped, had an electron concentration of about 1017 cm , as
did the quaternary layer, which had a composition of Ga0.171n0. 8 3As 0 .4 P 0 .6 (Ag - 1.1 IJm) and

a thickness of 3.5 tim. The back surface of the wafer was polished and the wafer was then cut in

half. The GaInAsP epitaxial layer was chemically removed from one of the halves both to permit

measurement of the InP absorption and to serve as a reference transmission to deduce the

GaInAsP absorption.
For the proton bombardment and the optical transmission measurements, the two samples

were mounted over holes on a common mounting plate. The samples were bombarded with a

multiple-energy dose of protons to obtain nearly uniform damage throughout a 3-p1 m-thick bom-

barded layer. A room-temperature bombardment schedule of N protons/cmz at 300 keV, 0.5 N
at 200 keV, and 0.33 N at 100 keV was used for several values of N in the range 3 X 1013 cm-2

15 -2
N< 3 101 cm . After each bombardment (i.e., change in N), the transmission of the samples

was measured in a commercial dual-beam spectrophotometer over the wavelength range 0.8 to

2.4 Rm. The absolute transmission was determined in each case by a preliminary 100-percent

transmission determination utilizing two additional mounting plates, each with holes identical to

the ones in the plate on which the samples were mounted. One of these plates was left in the

reference channel for the sample measurement. The accuracy of the transmission measure-

ments with this technique is believed to be *i percent.

The attenuation coefficients al and a 2 of the InP and the quaternary layer, respectively.

prior to bombardment were calculated from standard expressions for optical transmission. For

, "I



these calculations, values for the reflectivity of the materials as a function of wavelength were

calculated from the values of refraction index reported in the literature,' 7 and the small reflec-

tion at the InP/GalnAsP interface was neglected. The band-edge attenuation vs wavelength for

unbombarded InP and GalnAsP is shown in Fig. I-I(a) and 1-1(b), respectively. In Fig. 1-1(a),

additional data from the review paper by Seraphin and Bennett 6 are shown for comparison. Our

~, InP

ot

'- IL ,_ . ,A'
4 2 2 4 6 8 22 2

(b)

Fig. 1-1. Measured absorption vs wavelength for
unbombarded (a) InP and (b) Ga0.17n0.83As0.4P0,6.
The data denoted by "X" in (a) are taken from Ref. 6.

0

absorption edge is shifted to a longer wavelength than theirs by approximately 130 A. The rea-

sons for this discrepancy are not completely understood, although possible differences in sample

temperature could account for most of the difference. In our case, the sample was heated to

about 30°C above room temperature because, in the spectrometer used, all the spectral com-

ponents of the source light were continuously incident on the sample. The small (a < 2 cm-1 )

attenuation in the I- to 1.3-4m range is characteristic of low-concentration p-type InP (Ref. 8).

For the quaternary data, it is interesting to note the change in slope of a vs X at X S

1.11 pm. A similar effect occurs in InP near the bandgap (Xg = 0.92 Lrn)(Ref. 6) and in other

11-V compounds, and it seems reasonable to conclude that the bandgap of this quaternary is about

1.11 pm. This contrasts with a value of 1.14 pm deduced by taking the bandgap to be the point

where the transmission drops to 50 percent of Tmax, which is another common method of deter-

mining the bandgap.

After proton bombardment, we must add to the attenuation exponents in the conventional

transmission expressions a term f Aa(x)dx - AaL, where L - 3 pm, the damage depth, and

2!
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Aa is the average damage-induced attenuation coefficient. [Aa(x) should be approximately con-

stant with depth for our case of a nearly uniform damage profile.] Using the prebombardment

values of a i and a 2 and the post-bombardment transmission, we can then solve for AaL, as-

suming the change in reflectivity due to the bombardment is negligible. It should be noted (see

*Fig. I-1) that values of a up to a factor of 100 times higher can be measured for the thin GaInAsP

layer than for the InP sample.

The spectral dependence of AcL for InP and GaInAsP is shown in Fig. 1-2(a) and (b), respec-

tively, with the normalized proton dose as parameter. The reduction of the data to obtain these

1 I - T- F

InP

InP

0 330

OD00330

0 1? 14 16 21

(a)

GaInAsP/InP

00

0330

OlD
00330D

0010

-- , -

, 14 1 6 18 2 22

(b)

Fig. 1-2. Measured bombardment -induced attenuation exponent
r AaL vs wavelength with total proton dose as parameter for

(a) lnP and (b) Ga0 1 7 In A The curves are labelled

with respect to a reference dose D,* defined in the text for each
case.

curves was computer assisted. The proton doses were normalized to D, which is the total dose

using the implant schedule discussed above with N = 3 X a u As shown in Fig. -2(a)

there is substantial attenuation at A = 1.3 vsr, a common lasing wavelength, for doses greater

S(than 0.33 D. The minimum resolvable change in attenuation for lfP, A L - 2 X 10-2, corre-

sponds to an -1-percent change in transmission, the instrument accuracy, out of 50 percent

3
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total transmission. This degree of uncertainty could account for possible errors in the tails of
the 0.1 D and 0.033 D curves.

The data for GaLnAsP (Fig. 1-2(b)] show similar behavior to those for InP, with induced at-
tenuation extending well beyond the band edge and with values of Aa - 3 X 10 3 cmr near the
band gap. An interesting aspect is the maximum in A L at a wavelength of "1.15 xm. If the

curve were continued to short enough wavelengths, the values of ActL would go negative at the

band gap due to a decrease in the absorption coefficient above the band edge. These data are

not plotted here due to the scatter in the results between the various bombardments. However,

the effect is consistent with that seen experimentally and theoretically for other induced band-

edge absorption mechanisms such as electroabsorption 1 0 (Franz-Keldysh effect). This dramatic

wavelength variation in induced absorption is not measurable on the InP samples, or in previ-

ously reported GaAs studies, because the large band-edge absorption of the relatively thick sub-

strates totally masks the changes.

The bombardment-induced absorption is replotted on a semi-log scale in Fig. 1-3(a) and -3(b)
for the InP and the GalnAsP samples, respectively. These curves show more clearly that the

I0,

• 
1 0

16, 0.0330, 0-A
10 0 L 

2

t10 12 14 16 18 20

(a)

I GolanrAP/JnP

D ~ E

Fig. -3. Semi-log plot of measured bombardment-induced attenuation
exponent ti L and uniform attenuation coefficient At vs wavelength with

proton dose as parameter for (a) InP and (b) Ga 0 7 n o.8 3 As 0 4 P 0 . .

The reference dose D is defined in the text. ,Also sown each case s

a curve "D-A" indicating attenuation following bombardment of dose D

and a 5-main. 420"C anneal described in the text.

0 4 33D a



induced attenuation is exponentially dependent on wavelength. At doses of D and 0.33 D, one can

model the attenuation as Aa - e "A ' with A = 3.1 Rm - at wavelengths A > X + 0.2 &m for bothg
materials. An approximately linear dose dependence is also evident for wavelengths within

-0.1 Rm of the band gap for both cases. For longer wavelengths, it is difficult to scale values

of AciL for doses from 0.1 and 0.33 D due to the limited measurement accuracy. However, be-

tween the doses of D and 0.33 D, the change in AaL is about a factor of 3 over a broad wavelength

range.

The effect of a modest anneal on reducing Aa is shown in Fig. 1-3(a) and (b) by the curve

labelled "D-A!' This corresponds to annealing the sample bombarded with total dose D at 420'C

for 5 min. in a H2 atmosphere. As can be seen, the attenuation is reduced by more than a fac-

tor of 10, to a level for the InP sample comparable to a bombardment of 0.033 D and for the

GaInAsP sample comparable to a dose of approximately 0.05 D. This anneal corresponds to the

heat treatment typically used for alloying ohmic contacts in our fabrication of proton-defined

stripe-geometry lasers.5 It is therefore significant that this heat treatment greatly reduces Aa

in the lnP at a typical quaternary laser wavelength of 1.3 m. These results suggest that one

should be able to optimize the proton dose and anneal of GalnAsP diode lasers to maintain cur-

rent confinement and minimize optical attenuation as has been done in GaAs.

A comparison of the data for Act vs dose and wavelength obtained in this work with that for

GaAs '
3 indicates qualitative agreement. It is difficult to compare exactly the amount of pro-

ton-induced absorption at a given dose in the two materials because only single-energy protons

were used in the GaAs work. Nevertheless, it appears that the attenuating exponent AaL in InP

and in the quaternary alloy is -60 percent of the corresponding value in GaAs. We have also

found that GaAs tends to exhibit an exponential wavelength dependence Aa - eA , but with A =

2.2 ±m " I (Ref. 11). F. J. Leonberger Z. L. Liau

J. N. Walpole G. W. Iseler
J. P. Donnelly

B. OPTICAL ABSORPTION IN HgCdTe

The optical absorption coefficient corresponding to electronic transitions between the valence

and conduction band in narrow-energy-gap HgCdTe has been measured at photon energies well

above the energy gap. This represents the first accurate measurements of this material pa-

rameter, which is very important in the design of HgCdTe infrared detectors. Excellent agree-

ment with the Kane theory was found using a matrix element P z 7.5 X 10 eV-cm, which is

20% smaller than previously used by Blue. At a wavelength A corresponding to a photon energy
about 1.2 times the HgCdTe gap energy E , the absorption coefficient a is equal to 3/A for

g
0.02 eV < E < 0.4 eV.

The measurements were carried out on ultrathin foils of single-crystal HgCdTe prepared

by carefully lapping and chemical-mechanical polishing each surface with a bromine-methanol

solution in a manner similar to the techniques used in commercial HgCdTe photoconductor fab-

rication. The 3- X 5-mm foils were floated off the polishing fixture onto a gold-coated sapphire

platelet with a 1-mm-dia. hole drilled through the center and were held down with vacuum grease.

The sapphire platelets were attached to the cold finger of a closed-cycle cooler, and transmission

measurements were carried out over the 3- to 36-t±m spectral region using a CsBr prism mono-

chromator and a Ge:Zn detector. The optical flux from the monochromator was less than
20.1 mW/cm , considerably below the 300 K background level. After the measurements were
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completed at various temperatures from 15 to 300 K, the foils were broken in order to determine

their thickness, which ranged from 4 to 25 ±m.

Interference effects were quite evident near the transmission edge, indicating a relatively

uniform foil thickness t over the 1-mm-dia. area. A curve drawn through the center of gravity

of the oscillations in a transmission vs photon energy plot was used to compensate for the effects

of interference. Over the region of primary interest, at > 1 (i.e., a > 1000 cm -), these oscil-

lations were weak and insignificant. The small volume of material probed in the measurement

insured a relatively uniform alloy composition, estimated to be better than :0.1% CdTe.

In Figs. 1-4 and 1-5 are shown the absorption coefficient as a function of photon energy at

300 and 20 K for HgCdTe samples with alloy compositions of 17.4 and 19.3 mole % CdTe, respec-

tively. The alloy composition was determined by the photon energy at which a = 1000 cm - 1 at

300 K, as defined by Finkman and Nemirovsky,! 3 The solid curves in Figs. 1-4 and 1-5 were cal-

culated from the absorption coefficient expressions given by Blue1 2 for the light-hole- and heavy-

hole-to-conduction-band transitions, which are based upon the Kane theory and are valid in the

limit of very small electron effective mass. The temperature dependence of E was calculatedg

from Reference 13 and is in excellent agreement with our data. The dashed curve in Fig. 1-4 is
13 -1 -1

the exponential variation previously reported for 20 cm < a < 1000 cm . This exponential

absorption edge tail is temperature dependent and presumably due to phonon effects, which are
-1

not accounted for in the Kane theory. Above 1000 cm this exponential behavior no longer holds,

and our data show excellent agreement with the Kane theory. Bandfilling has been taken into ac-

count in all of the calculated curves and significantly improves the fit to the data both at 300 and

20 K. Absorption coefficients were measured on eight different samples (both n- and p-type)

with alloy compositions between 17.4 and 20 mole % CdTe from four HgCdTe ingots, and all val-

ues of a for 1.2 E , < h < 0.3 eV were in agreement with the Kane theory using a matrix element

P = 7.5 x 10-8 eV-cm. This represents the first clear evidence of the accuracy of the Kane

theory in describing the absorption in narrow-gap HgCdTe.

There are two implications with regard to detector performance that result from this ab-

sorption data. First, the relatively slow rise in absorption coefficient above the edge coupled

with the strong dependence of lifetime (and minority electron diffusion length) with hole concen-

tration14 means that the cutoff wavelength of a shallow-junction n-p photodiode can be signifi-

cantly shortened at moderate acceptor concentrations (101 7 cm 3). Second, in the case of a

wide-bandwidth photodiode a trade-off between minimizing the reverse-bias tunneling current

and maximizing the absorption coefficient results in an absorption length of A/3 for optimized

photodiodes over the 3- to 36-km region. D.L. Spears

P.E. Duffy

C. CHEMICAL ETCHING OF CLEAVED FACETS
OF THE GaInAsP/InP DOUBLE HETEROSTRUCTURE

The thickness of the GalnAsP active layer, which is generally 0.1 to 0.5 1 ±m, is an important

parameter In GaInAsP/InP double heterostructure lasers. 5 -19 For an accurate measurement

it is necessary to delineate the active layer in the cleaved facets by chemical etching. Perhaps

the most commonly used etchant is the aqueous solution of KOH and K 3 Fe(CN) 6 , which preferen-

tially etches the GaInAsP active layer, 5 ' 1 7 ' 1 9 However, there exists the possibility of over-

etch (i.e., some etching of the InP cladding layer), which can result in an apparent active layer

thickness which is greater than the actual value. We have found in this work that considerable

7



TABLE I-I

ETCHING SOLUTIONS USED IN THIS WORK
AND THEIR RATES OF OVER-ETCH

Increase of
(K F N l Apparent Active

Solution 1K3Fe\CN6] [KOH] Layer Thickness

1 0.030 M 1.5 M 8.4 A/s

2 0.0076 1.5 4.0

3 0.076 1.5 16.0

4 0.030 3.0 36.5

InP CAP+ InP
CLADDING GaInAiP BUFFER I I I

LAYER ACTIVE LAYERSURFACE LAYER GaInAsP/InP DOUBLE HETEROSTRIJCTURE

W + H ETCHED IN K3 Fe (CN) 6 + KOH + H2O

SOLUTION 3

- . 4

(b) ETCHEDI - rn.A--"".. ---
SOLUTION 3 4 °

.0 rain J 2 rain. e '
p

3 - I rmin. " ---

2 -0.5 min.7.- .. - . . . .

S DUN-ETCHED

0 2 4 6 8 10

POSITION ACROSS THE CLEAVED STRIP(r)

Fig. 1-6. SEM mi-rographs of cleaved Fig. 1-7. Apparent active layer

edges of an unetched sample and two thicknesses measured at vari-
Setched ones. These samples were ous positions across a series of

=Icleaved from the same LPE wafer. cleaved strips which have been
~etched for different lengths of
• time.
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over-etch can indeed occur for the commonly used etching conditions and have determined the

conditions required to minimize over-etch.

The GalnAsP/InP wafer was prepared by sequential LPE growths of a Sn-doped nP buffer

layer (n - 2 X 1018 cm- 3), a nominally undoped GaInAsP active layer (with nearly exact lattice

match to InP), a Zn-doped nP cladding layer (p - 2 X 1017 cm- 3), and a more heavily Zn-doped

InP cap layer (p 25 3 X 1018 cm 3 ) on an (100) InP substrate (Sn-doped, n - 1.5 X 017 cm- 3).

The active layer was 0.18 4m thick; the thickness of the buffer layer and that of the sum of the

cap plus cladding layer were both -4 ±m. Broad-area lasers fabricated from similar wafers

have shown threshold current densities as low as 0.9 kA/cm2 with an emission wavelength of

1.3 Rim. The wafer was 1.0 x 1.5 cm 2 and was cleaved into some 20 strips for various etching

tests. To prepare etching solutions, weighed amounts of KOH and K 3Fe(CN)6 were first sepa-

rately dissolved into deionized water to form solutions of known concentrations. The two solu-

tions were then homogeneously mixed to form etching solutions. Four different etching solution

compositions were used in this work, as shown in Table 1-1. (The concentrations quoted in

Table 1-I are those in the final mixture.)

Figure 1-6 shows scanning electron microscope (SEM) micrographs of an unetched sample

and two etched ones. It should be noted that the etched samples show apparent active layer
thicknesses which are considerably gr( -ter than that of the unetched one, and yet the layer bound-

aries still remain very sharp (i.e., no direct evidence of over-etch). The apparent active layer

thickness was measured with the SEM at various positions across the length of each cleaved

strip. Figure 1-7 shows the results of such measurement for a series of strips etched in Solu-

tion 3. The average of apparent active layer thicknesses of each strip was then plotted against

etching time, as shown in Fig. 1-8. Figure 1-8 shows that for each etching solution the apparent

6 I I I I I I

0

W-1

0i 3-

ETCH.'ING 
TIME (in)

Fig. 1-8. Apparent active layer thickness as a function of etching

time for three different etching solution compositions.

a;a

active layer thickness increases linearly with etching time. The slopes are the rates of thick-

ness increase as quoted in Table 1-1.
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It should be noted that rates of increase of apparent active layer thickness as high as

36.5 A/s were obtained in the present investigation; yet the concentrations of K 3 Fe(CN) 6 and

KOH used in this work were comparable with those quoted in the literature. In view of these

results, we feel that some of the previously published data concerning laser characteristics,

4 Wwhich depend on active layer thickness measurement, e.g., the normalized threshold current

densities, are open to question. (We found that none of the published work which employed chem-

ical etching for active layer measurement specified the etching conditions.) Based on the pres-

ent work, low etching solution concentrations and short etching times (<10 s) should be used in

order to reduce the over-etch to negligible amounts.

Z. L. Liau D.E. Mull
T.A. Lind J.N. Walpole
L. Missagia

D. SUBSTRATE TRANSFER TECHNIQUE FOR LPE GROWTH

A new method has been demonstrated for preventing thermal etching, or decomposition, of

InP substrates prior to liquid -phase -epitaxial (LPE) growth. With this method, the substrate
is stored in the growth tube, but at room temperature, during the pregrowth bake and then is

transferred to the LPE slider shortly before growth. This technique requires only a modest in-

crease in apparatus complexity, and, for the most part, is straightforward in concept and use.

There is one subtlety, however, which yields some information about a source of contamination

in the LPE growth process, as discussed below.

Long-term baking of growth solutions is necessary to reduce the net donor concentration in

LPE-grown [nP and InGaAsP alloys below the i X 101 6 cm - 3 level. Best results are obtained

when the growth directly follows this baking, i.e., without opening the system to load a substrate.

For growth of InP and InGaAsP alloys of moderate phosphorus content, thermal etching of the

substrate during the pregrowth bake can be prevented by introducing a gaseous source of phos-

phorus, usually PH 3 , into the growth tube atmosphere. However, for growth of alloys of low

phosphorus content, and especially for InGaAs, the phosphorus in the atmosphere quickly con-

taminates the growth solution.

One approach to this problem is to localize the protective phosphorus-rich atmosphere to

the well of the slider containing the substrate, 2 a method that is limited to short bake times by

the difficulty of providing a gas tight well in an LPE boat. The technique we report here, of

storing the substrate outside the hot zone of the furnace and then transferring it to the slider

shortly before growth, is useful for indefinitely long bake times. For example, in a recent

growth of InGaAs, the boat with growth and etch solutions was baked at 660°C for well over

100 hr. The substrate was transferred from its room-temperature environment within the

growth tube to its normal protected position in the slider before a 30-min. pregrowth equilibra-

tion. Just prior to growth, it was slid to an open well for inspection through the transparent

furnace, then slid under a pure In solution for a slight etchback,2 2 and finally slid under the

growth solution. As in all our growths with this technique, there was no visual evidence of

thermal degradation of the substrate at the time of the inspection, and the morphology of the

epitaxial growth was excellent.

During first growths using the substrate transfer technique, the piece of graphite which

served as the substrate carrier was kept at room temperature during pregrowth bake and then

moved into the hot zone for the transfer. Although the growth morphology in this situation was

fine, the net donor concentration was a factor of 10 to 50 larger than the 1 X 10 1 5 cm 3 expected.

10
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A modified procedure incorporating two substrate carriers was then tried. One carrier, as

before, held the substrate at room temperature during the pregrowth bake, but the second car-

rier was kept in the hot zone of the furnace. To make the transfer, the baked carrier was moved

out of the furnace and the substrate was moved into it. Then this carrier was moved back into

the furnace and the transfer to the slider made. With this procedure, the expected i X 1015 cm - 3

net donor levels have been reproducibly obtained.

It seems clear from these experiments that gases given off during heating of the graphite

after exposure to air contaminate the growth. The expected gases are H 2 0, CO, and CO2

(Ref. 23). The positive effect of H2 0 at the fractional ppm level has been studied.2 4 It is thought

to convert Si in the growth solution to electrically inactive SiO2 . At levels somewhat in excess

of I ppm the H 20 causes increased compensation, but an increase in net donor concentration has

not been observed. The effect of CO and, especially, CO 2 in oxidizing Si should be qualitatively

similar to that of H 2 0. We therefore conclude that some other gas or gases desorbed from the

graphite during heating contaminate the LPE growth of InP and InGaAsP alloys. However, the

details of this contamination process are not presently understood.

4 S. H. Groves
M.C. Plonko
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II. QUANTUM ELECTRONICS

A. EFFECT OF TURBULENCE-INDUCED CORRELATION ON LIDAR
MEASUREMENT ERRORS

Using a 10.6-ptm dual-laser differential-absorption LIDAR (DIAL) system, we have measured
the short-term and long-term temporal correlation of the DIAL returns from topographic tar-

gets and have investigated the associated effect on the measurement error (standard deviation)

of the time-averaged DIAL returns. Our results have been used to establish the accuracy of

DIAL laser remote sensing measurements and to quantify the improvement expected through

use of a dual-laser DIAL system compared with that of a single-laser system. This improve-

ment is shown to be in good agreement with that predicted from a theory which considers the

effect of partial temporal correlation due to atmospheric turbulence on DIAL measurement

* errors.

Our results were obtained using the dual-laser CO2 DIAL and data acquisition systems re-
* ported previously. The DIAL system consists of two individually triggered mini-TEA CO2

lasers coupled to a common LIDAR optical system. Figure I-I shows a time history of the

amplitude of the LIDAR returns as a function of time. The temporal separation between the

two LIDAR pulse-pairs was 35 pis and the PRF of each laser was 5.4 Hz. The short- and long-

term correlation of the two LIDAR returns is evident in Fig. 11-1, which displays the role that

atmospheric turbulence plays in these processes. The data corresponding to this figure were

used to measure the standard deviation of each individual LIDAR return signal, X or Y, as

well as that of (X/Y). on a pulse-to-pulse basis. The results are presented in Fig. 11-2 and

show the standard deviation of the returns from two different targets as a function of the num-

ber of pulses integrated. As seen in Fig. 11-2, (1) the DIAL measurement error for the dual-
gz, laser values, (X/Y), is considerably less than that for either X or Y; (2) the measurement

error decreases approximately as the square root of the number of pulses integrated, with some

deviations noted at longer integration times; and (3) the returns from different targets have dif-

ferent statistical distributions.

We have also measured the cross-correlation coefficient. p At of the two LIDAR returns

as a function of the delay times. Our results are shown in Fig. 11-3 where it is seen that the

correlation is high (p At 0.5-0.9) at At = 35 pis, rapidly falls off to a value of 0.2 to 0.1 for
At between 200 ms and 5 s, and is essentially zero for time delays greater than 5 to 10 s.

Our experimental results can be shown to be consistent with those predicted for the case
of two nonindependent measurements of a nonstationary process. Using the general formalism

for the propagation of errors 2 and applying this to the DIAL equation, one obtains for the over-

all measurement error (standard deviation) of the dual-laser DIAL system

2 2 2
Ua a a 7(.Fri= + -2At x-_

(i X) (Y)

where

a
pot ' (11-2)PAt- a ay
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Fig. 1I-1. Time series display
of pulsed LIDAR returns; up-
per trace for LIDAR 1. lower
trace for LIDAR 2.
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Fig. 11-3. Cross-correlation coefficient, PLt, measured as a function
of time separation of the two LIDAR returns.

is the correlation coefficient, X/Y, and a is the covariance of X and Y. (u/), (ax /x),

and (a /Y) are the standard deviations normalized to the mean value for 7, X, and Y. respec-
y

tively. For the case where a= a a, and for 4 = X = Y t 1, Eq. (11-1) may be written asx y

a 2a 2 (-P(11-3)4 A

Equations (11-i) and (-3) indicate that the effect of correlation (pt > 0) is to reduce the

overall measurement error, a4/4. In addition, the effect of signal processing is to operate

either (1/N) Z or (1/T) f dt on Eq. (11-1), where N is the number of pulses integrated over a

time period T. Under these conditions, any nonstationary term in Eq. (11-1), and in particu-

lar p.t, will cause deviations from the JN dependence.

Using the values from Figs. 11-2 and 11-3 of (ax/X) = 0.545 and 0.1635, and Pt = 0.867 and

0.593, Eq. (1I-i) yields (a 4 / ) = 0.28 and 0.14 for the retroreflector and diffuse target returns,

respectively. These values are in good agreement with our measured values from Fig. 11-2 of

(a )= 0.312 and 0.151, respectively. In addition, the deviation from the 4N dependence in

Fig. 11-2 is consistent with the temporal variation of Pt shown in Fig. 11-3.

D.K. Killinger
'N. Menyuk

B. Ni:MgO LASER: HIGH AVERAGE POWER AND TUNING PROPERTIES

The Ni:MgO transition-metal laser has been operated at up to 10.3 W CW output in a

TEM0 0 mode with a slope quantum efficiency of 57 percent when pumped with a 1.06-±m Nd:YAG

laser. This device produced tunable output in two wavelength regions around 1.31 and 1.38 Jim.

A schematic diagram of the Ni:MgO laser is shown in Fig. 11-4. The 1.85-cm-long laser

crystal was conduction cooled to liquid-nitrogen temperature by a dewar designed to have a

large area of contact between the cryogenic liquid and the copper cold finger. The birefringent

tuning element was adjusted using a vacuum-tight rotary feedthrough. The optical pumping

i5
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geometry was such that all of the multi-transverse-mode output of the pump laser was focused

into the TEM0 0 -mode volume (as determined by the cavity of Fig. 11-4) in the Ni:MgO crystal.

This gain-aperturing effect resulted in TEM0 0 output from the Ni:MgO laser at all pumping

levels. The output power vs absorbed input power curve with a 5.3%-transmission output mir-

ror and no tuning element is shown in Fig. 11-5; the output wavelength was 1.309 prm. The near-

threshold behavior under several different operating conditions is shown in Fig. U-6. The lowest

threshold was obtained with a 1.6%-transmission mirror at -40 mW of absorbed power. In-

sertion of the Brewster-angle tuning element resulted in a noticeable intracavity loss, with

resultant increased threshold and reduced slope efficiency, presumably because of residual

and pump-induced birefringence in the cubic MgO host crystal. The latter effect undoubtedly

accounts for the gradual reduction in slope efficiency as the pump power is increased, as is

evident for the input-output curve (Fig. 11-6) with the tuning element in the cavity.

1.50

1.25(c) (0)

1.00

0.75 (b)

a.o

0.50

0.25-

01 2 3 4
PABS (W)

Fig. 11-6. Near-threshold input-output behavior for Ni:MgO lasers (a) output
coupling 1.6 percent, no tuning element; (b) output coupling 1.6 percent,
tuning element set to 1.309 Rm; (c) output coupling 5.3 percent, no tuning
element; (d) output coupling 1.6 percent, tuning element set to 1.38 pm.

Tuning of the Ni:MgO laser was carried out at a pumping level of 5 W absorbed power.
*i Oscillation was observed not only on the relatively pronounced peak of the fluorescence curve

around 1.31 pam but also on a secondary peak around 1.38 pm. Tuning around 1.31 pn was not

continuous, however; though laser operation ranged from 1.305 to 1.317 pmn, there were inter-

mediate wavelengths where oscillation could not be obtained. Peak output occurred at 1.309 pLm.

Continuous tunability was achieved from 1.376 to 1.387 m, and a maximum output of 0.25 W

was observed at an absorbed pump power of 6.5 W.

Further study is required to explain several inconsistencies in the behavior of the Ni:MgO

laser. From the ratio of slope efficiencies obtained with the two different output couplings, one
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calculates a cavity round-trip loss (excluding the output mirror) of 1.1 percent. The loss is

not consistent with either the ratio of thresholds observed with the two mirrors or the absolute

slope efficiencies measured. Possible explanations for these problems may involve either ex-

cessive scattering loss in one of the mirrors or an intrinsic property of the Ni:MgO laser

medium. The lack of continuous tunability around the 1.31-lmn fluorescence peak is also un-

expected and may be due to the interaction between the birefringent tuning element and the bire-

fringence of the Ni:MgO crystal or the effect of injected 4F3/2 - 4113/2 fluorescence (around

1.32 pam) from the Nd:YAG pump laser. P. F. Moulton

A. Mooradian

C. LASER PHOTOCHEMICAL MICROALLOYING FOR ETCHING
OF ALUMINUM THIN FILMS

4Z

It has been previously 4 shown that UV laser microphotochemical reactions can be used to

generate high-resolution doping patterns on semiconductor surfaces. By a similar technique,

Al films have been changed in composition by first producing Zn in a photochemical reaction

and then alloying the two metals via local heating. The objective of the process is to alter a

specific physical property, namely the metal's corrosion resistance, in order to predispose

a small area of an Al film to subsequent etching by chemical reaction. Since small impurity

levels have dramatic effects on surface reactivities, this approach may have applicability to

maskless high-resolution etching for microfabrication. The process occurs at relatively low

temperatures, well below the Al melting point. The primary motivation for using a laser to

control this reaction is to make use of the high spatial coherence of a laser beam to localize

the reaction to micrometer dimensions. The nonthermal, photochemical component of the

process has also been shown to be fundamentally useful as a means of controlling material

transport to a localized reaction region on a surface.

Zn was chosen as a dopant for the present study because of the high miscibility of Al and

Zn and because of the rapid diffusion of Zn in Al at moderate temperatures. A further moti-

vation for this choice was the possibility of beneficial Zn reduction reactions with the AI 2 0 3

native oxide on the Al surface.

For the present experiments, the output of a frequency-doubled CW Ar-ion laser was used

to photodissociate Zn(CH 3 )2 vapor which was held at a pressure of 20 to 200 Torr in a 2-cm-

path-length gas cell. Operating alone, this beam produces a well-localized Zn surface deposit

in the manner described previously for photodeposition of other metals. For the present ex-

periments, however, the 514.5-nm fundamental output from the Ar-ion laser (typically 2 W)

was used to incorporate the Zn in the Al film by surface heating. The samples were electron-

beam-evaporated Al films of 200 to 5000 A thickness on Pyrex substrates used after several

days exposure to air in order to simulate normal oxidized surfaces. The coaxial UV and vis-

ible beams were focused on the substrate with a 7.5-cm focal-length, single-element, LiF

lens. The substrates were translated in the laser focus by a 0.2-pm/step stepping motor. Sub-

strates were raster scanned to obtain areas of several square millimeters for diagnostics.

After irradiation, the samples were given a I- to 2-min. rinse in a 15%-aqueous acetic

acid solution to remove the microalloyed regions of the film. The result of this procedure

was found to be relatively insensitive to exact conditions; despite 50-percent variations in the

rinse duration or acid concentration, substantially the same film area was dissolved. The rate

J4



of dissolution of untreated Al films was determined in an independent measurement to be

-0.1 A/min. at 23-C.

A brief study showed that the microalloyed regions could also be selectively removed in

a BC13 RF plasma, although the differential in rate between the alloyed and untreated regions

appeared to be less marked than for the wet etch. This is not surprising since this particular

plasma is an efficient etch for unalloyed Al. and no attempt was made to optimize conditions in

the plasma to maximize the rate differential.

A series of qualitative tests was also made to help to elucidate the laser alloying step. The

gas Cd(CH3 )2 was substituted for Zn(CH3 )2 in order to compare results with metals (Zn and

Cd) of vastly different solubilities in Al, but very similar chemical reactivity. In particular,

both Cd and Zn are easily dissolved in dilute acetic acid. Although Cd surface deposits were

readily produced, and these deposits were visibly redistributed by the high-intensity beam, no

effects of microalloying or differential etching were seen.

In the CW experiment, alloying occurs by solid-state diffusion of the texture, which ex-

tends laterally over many beam diameters. The edge irregularities shown in Fig. 11-7 are much

larger than the initial Al grain size, and may result from inhomogeneities in the alloy from

j 4phase segregation on cooling. Despite this lateral diffusion, microalloyed-enhanced etching

has resulted in 5- to 6- ±m resolution, showing its applicability for severing aluminum con-

ductors in integrated circuits.

Fig. 11-7. Optical micrograph0I
of a 2000-A-thick Al film fol-
lowing laser microalloying and
an acetic acid rinse.

...

JL°'M

We have thus demonstrated a laser photochemical/thermal microalloying reaction which

can predispose small areas of Al films to subsequent removal by etching. The process has

been shown to be capable of rapidly producing alloys of greatly increased chemical reactivity

at moderate peak temperatures and should be applicable to etching of other conducting and semi-

conducting materials. In the particular application examined here we have shown that a low-

temperature, relatively benign process may be used to disconnect aluminum conductors. The

low-temperature aspect of the process reduces both the accidental doping of a semiconductor

substrate or production of undesired debris, problems which are encountered in laser-blowoff

disconnect techniques. D. J. Ehrlich

R.M. Osgood, Jr.
T.F. Deutsch
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D. MEASUREMENT OF ADSORBED MOLECULAR FILMS
BY REFLECTOMETRY

Several recent experiments have shown the importance of adsorbed molecular films in

controlling the rate and resolution of laser photochemical processing. In fact, photodissocia-

tion of adsorbed films alone has been used in the recently developed technique of UV laser

prenucleation. To measure many of the important characteristics of these films, such as their

pressure and temperature dependence, requires development of the appropriate diagnostic

techniques. Optical diagnostics must be used because the relatively high-pressure gas ambient

above the film precludes the use of electron- or ion-beam probes.

We have developed an optical diagnostic technique which is based on the change in interfer-

ence from a thin-film structure after adsorption of a molecular layer. The technique has a

simple optical path so that it can be used in a variety of small gas cells; in addition it can, in

principle, have a fast response time and be spectrally sensitive so that both transient and spec-

tral data can be collected.

It is usually difficult to detect a thin transparent film of approximately one monolayer by

measuring the change in local reflectivity of a portion of a substrate. If the substrate is sim-

ply a window of transparent material (e.g., glass), suitably shaped to separate the reflt-.tion

from its outer surface (Fig. 11-8), its initial coefficient of reflection, i.e., ratio of reflected to

incident amplitudes, is real with a 0 ° or 180' phase shift. To first order, the effect of a very

thin film of thickness, d. (d << X) consists only in adding a phase shift, proportional to d, to

,1106o315-U-o DETUNED

AR LAYER

AIR GLASS GAS

n-I no n, n-I
d

Fig. 11-8. Reflection at a surface covered
by an adsorbed film, for an uncoated sub-
strate (bottom) and ii the presence of an
AR coating (top).

I
di

n' d

ADSORBED FILM

the "bare" surface reflectivity, Ro , and such a thin film is not detectable by reflectance mea-

surements. Simple application of the Fresnel relations at the two interfaces shows that for

d << X. the phase shift 0 is given by
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0 (Zidn'/k) (1/n' - n') Zno/(no - t) (11-4)

where no and n' are the substrate and adsorbed-film refractive indices, respectively.

If instead of a bare substrate we use one which has been coated with a preliminary thin

layer (top portion Fig. 11-8), the addition of an adsorbed film can cause a marked change in the

reflectance, depending on the parameters of the initial layer. The most interesting case is that

of an antireflecting (AR) structure, such as a single low-index layer close to a quarter wave in

thickness, neglecting, for simplicity, multiple reflections since the reflectivities are small.

For an AR layer which is exactly X/4 in thickness, the fields reflected from the front and

back surface are exactly opposite in phase, and as in the case of an uncoated substrate, the

addition of a very thin adsorbed film has no first-order effect on the amplitude of the reflection

coefficient. However, if the AR layer is close to but not exactly tuned for minimum reflectivity,

it can be shown that the adsorbed film will give a signal linearly proportional to its thickness.

Under optimum conditions which can be achieved in the optical region, an approximate expres-

sion for the fractional change in reflectivity AR/R 0 due to the adsorbed film is

1 1__ Zirn' 11AR/R ° = (jT.-n') -

Assuming, for example, A = 6328 A, d = 5 A. n' = 1.5. and R 0.005, the presence of the

adsorbed film changes the reflected intensity by 6 percent (whether R increases or decreases

depends on the direction in which the AR layer is detuned).

The technique described has been implemented in a variety of ways; a simple arrangement

which is being employed in the study of surface adsorption from organometallic gases is sketched

in Fig. H-9. Using a plano-convex lens for a window is particularly convenient, since it

LASER PUMP

MOTOR ANGLE

VANGALL

REFERENCE WINDOW ,lOk6fm

PRESSUREECHAMBER

+ LOCK-IN
AMPLIFIER PECAI

EAq

CIN

Fig. 11-9. Experimental setup for measuring the thickness of adsorbed
films of organometallic gases.
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displaces the unwanted reflection and focuses the scanning beam onto a small-area detector.

Scanning the beam position allows averaging over microscopic spatial inhomogeneities on the

surface and references the reflectivity to that of an unexposed portion of the substrate. The

CO2 laser beam, which enters from the back window of the cell, permits a controlled heating

of the substrate for observing the effects of temperature variation on adsorption. Figure 11-10

gives a preliminary set of data for dimethylcadmium vapor which shows the relative change in

reflection, AR/R o , of the substrate as a function of gas pressure. Since according to Eq. (11-5),
00- AR/R °0 is proportional to film thickness or coverage, these data give the adsorption isotherm

(i.e., adsorbed thickness vs pressure at constant temperature) for dimethylcadmium vapor on

MgF 2 . We are currently examining the applicability of these interference techniques to mea-

suring adsorption onto thin, optically lossy semiconductor layers and to spectroscopy of ad-

sorbed films. V. Daneu

D. J. Ehrlich
R. M. Osgood, Jr.
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III. MATERIALS RESEARCH

A. LATERAL EPITAXY BY SEEDED SOLIDIFICATION FOR GROWTH
OF SINGLE-CRYSTAL Si FILMS ON INSULATORS

Composite structures consisting of single-crystal Si films on insulating substrates are of

great interest for many device applications. The growth of such Si films on single-crystal sap-

phire substrates by vapor-phase epitaxy is a well-established technology, but the high defect

density in the Si films and the high dielectric constant of sapphire limit device performance. As

an alternative to silicon-on-sapphire technology, we are investigating a technique for preparing

single-crystal Si films over thin insulating layers formed on single-crystal Si substrates. After

formation of such an insulating layer, narrow stripes are opened to expose the Si substrate,

and a film of amorphous or polycrystalline Si is deposited over the entire surface. The Si film

is melted and frozen in such a manner that solidification seeded by the Si substrate initially

occurs within each stripe opening and then proceeds laterally over the adjacent insulating layer.

This process, which we call the LESS technique (lateral epitaxy by seeded solidification), can

yield a continuous single-crystal Si film over the insulator.

In previous studies of this process, single-crystal Si films have been obtained over SiO2

layers by melting p.lycrystalline Si films with a pulsed ruby laser z or scanned CW Ar laser,3

. but the distance of single-crystal overgrowth was limited to 2 and 30 m, respectively. We

have employed a different heating technique. By using two graphite strip-heaters, continuous

single-crystal Si films have consistently been grown over SiO2 layers with stripe openings lo-

cated 50 fim apart. In preliminary experiments we have also obtained such films over SiO2

layers with openings 500 4m apart and have observed growth of single-crystal Si extending as

far as 4 mm over Si3 N 4

For our experiments, single-crystal Si wafers 5 cm in diameter were cleaned and then

masked with an insulating layer 0.2 m thick of either SiOZ formed by thermal oxidation or

Si 3 N 4 prepared by chemical vapor deposition (CVD). Stripes 3.5 m wide, perpendicular to the

<110> direction, were opened in the masking layer by standard photolithographic techniques.

An amorphous Si film 0.8 to 1.0 m thick was deposited in a CVD reactor at 610'C to produce

the structure shown schematically in the lower part of Fig. Ill-1. Most wafers were capped with

a CVD SiO2 layer about 2 xm thick. Finally, several rectangular samples with dimensions of

about It X 2 cm were cut from each wafer.

The upper part of Fig. III-I is a schematic diagram showing the configuration used for the

experiments, which were performed in an Ar ambient. The sample was placed on a graphite

strip-heater with the Si film facing up, and a narrow, movable graphite strip-heater was posi-

tioned about Z mm above one end of the sample. The lower graphite strip was resistively heated

to 100 to 1300°C in about 20 s. During this time, the Si film was converted from amorphous

to finely polycrystalline. The upper strip was then rapidly heated by applying power at a level

of about i kW. Due to the additional heating of the sample by radiation from this strip, in 20 to

40 s the Si film and the upper surface of the Si substrate were melted in a narrow zone located

below it. The strip was then manually moved over the sample at a velocity (about 0.5 cm/s)

that was slow enough for the molten zone to traverse the sample at the same rate. When the

strip and molten zone reached the far end of the sample, the power to both heaters was switched

off. The upper heater was usually moved in the direction parallel to the openings in the growth

mask.
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Fig. III-1. Schematic diagram showing the
configuration used for accomplishing lateral
epitaxy by seeded solidification (LESS) tech-
nique. A cross-sectional view of a typical
sample before treatment is shown in ex-
panded form.
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Fig. 111-2. (a) Optical micrograph
of a single-crystal Si film ob-
tained by using the LESS tech-
nique of Fig. III-1. (b) RHEED Ia)
pattern for a similar film.
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Most of the experiments were performed on (100> Si substrates masked with SiO.. Unlessotherwise specified, the results described here were obtained for such samples with stripe

openings spaced 50 pm apart. In the few cases where the Si film was not capped, the results

appeared to be essentially the same as those for films capped with SiO.. Only results for cap-
ped samples are reported here. To prepare these samples for characterization, the SiO2 cap
was removed by etching with HF.

In experiments where the upper strip-heater was moved parallel to the stripe openings in

the insulating mask, at any instant the molten zone cut across all these openings. Along the

trailing edge of the zone, solidification began within each opening. Growth within the opening

was followed by lateral growth over the insulating layer on both sides, which continued until the
growth fronts met the fronts originating from the adjacent openings. When the openings were

50 pm apart, this process yielded single-crystal films in which few crystal defects were revealed

by etching. Between the openings, these films were smooth except for some surface features

formed midway between adjacent openings, at the intersections between growth fronts.

Figure 111-2(a) is an optical interference micrograph of the as-solidified surface of such a film.

The parallel stripes show that the depressions in the film surface located over the stripe open-
ings in the SiO2 were retained during melting and solidification.

Figure 111-2(b) is a reflection high-energy electron diffraction (RHEED) pattern obtained

for another typical Si film crystallized in the same manner. The sharp Kikuchi lines in this

pattern indicate that the film is of good crystalline quality. This finding is confirmed by the
results of Rutherford backscattering measurements on the same film. The data for one such

measurement are shown in Fig. 11-3, where the open and closed circl,-s show the backscattering
spectra obtaincd when the beam was incident in a random crystallographic lirection and in the

<100> channeling direction, respectively. The minimum channeling yield (X min) is about

5.4 percent, only slightly higher than the value of 4 percent obtained for bulk single-crystal Si.

7
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Fig.III-3. 4He +ion backscattering - - DEPTH (/m)
spectra for a LESS Si film. The 03 02 1 o
open and closed circles show the o
spectra obtained when the beam was -

incident in a random direction and >
"

in the <100> channeling direction, z
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In a number of preliminary experiments where the upper strip-heater was moved parallel

to the stripe openings in the growth mask, as described above, the LESS technique was success-

fully applied to other types of samples. In these experiments, continuous single-crystal Si films

were grown over SiO2 or S! 3 N 4 masks with openings 500 Wrn apart on <100>Si substrates, and

over SiO2 masks with openings 50 jim apart on <111> substrates. The results obtained with

Si3N 4 masks are especially promising, since single-crystal growth was observed in some areas

for distances up to 4 mm beyond the stripe openings.

In a few of the LESS experiments on samples incorporating SiO growth masks with stripe

openings 50 im apart on <100> Si substrates, the upper strip-heater was moved in the direction

perpendicular to the openings. In these experiments, single-crystal films were grown over the

SiO2 by seeded lateral solidification associated with the formation of a molten zone parallel to
the openings. Solidification between two adjacent openings took place by the motion of a single

growth front that originated within one of the openings and moved in the same direction as the

moving strip. Therefore surface features were not formed midway between the two openings.

As a promising method for preparing large-area, high-quality, single-crystal Si films on
insulating layers, the LESS technique may provide an improved alternative to silicon-on-sapphire

technology. In addition, this technique should permit the fabrication of devices incorporating

multiple isolated semiconductor layers. Furthermore, the LESS technique may make it pos-

sible to grow single-crystal Si films on reusable Si substrates, since this technique produces

the same basic structure as the one used in the CLEFT process. Finally, it is quite likely that

the LESS technique can be applied to other semiconductors, in particular GaAs and InP.

J.C.C. Fan
M.W. Geis
B-Y. Tsaur

B. HETEROEPITAXY OF VACUUM-EVAPORATED Ge FILMS
ON SINGLE-CRYSTAL Si

The growth of heteroepitaxial Ge films on single-crystal Si substrates has been the subject

of many investigations undertaken to elucidate the properties of Ge-Si heterojunctions. How-

ever, it is difficult to prepare Ge films of good crystal quality because Ge has a larger lattice

constant (by -4 percent) and thermal expansion coefficient (by about a factor of 2) than Si.

Following our recent demonstration that efficient GaAs solar cells can be fabricated on

single-crystal Ge substrates, we prepared heteroepitaxial films of both Gelx Si x alloys7 and

Ge (Ref. 8) on single-crystal Si, with the objective of developing a technique for providing low-

cost substrates for efficient thin-film GaAs cells. Both types of films were obtained by heat

treatment of <100>Si substrates that had been coated with amorphous Ge by vacuum evaporation.

The Ge 1 x Si x films were prepared by transient heating to -1000'C to produce melting and al-
loying, while the Ge films were produced by heating to -700°C to achieve solid-phase epitaxy

(SPE).

We have now developed a one-step technique for preparing heteroepitaxial Ge films on Si

by deposition of vacuum-evaporated Ge on heated Si substrates. This technique yields mirror-

smooth films that are even better in crystal quality than our earlier Ge1 x Si x and Ge films on

Si.

The Si substrates were commercial wafers with <100> and <111> orientations. They were

cleaned with 5H 2 0:NH4 OH:H 2 0 2 solution, rinsed in H Z O, and cleaned with 6H 2 O:HCl:H2 0 2 so-

lution. Each substrate was given a final rinse in dilute (-10%) HF immediately before being
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loaded into an oil-diffusion-pumped vacuum system. The substrate was mounted with tungsten

clips on a graphite strip that could be heated by passage of AC current. Temperature was con-

trolled by manually adjusting the current and monitored by a thermocouple embedded in the strip.
The Ge source was placed in a boron nitride crucible and evaporated with a conventional e-gun.
In each experiment, the substrate was heated in about 1 min. to a temperature in the range of

350 to 750"C, a film -1500 A thick was deposited at a rate of - 10 A/s. and the sample was
then rapidly cooled to room temperature.

Scanning electron microscope (SEM) observations show that films deposited at substrate
temperatures (Ts ) of 5500C or below are mirror smooth, while those deposited at higher Ts

have rough surfaces. Figures IIT-4(a) and III-4(b) are the SEM micrographs and RHEED pat-

terns for films deposited on <i00>Si at T s  550 and 6500C, respectively. The (011) RHEED

W5

(b)" '" : " 
' "

Fig. 111-4. SEM micrographs and corresponding RHEED
patterns for heteroepitaxial Ge films prepared by vacuum
deposition on <I00>Si at (a) T s = 550'C, (b) Ts = 650°C.

pattern of Fig. 111-4(a) shows strong elongation of Laue reflections toward the bottom edge of the

pattern, indicating a smooth surface. In contrast, the film prepared at Ts = 650*C gives a
spot pattern (Fig. III-4(b)] with less streaking, as expected for a rough surface, and with faint
traces of twin diffraction spots. The RHEED patterns indicate that all the Ge films are epitaxial,
even for T as low as 350°C. The roughness of the films deposited at high T5 values may have

'en due to oxidation of the substrates or some other contamination 9

The crystallographic alignment of the Ge films with respect to their substrates was deter-
mined by using an x-ray diffractometer to measure the intensity as a function of angle for the
diffraction lines of selected low-index planes. The misalignment angle between a given plane
in the film and the same plane In the substrate is designated by G for planes parallel to the
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substrate surface and by V for planes perpendicular to the surface. For the angular positions

of the peak intensities of the diffraction lines there is no detectable misalignment (i.e.. Opeak

and V peak were zero within experimental error). However, there is a significant degree of
misorientation within the Ge films, since the widths of their diffraction lines exceed the instru-
mental resolution. Let the half-width at half-maximum be represented by AO or AV, respec-

tively. The measured values of these parameters for a number of Ge films are plotted against

T s in Figs. 111-5(a) and 111-5(b), respectively. Two major trends are apparent. First, the de-
gree of misorientation is less for films on (I00>Si than for those on (11I> Si. Second, with

increasing T s the values of AO and A V initially decrease rapidly, reach a minimum at Ts =

550"C, and then increase slightly.

An experimental procedure described previously 7 was used to determine the peak intensities
of the (311) diffraction lines for the twinned and epitaxial regions of each film. The ratio of

these intensities, which we call the twin index (TI), is a measure of the microtwin density.
Our detection limit for TI is -2 x 10-4, corresponding to a value of -6 X 10-4 for the volume
fraction of twins. The measured values of TI are plotted against T. in Fig. 111-5(c), which

shows that this parameter exhibits the same type of dependence on substrate orientation and
temperature as AO and Aq. Thus both misorientation and twinning were minimized by deposi-

tion on <100> Si substrates at 550°C. The lowest values obtained for A0, Aq. and TI are

0.12*, 0.28', and 10-3. respectively, which are all better than the values of 0.25, 0.60%. and
10-2 measured for our best Ge films prepared by SPE.

Growth from the vapor phase generally begins with the formation of discrete nuclei that

subsequently grow together to form a continuous film. Misorientation in epitaxial films on
single-crystal substrates may arise because the nuclei do not all have the same orientation. As

the surface mobility of the deposited atoms increases, the degree to which the nuclei conform

to the orientation of the substrate increases, and the degree of misorientation in the films is

expected to decrease. 1 For the Ge films, the marked reduction in misorientation and twin den-

sity as T s is increased from 350 to 550'C can be attributed to the increase in surface mobility
with increasing temperature. The observation that the misorientation is less for films on

( 00> Si substrates than for those on <1 I> Si substrates suggests that the surface mobility of

Ge atoms is higher on the (100) surface.1 1

As mentioned above, it is difficult to prepare high-quality epitaxial Ge films on Si because
of the large mismatch in lattice constant and thermal expansion coefficient. The former mis-

match leads to the formation of misfit dislocations, and the latter frequently causes cracking.1 2

Microcracks were not detected in our vacuum-deposited Ge films, presumably because the films
were too thin for cracking to occur. The mechanical stress arising during cooling was probably
released by plastic deformation, which results in the creation of dislocations as well as motion

of dislocations already present. Examination of the films by TEM revealed a dense network of
misfit dislocations near the Ge-Si interface and some inclined dislocations propagating up toward

the Ge surface. The dislocations exhibit extensive interactions, which presumably resulted
from the stress-induced motions. Figure III-6(a) shows a TEM micrograph and (100) diffraction

pattern for the near-surface region of a Ge film deposited on (100> Si at T s = 5500C. The in-

clined dislocations, which are nearly perpendicular to the film surface, have a density of the
order of 108 lines/cm 2. Twin lamellae are also present in the film, as shown in the TEM mi-

crograph of Fig. 111-6 (b).
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Ion channeling measurements with 1.2-MeV 4 He+ ions have been made on several Ge films.

Figure 111-7 shows the results for one of the best films, which was deposited on (100> Si at

Ts = 550°C. The minimum surface yield is about 4.5 percent, with the yield increasing to

15 percent near the interface. These results, again, are superior to those obtained for our

best SPE Ge films.8  B-Y. Tsaur J.C.C. Fan
M. W. Geis R. P. Gale

C. CHARACTERIZATION OF HETEROEPITAXIAL Ge Si FILMS PRODUCED
BY TRANSIENT MELTING l-x x

As noted in the preceding section, we have recently prepared heteroepitaxial Ge IxSix

alloy films by transient heating of Ge-coated Si single-crystal substrates! These films were

characterized primarily by x-ray diffraction and reflection high-energy electron diffraction.

Our characterization of the films has now been extended by using transmission electron micros-

copy and ion channeling to make a detailed study of crystal perfection. The results of this study

indicate that dislocations are the principal defects.

The procedure used for preparing heteroepitaxial Ge Si alloys has been described pre-
7 1-x X

viously. Briefly, an amorphous Ge film 0.5 p m thick is deposited by e-beam evaporation on a

single-crystal (100>Si substrate. The sample is placed on a graphite strip-heater which is

then heated to a peak temperature of 950 to 1000°C in ~10 s and subsequently cooled to room

temperature at a rate of 5 to 10°C/s. When the Ge melts, it dissolves a thin layer of the Si

substrate to form a molten alloy that crystallizes epitaxially on the substrate during cooling.

Auger spectroscopy measurements have shown that the Ge 1 xSix films formed in this way con-

sist of an upper region with approximately uniform composition and a lower one in which the

Ge content gradually decreases to zero at the interface.
7

The experimental results reported here were obtained for a sample with a Ge 1xSi x film

in which the composition of the uniform region was Ge0. 7 2 Si0. 2 8 . Figures 111-8(a) and 111-8(b),

respectively, are bright-field and dark-field TEM micrographs of a cross section through the

sample. The interface between the film and substrate is seen to be very irregular, with height

variations of 0.1 to 0.2 W±n. The region of the film just above the interface has a high density

of dislocations, while the remainder has a much lower dislocation density although it contains

some inclined dislocations that originate in the interfacial region and extend toward the surface.

There is a rather smooth, well-defined boundary between the regions of high and low dislocation

density, which probably correspond to the regions of graded and uniform alloy composition,

respectively.

To obtain quantitative data on dislocation density, a portion of the sample was thinned down

from the substrate side to form a thin foil for TEM examination in the projection view.

Figures 111-9(a), 111-9(b), and 111-9(c) are bright-field micrographs of this foil taken at three

different locations, where the foil thickness is estimated from extinction fringe measurements

to be 0.2, 0.45, and 0.6 4m, respectively. From Figs. III-9(a) and 111-9(b), the total projected

dislocation line length per unit area of the Ge 1 1xSix film is estimated to be 3.6 X 105 and
6 -1

1.2 x 10 cm , respectively. The dislocation line length per unit volume is about twice as

great for the portion of the film lying between 0.2 and 0.45 pm below the surface as it is for the

portion between the surface and a depth of 0.2 m. Both portions lie within the region of low

dislocation density. At the location of the micrograph shown in Fig. I1-9(c) the foil extends to

the interfacial region between the alloy film and the Si substrate. Because of the dense
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dislocation network in this region, areas of the TEM image are almost opaque, precluding a

reliable estimate of the overall dislocation density. Presumably the dislocations in the inter-

facial region are misfit dislocations 1 3 that result from the lattice mismatch between the

Ge -,Si x alloy and Si.

To complement the TEM study, we also investigated the dislocation distribution by means

of Rutherford backscattering experiments. In these experiments, which were performed before

the film was thinned for TEM examination, backscattering spectra of 4He+ ions with energies

of 0.75 to 2.0 MeV were measured for random incidence and for incidence in the (100> axial

channeling direction. The 2.0-MeV spectra are shown in Fig. 111-10. The random spectrum

Si I i I I I I

CSix

06 0.40o2 0

a-Ge ON Si . Fig. III-10. Random and (100> axial chan-
O Ge S. neled backscattering spectra obtained with

02 s 4 H e + io n s fo r th e s a m p le o f F ig . 111- 8 b e fo r e
E" O IL S and after transient heating. The dashed

- ,icurve is the simulated (100> channeling
VIRGIN CRYSTAL \ spectrum for a virgin GeO.7 2SiO.2 8 crystal.
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obtained for the initial amorphous-Ge/Si sample is represented by the solid line, while the ran-

dom and channeling spectra measured after formation of the Ge _ xSix film are represented by

closed and open circles, respectively. Comparison of the random spectra obtained before and

after heating shows that the region of uniform composition adjacent to the surface extends to a

depth of about 0.5 pLn.

To evaluate the dislocation density in the alloy film as a function of depth, we have analyzed
14,15

the channeling spectrum by using the method of Picraux and coworkers. who found that dis-

locations produce enhanced dechanneling by distortion of the lattice plane with little direct back-

scattering. On the assumption that dechanneling is additive, for negligible direct scattering

the relationship between the channeling yield XD of a disordered crystal at depth z and the
14yield XV of a virgin crystal at the same depth is given by the expression

z 

I I -X (z)
n D (z l) d z ' = - X i n V - X 

( m -i

where nD(z ) is the density of defects at z' with a dechanneling cross section A. If the defects

are dislocations, the integral on the left side of Eq. (Ill-I) gives the total projected length of

dislocation lines per unit area, ND(z), for the portion of the film between the surface and z.

In this case the appropriate cross section for the Ge .7 2 Si 0.28 film is
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where E is the energy of the incident ions in MeV.

In order to use Eq. (III-1) for determining ND(z) from the channeling data for the

Ge0. 7 2 Si0.2 8 film, it is necessary to evaluate XV(Z) by comparing the channeling spectrum for

a virgin crystal with the random spectrum measured for this composition. For each value of

E used in the experiments, we have therefore calculated a virgin channeling spectrum by mea-

suring the channeling spectra for (100> single-crystal wafers of Ge and Si, then taking an ap-
propriately weighted linear average. The simulated channeling spectrum obtained in this man-

ner for E = Z.0 MeV is shown by the dashed line in Fig. III-10. For this spectrum, the minimum

value of yV is close to 4 percent, compared with the minimum value of 8 percent measured for

XD of the Ge 0 .7 2 Si 0 . 8 film.

E IMeV)
0.75 1.5 2

0.3

" 0.I 0.2pLm _

0.2-
O.31LM

O.2pm

Fig.11I-11. (a) Dechanneling parameter 0 1 2
vs square root of 4 He+ ion energy for (E)1/2 MOV)1/2
three film depths. The error bar indi-

cates the uncertainty due to counting
statistics. (b) Total projected length of 1- (b
dislocation lines per unit area (ND) vs
depth.
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If the defects responsible for dechanneling are dislocations, the logarithmic term on the

right side of Eq. (111-1) will be equal to (-AND). Due to the energy dependence of Aa, for a

fixed value of z this logarithmic term (called the dechanneling parameter) will be proportional

to E1/2. To test the applicability of Eq. (III-1) to the alloy film, we have plotted the measured

values of the dechanneling parameter as a function of E1/ - for z = 0.2, 0.3, and 0.4 pan, as shown

in Fig. 111-11(a). In each case, the data fit a straight line through the origin, as predicted. We
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have thetefore etnployed Eq. lt l-tI to deter 1-ine N)(7) for the alloy film from the channeling

data for 2 -MeV ions. l'he values obtained for N 1 are plotted against depth in Fig. 111-11(b).

'Hit values, at 0-2 and 0.4 nl ;I't' ad . x 10 5ec m I .respectively, in good agrement

with the values of 1.t, \ 10 1; and 1.2 x 10 tV - I found by TENI examination. Flom Eq.(Ill- I.

the disloation line length per unit volume, n l). is tlhe slope of tlhe NI) curve in Fig. 111-11(b).

The values of til obtlained in this m1anne'r ine-r,'a e from 5 x 109 C1m - 2 ne'ar thel surfaee of the

film to 4 O 1010 cm at ,0. m. B. .saur

JT. C'. C. Fat
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IV. MICROELECTRONICS

A. CHARGE-COUPLED DEVICES: SAW TIME-INTEGRATING CORRELATOR
WITH CCD READOUT

We have earlier 1 ' 2 described a time-integrating correlator in which the multiplication and
integration of many samples of two wideband surface-acoustic-wave (SAW) inputs take place in

a charge-coupled device (CCD). We have also described a scheme using a second CCD chip as

an analog delay line for cancellation of fixed-pattern noise which improved the dynamic range of

this device to 40 from 20 dB (Ref. 3). This scheme has now been used in the evaluation of device

performance for the correlation of 20-MHz-bandwidth spread-spectrum signals buried in band-

limited Gaussian noise.

Figure IV-1 shows the CCD output after integrating for ZOO ±ts. Figure IV-1(a) is the full

3.5-Ls correlation window available in the CCID, and Fig. IV-1(b) is an expanded view of the

correlation peak. The excellent linearity of the correlator is demonstrated by attenuating the
input signal by 20 dB (Fig. IV-2) and noting that the correlation output is almost exactly 20 dB

smaller than the peak in Fig. IV-1.

The signal-processing gain of this device should be less than 10 log (200 Ris x 20 MHz)
36 dB. We have achieved a signal-processing gain in excess of 30 dB as illustrated in Fig. IV-3,

where a correlation peak well above the output noise is obtained with an input signal-to-noise

ratio of -30 dB. A processing gain so close to the theoretical maximum was achieved by re-
ducing the device noise to a level below the noise at the output contributed by the Gaussian noise

introduced at the input.

The noise floor of the device as shown in Fig. IV-4 is about 3 mV peak-to-peak, which cor-

responds to 0.5 mV rms. The correlation peak in Fig. IV-1 is 1Z0 mV, yielding a dynamic

range of Z0 log (120/0.5) = 48 dB.

We have operated this device with integration times up to 10 ms, which indicates that even
higher processing gains could be achieved if the device noise could be further reduced. The

residual noise, as shown in Fig. IV-4, was determined to be thermal noise in the CCD. It

(a)

Fig. IV-1. (a) Correlator output for phase-encoded signals
with 20-MHz bandwidth on an input carrier frequency of
103 MHz. (b) Expanded view of correlation peak. Signal
and noise power are both Z4 dBm; 100 mV/division.
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Fig. IV-Z. Correlator output with signal attenuated 20 dB and oscilloscope
gain increased 20 dB. The input signal-to-noise ratio is -20 dB.

Fig. IV-3. Correlator output with an input signal-to-noise ratio of -30 dB.

]107

4

Fig. IV-4. Correlator output with no external noise. The input signal
is -16 dBm, 43 dB below the t-dB compression point of the SAW delay
line; 5 mV/division.
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should be possible to reduce this noise another 10 dB or so by using the low-noise CCD design

techniques developed for low-light-level imaging devices.4 A dynamic range of 58 dB would

support a processing gain of 48 dB, which would require a 3-ms integration time for Z0-MHz
bandwidth signals. This integration time is well within the capability of the current device.

D. L. Smythe

B. CHARGE-COUPLED DEVICES: IMAGERS

The goal of the CCD imager work for the GEODSS (Ground-based Electro-Optical Deep Space
Surveillance) Program is a focal-plane mosaic consisting of five 100- x 400-element CCD imager
chips mounted on a hybrid substrate. In the past year, we have assembled three such 5-chip
focal planes in which the chips are mounted with positional accuracies of 3 to 6 jim. In this re-

port we review the procedures we have developed for assembling these focal planes.

The multi-chip focal plane described here was developed for the Space Surveillance Group
to be used in an advanced MTI (moving-target indicator) sensor system for satellite surveillance.
The system concept, described in Fig. IV-5, uses a column of TDI (time-delay and integration)

CCD imagers. The sensor is mounted on the focal plane of a telescope, and the telescope is
scanned continuously across the sky. For proper TDI operation, the columns of the CCDs are

aligned parallel to the star-image motion, and the CCD clock rate is adjusted to synchronize

charge-packet motion to the image motion. The chips are equally spaced in the scan direction
*. so that the image transit time, T, which is the time for the image to travel between the same

pixel row on two adjacent chips, is the same for all pairs of adjacent chips. The video signals

from each chip are delayed by an amount shown in Fig. IV-5 and analyzed by the signal processor.

Under these conditions the video signals from a star would appear simultaneously on all the inputs
to the processor, and signals from an object moving with respect to the star background would

not. Thus moving objects can be distinguished by the processor from the star background.
A photograph of a 5-chip focal plane is shown in Fig. IV-6. The substrate design allows for

three columns with five devices per column to allow wide scan coverage, but the current program

goal is to demonstrate system performance with a single column. The substrate is a 5.3- x
5.3-cm, polished alumina blank with two levels of aluminum metallization isolated by a layer of
SiO . Z'The fabrication procedures for the substrate have been described in a previous report.5

Components on the substrate other than the CCDs include an emitter-follower circuit for each

CCD, decoupling capacitors for critical DC lines, and back-to-back Zener diodes for gate
• . protection.

The CCD chips must be mounted on the focal plane with a high degree of positional accuracy
"4 in order for the MTI processing to be effective, In a previous report,6 some initial results of

high-precision chip placement were described. Here we will describe further details of the pro-

cedure and results on recently assembled focal planes. The precision placement of the chips is
performed using a coordinate measuring machine, which is an instrument normally used for
dimensional measurements of machined parts. This instrument has been modified for our pur-

pose by mounting a vacuum collet (to hold the chips) and a microscope on the measuring arm. The

location of this arm in the x-y (horizontal) plane is displayed on digital readout to an accuracy of

* approximately 3 Lrm. Figure IV-7 is a photograph showing a multichip substrate, the vacuum col-

let, and a portion of the microscope. A chip ready for mounting can be seen on the micrometer-

controlled x-y positioner. The chip is abutted to three locating pins to establish its initial loca-
tion. In order to measure its starting coordinates, the operator views the chip through the
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Fig. IV-7. Photograph of the system used for precision mounting of the imager
chips on a substrate.

microscope and registers a hairline in the eyepiece with alignment marks on the chip. The x-y

positioner may then be adjusted to bring the coordinates of each chip to a common starting loca-

tion. This is seldom necessary, however, because the chips have been cut from the wafer by a

precision diamond saw with careful attention to achieving a given spacing between the chip edges

and the alignment marks. The chip is then picked up by the collet, moved to its intended loca-

tion, and attached by means of a quick-setting adhesive.

The accuracy of the chip placement is measured optically using a Nikon Profile Projector

whose x-y stage has been equipped with digital micrometers. These micrometers have a resolu-

tion of 1.27 Am (0.00005 in.). The measurement accuracy of this instrument was determined by

comparing our measurements on a test pattern with those of the Bureau of Standards, and the

results show an accuracy within the micrometer resolution over distances used in measuring

the focal plane.

In measuring the chip locations we are concerned with x, y, and angular displacements.

The difference in y-coordinates at the right and left edges of the chip determines the angular

displacement error. For all the chips, this difference has been measured to be within the

.0 1.27- Lm resolution of the micrometer; this demonstrates a rotational error of less than 0.1 mrad

or 0.006 deg.

The x- and y-positional errors are determined by measurements of x- and y-alignment

marks on each chip relative to chip number 1 (the chips are numbered I through 5 starting at

the top of the column). The x- and y-alignment marks are created by the masking layers which

determine the pixel locations, namely, channel stop for the x-location and first polysilicon for

the y-location. To help visualize the measured errors, we have plotted in Fig. IV-8 the results

of the x- and y-measurements for a recent focal-plane imager. Ideally the y-location of each
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Fig. IV-8. Results of position measurements of five CCD chips
on a focal-plane imager. The measurement resolution is
1.27 jan (0.00005 in.).

chip differs from the chip above it by 0.360 in. Therefore, we add 0.360 (n-1) to the

y-measurement of chip n to obtain the plot of Fig. IV-8. We then interpret each point in the

figure as the location of a pixel on that chip relative to its intended location with respect to

chip 1.

The true positional accuracy, however, is not based on any one chip as the standard but

rather on the relative positions of the chips. On that basis we draw the smallest circle which

encompasses the data points, and conclude that the radius of this circle is the maximum posi-

tional error of any pixel of the focal plane. For the data in Fig. IV-8 this is 3.3 Win, and for

two other focal planes the results are 6.3 and 3.6 p.m. These values are small in comparison

with the CCD pixel size of 30 x 30 1 m, and are well within the requirements of the MTI system.

P. J. Daniels
B. E. Burke
W. H. McGonagle

C. COOLED LOW-NOISE GaAs MONOLITIHC MIXERS AT 110 GHz

In a previous report,7 we described the fabrication of a GaAs monolithic-integrated-circuit

mixer module which had an uncooled double-sideban I (DSB) mixer noise temperature of 339 K

and a conversion loss of 3.8 dB at 110 GHz. Considerable reduction in system noise temperature
0 is expected when cooling mixers 8 "9 to liquid-nitrogen temperature, and this monolithic mixer

module has shown a DSB mixer noise temperature of 50 K and conversion loss of 4.5 dB when

cooled to 77 K. We believe this is the lowest noise temperature ever reported for any mixer at

110 GHz.

The mixer module, mounted in the end of a waveguide horn, is attached to a liquid-nitrogen

cold finger inside a vacuum dewar. Low-loss beam optics and a quasi-optical diplexer are used

to combine signal and local-oscillator energy into a single beam, and an off-axis parabolic

mirror is used to focus the beam energy through a low-loss quartz window in the dewar wall
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Fig. IV-9. Quasi-optical receiver for noise figure

and conversion loss measurements.

into the waveguide horn (Fig. IV-9). In the noise measurement, the output of a calibrated noise

tube is coupled through a ferrite modulator and scalar feed horn to produce a quasi-optical

Gaussian beam of noise energy at port 1 of the diplexer. Switching the noise energy beam on

and off allows one to measure the system Y-factor directly by a digital power meter at the out-

put of the 30-MHz IF amplifier. Measurements of the system Y-factor as a function of IF noise

figure are made by inserting attenuators between the IF isolator and the low-noise IF amplifier.

This allows calculation of both the DSB mixer noise temperature and conversion loss, The

noise tube is calibrated against room temperature and 77 K absorber loads, which are inserted

into the signal path at port 1 of the diplexer in place of the noise-tube energy beam.

Several monolithic mixer modules have been cooled to 77 K and have shown DSB mixer noise
temperatures in the range 50 to 200 K and conversion losses of 4.0 to 5.0 dB. Mixer performance

appears to depend on material quality, the presence of epitaxial material which has not been con-

verted to high resistivity, and module thickness. The effects of these and other parameters on

mixer performance are being investigated. The mixers are rugged and can be cycled between

room and liquid-nitrogen temperatures repeatedly with no change in characteristics. The mixers

have an inherently large RF bandwidth and the potential for low-cost mass production, and they

should be scalable to higher frequencies.
B. J. Clifton W. J. Piacentini
G. D. Alley I. H. Mroczkowski
R. A. Murphy W. Macropoulos

D. A MODEL FOR THE LATERAL EPITAXIAL OVERGROWTH OF SILICON ON SiO2

The growth of epitaxial Si on amorphous substrates has become a phenomenon of scientific

and technological importance. Recently we reported1 0 the lateral growth of up to 5.5 Imn of

single-crystal Si over the edge of a thin (<0.03 jim) SiO2 bar structure on a single-crystal silicon

substrate using the reduction of SiH 4 in H2 . For identical deposition conditions (e.g., tempera-

ture, SiH 4 partial pressure, etc.), the extent of lateral growth was found to be strongly dependent
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:,on both the Si-SiO, step height (SiO 2 bar thickness) and the St substrate orientation (as shown in

Figs. IV-10 and -11).

In recent experiments we have determined the dependence of the lateral growth on tempera-

ture and Sill4 concentration. These results are shown in Figs. IV-IZ and -13 and can be explained

by the differences in thv heterogeneous nucleation of Si on the two substrate materials, amorphous

SiO 2 and single-crystal Si. A surprising observation is that the lateral-to-vertical growth ratio

can be made significantly larger than one - as high as nine or ten for a recessed oxide - when both

lateral and vertical growth directions are (100). This result is clear from the data of Figs. IV-10

and -11, where the epitaxial thickness can be easily determined. Conversely, this ratio can be

made less than one by significantly decreasing the exposed Si-to-SiO2 surface ratio (all other con-

ditions being equal).

The explanation for these phenomena is based on a consideration of the adsorption of Sill4 at

the substrate surface. According to Ploem, surface reactions at relatively high temperatures

(>900C) are sufficiently rapid so that epitaxial growth rates are controlled by gas-phase diffu-

sion of the Si-source gas to and from the substrate surface. The driving force for epitaxial

growth under these conditions is the difference in the Sill4 partial pressure in the bulk of the gas

and at the growing surface. Nucleation and subsequent epitaxial growth on the Si substrate begin

almost immediately in the presence of Silt4 . However, there is an incubation period for Si nucle-

ation on the SiO 2 surface. Thus Sifl 4 In the gas phase will be strongly depleted above the
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Si surface but not above the Sio 2 surface. If the growing Si layer reaches the upper edge of the

SiO, surface before nucleation has commenced on this surface, a large partial pressure gradient

in a lateral direction across the wafer from the SiS2 toward the growing Si area will be created
and lateral growth will proceed.

If this lateral gradient is in excess of the partial pressure gradient in the vertical direction,
one would expect to observe a lateral-to-vertical growth ratio greater than one. Additionally,

once polysilicon nucleation on the SiO. surface commences, the level of SilR4 in the gas phase
above the Si0 2 surface drops, nearly eliminating the lateral partial-pressure gradient and ulti-

mately the lateral growth. Therefore, in order to maximize the lateral-to-vertical-growth ratio
one needs to select the temperature, SiR 4 partial pressure, etc., which result in the laigest
lateral-partial-pressure gradient of SiRl4 and the longest incubation period.

D. D. Rathman
D. J. Silversmith
J. A. Burns (Group 23)

E. PROPERTIES OF W-GaAs SCHOTTKY BARRIERS

AFTER HIGH-TEMPERATURE ANNEAL

The properties of tungsten films deposited on GaAs have been determined as a function of

annealing temperature in the range 500 to 850°C. The dependence of sheet resistance on anneal-
ing temperature and the results of Auger analyses will be discussed, and electrical measure-

ments made on Schottky barriers formed from these annealed tungsten films on n-type epitaxial

GaAs will be analyzed.
The samples for measuring the sheet resistance of annealed tungsten films were prepared

by depositing a 300-A-thick film of tungsten using electron-beam evaporation on a semi-

insulating GaAs substrate. Sections of this substrate were annealed for 20 min. inside a GaAs
epitaxial reactor with a palladium-purified hydrogen atmosphere at temperatures from 1 50* to
850°C. In Fig. IV-14, the sheet resistance vs annealing temperature is plotted. The lowest

sheet resistance (10.5 0/o) is obtained for an anneal at 7500C and is only 3.5 times the theoret-
ical lower limit calculated by correcting the bulk resistivity for the increased resistance due to

surface scattering. For anneals above 750°C, the resistivity begins to increase and becomes
too large for our measuring instrumentation after an 8500C anneal. Since the resistivity of

tungsten films on oxidized silicon wafers continues to decrease for anneals above 8000C, 2 '1 3

!" 'I a reaction between the tungsten and gallium arsenide is occurring. The Auger analysis reported

below confirms this reaction for anneals of 4009 and 850°C.
Samples for Auger analysis were prepared as above. A comparison of an as-deposited

300-A-tungsten film on GaAs with a tungsten film on GaAs annealed at 550°C is shown in

Fig. IV-15. The Auger electron spectroscopy (AES) profile of the as-deposited tungsten indicates
a significant amount of oxygen incorporated during evaporation. The AES profile of the tungsten
film annealed at 550°C shows that the oxygen has diffused out of the tungsten to a level below the

'detection limits of Auger analysis. This decrease in the oxygen concentration is one of the fac-
tors contributing to the decreasing resistance seen in Fig. IV-14. The tungsten signal in the

GaAs for the 550°C annealed tungsten film has the same profile as the tungsten signal for the
ui.annealed tungsten film, indicating no diffusion within the limits of the Auger analysis.

The AES profiles of tungsten films annealed from 5500 to 750*C are identical. However,

at 8000C there appears to be some Interdiffusion between the tungsten and GaAs as shown In
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d- Fig. IV-t6. This corresponds to the rise in the sheet resistance after annealing the tungsten
l.. film at 800°C. After annealing the tungsten film at 850°C, there is complete interdiffusion of

: i" the gallium arsenide and tungsten, and no metal-semiconductor interface.

: Samples for measuring the electrical properties of W-GaAs Schottky barriers were pre-
'li pared by first growing n-type epitaxial layers with a doping concentration from 5 x 1015 cm -3 to

2 x on Si-dopedn substrates. A 300-A-thick tungsten film was then electron beam

,, evaporated on the epitaxial layers and annealed. The annealed sample had tungsten covering the
-- '-]_ :!surface of the epitaxial layer as shown in Fig. IV-t7(a). The anneals were 2-0 mai. in duration

. over the temperature range 550" to 850°C. After annealing, a titanium/gold/titanium composite

-- film was sputtered over the tungsten film, and the gold, titanium, and tungsten were etched,
i• leaving the 12-rail discs shown in Fig. IV-17(b). The ohmic contact was made by alloying tin
-- spheres to the n +-substrate.

I The average ideality factor for each sample annealed in the temperature range 550 ° to 800°C
~is shown in Fig. IV-18. The dashed curves below 400°C are flat because the ideality factor of
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W-GaAs Schottky barriers is independent of the annealing temperature for anneals of 400°C or

lower.1 4 ' 1 5' 1 6 The dashed curves for anneals above 4000 are smooth transitions to the first

data point.

Although the ideality factor is expected to be higher for heavier doped n-type epitaxial layers,

this is not the case for our data. We believe this to be caused by the tungsten film represented
by the solid circles and solid squares having a higher as-deposited sheet resistance than the

tungsten film represented by open circles and open squares. This higher resistance indicates

more impurities in the tungsten film. The ideality factors on the 5 X 10 i cm "3 layer are the

lowest to be reported for any metal annealed at these temperatures on GaAs.

The equations used to calculate the barrier height from I-V data for Schottky barriers on

GaAs are given by thermionic-emission theory. 17 According to this theory

J J ( e q V/kT 1)
S

and

T2  -q/kT

where J is the current density, V is the voltage across the junction, k is the Boltzmann con-

stant, T is the temperature of the junction, (p is the barrier height, and A is the Richardson

constant. By calculating Js for various temperatures and then plotting log (Js /T 2 ) vs i/T. the

barrier height can be calculated from the slope. This plot for a W-GaAs Schottky barrier is

shown in Fig. IV-19. The barrier height calculated was 0.7 56 eV, giving a calculated Richardson
2z 2constant of 15.2 A/cm -K

The calculated I-V barrier heights of the W-GaAs Schottky barriers for all of the epitaxial

layers using the calculated Richardson constant are plotted in Fig. IV-20. The explanation of

% the dashed curves in Fig. IV-Z0 is identical with that for the dashed curves in Fig. IV-18. Also,

the barrier is expected to be lower for heavier doped n-type GaAs, but the lower resistivity tung-
sten film yields higher barriers, consistent with the ideality factor measurements of Fig. IV-18.
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Thus we expect that higher quality tungsten will produce a better Schottky barrier. These bar-

rier heights are comparable with the barrier heights obtained for Ti-W Schottky barriers1 8 and

they are greater than any other metal on GaAs annealed at these temperatures. t 9

K B. Nichols
C.O. Bozler

F. SHALLOW PtSi-Si SCHOTTKY-BARRIER CONTACTS FORMED
BY A NEW TECHNIQUE

Considerable attention has recently been directed toward the formation of shallow silicide

contactsZ0 in order to achieve the reduction in device dimensions (both laterally and vertically)

required for large-scale integration. Conventionally, PtSi-Si contacts are formed by depositing

a Pt film on the Si substrate through openings in a SiOz mask, then heating to produce a layer of

PtSi by the reaction between the film and the substrate [Fig. IV-ZI(a)]. The desired thickness of
0

the PtSi layer, typically over 500 A, determines the thickness of the Pt film used and conse-

quently the depth of the contact, since the thicknesses of PtSi formed and Si consumed are re-

spectively -1.98 and -1.32 times the thickness of the Pt film. Here we describe the I-V char-
acteristics of shallow PtSi-Si Schottky-barrier contacts formed by a new technique that permits

the contact depth to be selected independently of the thickness of the PtSi layer. In this technique

a series of thin alternating layers of Pt and Si are deposited on the Si substrate. Each Si layer

is made nominally 1.32 times as thick as the Pt layer above it, so that the depth of the contact

formed on heating is determined by the thickness of the first Pt layer, while the thickness of the

PtSi layer is determined by the total thickness of all the Pt layers [Fig. IV-21(b)].

Schottky-barrier contacts were formed by both the new and conventional techniques on

3-n-cm n-type, (100)Si substrates with 1Z00-A-thick, thermal SiO2 on the front and an n+ layer

on the back for ohmic contact. A multi-hearth evaporation system with a single e-gun was used

to deposit Pt and Si layers through 43-mil (-1.1 mm) holes etched in the thermal SiOZ. To pre-

pare contacts by the new technique, a Pt layer -150 A thick and four pairs of alternating Si layers

(-132 A thick) and Pt layers (-100 A thick) were deposited without breaking the vacuum. For
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Fig. IV-21. Schematic diagram showing (a) PtSi-Si Schottky-barrier
contact formed by conventional technique and (b) shallow PtSi-Si con-
tact formed by a new technique.

conventional contacts, a single Pt film -600 A thick was used. The Pt-Si or Pt layers outside
the windows were removed by lift-off techniques, and residual photoresist was removed by

cleaning the wafers in an 02 plasma. The wafers were heat treated at 5001C for 30 min. in a

purified H. ambient to form the PtSi contacts. Back ohmic contact was made by using Cr/Au

metallization.

The depth of the shallow PtSi-Si contacts that have been formed by the new technique is

about 200 A, and the thickness of the PtSi layer is about 1100 A. For the contacts made by the

conventional technique, the depth is about 800 A and the PtSi thickness is about 1200 A.

Figure IV-22 shows the I-V characteristics of 5 shallow-contact Schottky-barrier diodes

selected randomly from 60 diodes fabricated by the new technique on I wafer. The five diodes

have identical forward characteristics, which follow the expression I = Is exp (qV/nkT) over
5 to 6 orders of magnitude with I 3 x 1010 A and n = 1.0Z. The barrier height, V0B' is found

to be 0.87 eV, in agreement with previous results. The reverse characteristics of the diodes

are similar but not completely identical. The reverse current is of the order of 10 nA at -10 V.

For comparison, the reverse current calculated from thermionic emission theory,2 3 including
the effect due to image-force lowering, is shown by the dashed curve in Fig. IV-22. The mea-

sured values of I are higher than the theoretical ones; the difference is probably due to edge

leakage, which generally occurs in planar Schottky diodes without a guard ring. The breakdown

voltages measured at IR = 1 mA are in the range of -72 to -75 V.

The I-V characteristics of five randomly selected diodes fabricated by the conventional tech-

nique are shown in Fig. IV-23. The forward characteristics are almost the same as those of the

shallow-contact diodes made by the new technique. However, the reverse characteristics of the

conventional diodes are considerably worse than those shown in Fig. IV-Z2. At a given voltage,

the values of IR are generally about an order of magnitude higher than those of the shallow-

contact diodes, and the range of these values is appreciably wider. Furthermore, the breakdown
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voltages, which range from -30 to -50 V at 1R 1 mA, are markedly lower and more scattered

than those of the shallow-contact diodes.

The differences observed between the reverse characteristics of the two types of diodes

can be attributed to differences in the structure of the PtSi-Si interface. In an earlier investi-

gation it was found by Rutherford backscattering and cross-sectional transmission electron

microscopy that this interface is quite smooth for the shallow contacts produced by the new tech-

nique but quite irregular for the deeper ones produced by the conventional technique. At sharp

points located along such an irregular interface, the decrease in the radius of curvature is ex-

pected to cause an increase in the local electric field2 4 The consequent image-force lowering

and field-induced (or dipolar-charge) barrier lowering effects3 will result in increased values

- of IR and the diodes will also exhibit soft breakdown characteristics. In addition, the variation

in these effects due to changes in the details of the interface structure will make the reverse

characteristics less reproducible from diode to diode than in the case of the shallow-contact

diodes.
B-Y. Tsaur R. W. Ralston
D. J. Silversmith R. W. Mountain
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V. ANALOG DEVICE TECHNOLOGY

A. MNOS/CCD NONVOLATILE ANALOG MEMORY

In this report we describe the design, fabrication, and operation of an MNOS/CCD memory

capable of nonvolatile storage of sampled analog data. By extending the signal storage times

of existing analog devices by orders of magnitude, this device obviates the need for A/D con-

version and digital storage and thus should find numerous applications in analog signal process-

ing devices.

In recent experimental reports, Withers et al. have described the writing and retention of

analog signals in discrete MNOS capacitors fabricated on n-type silicon. After a reset state

was established by majority carrier tunneling, a controlled number of minority carriers was

injected into the depletion layer; these carriers tunneled to nitride traps and in turn induced

shifts in the flatband voltage proportional to the minority carrier charge. Linear voltage win-

dows of 12 V were observed, and logarithmic decay toward the virgin flatband voltage proceeded

at rates as low as 400 mV per decade of storage time over a 9-V window. Analog signals could

be stored linearly over a dynamic range of 40 dB for 30 h. Similar results have since been ob-

tained on p-type silicon, and a quantitative theoretical model has been constructed which satis-
2

factorily describes the linear writing process.

By incorporating this linear writing technique in a structure superficially similar to a
3

previous MNOS/CCD binary memory, we have for the first time exploited the analog input/
output capabilities of the CCD and the analog nature of MNOS storage to form a fully analog non-

volatile memory.

A photomicrograph of the MNOS/CCD memory is shown in Fig. V-1, and a parallel cross

section of one cell is illustrated in Fig. V-Z. Figure V-3 shows the charge-transfer operations.

Analog charge packets are metered into the 32-period, 4-phase surface .-n-channel CCD by the
4

potential equilibration technique. The nitride traps of the memory sites have been previously

reset by majority carrier tunneling (Fig. V-3, top), and the subsequent application of the write

voltage to the memory gate deep-depletes the underlying silicon. The CCD clocks are stopped

with the 32 input samples in the q91 wells, and a parallel transfer is made to the MNOS memory

sites, adjacent to the rpl wells (Fig. V-3, middle). Self-induced tunneling of the minority car-

rier packets then ensues as described in Reference 1.

In order to read the stored samples, the holding wells adjacent to the memory sites are

first filled with charge from the parallel diffusion. With appropriate bias on the memory gate.

a portion of each holding-well charge packet spills over the corresponding memory site into

the previously emptied CCD 'pl well (Fig. V-3, bottom). These charge packets now in the q11

wells reflect the threshold voltages of the memory sites and are clocked serially out of the CCD

channel. The output structure is a floating diffusion with on-chip reset and electrometer

MOSFETs; these are operated as a gated integrator and are used with an external correlated

double -sampling circuit.

Device fabrication utilizes a LOCOS process for self-aligned channel stops. A dual-

dielectric gate structure (700 A SiO2 /600 A Si 3 N4 ) is used for the CCD (illustrated in Fig. V-4)oo

and the MOSFETs, and a thermally processed 25-A SiO2 /600-A LPCVD Si 3 N 4 gate is used for

the memory sites. Double-level metallization (doped poly-Si and aluminum) is used to form

alternated CCD gates and the memory read/write structure. The processing sequence utilizes

eight mask steps.
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CCD CHANNEL MNOS SITES
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Fig. V-1. Photomnicrograph of the MNOS/CCD analog memory.
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Fig. V-2. Cross section of one memory cell through the CCD 4pl well,
MNOS memory site, and holding well.
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Fig. V- 3. Charge-transfer operations of the MNOS/CCD showing

one cross jection through a memory site and the adjacent CCD (pl
wel!. Upper cross section: State of the memory after the reset
and with the 32 input samples in the CCD (ol wells. Center cross
section: With the write voltage applied to the memory gate and
the first transfer gate opened, the input signal charge spills into
the memory site. Self-induced tunneling ensues. Lower cross
section: The holding wells have been uniformly filled from the
parallel diffusion. With the memory gate biased to the read volt-
age and the second transfer gate opened, an amount of charge
flows into the CCD of1 well which reflects the amount of charge
trapped in the nitride. These output samples are clocked out
serially.
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(a) INPUT (b) READOUT AFTER 10 MiNt

Wc) READOUT AFTER S HOURS (d) READOUT AFTER tOO HOURS

Fig. V-5. Performance of the analog memory in storing an asymmetric
triangular wave. Sampling interval is 80 ps for both input and output.
(a) Input to second input gate; 1 V/division. (b) Nondestructive readout
of stored samples 10 min. after writing; 2 V/division. Readouts are
made continuously at 3-ms intervals. (c) Readout after 8 h; 2 V/division.
(d) Readout after 100 h; 2 V/division.

Results obtained from the first batch of wafers indicate that nonvolatile analog memory is

indeed feasible. Serial operation of the CCD demonstrates linear throughput over a range of

greater than 6 V at the output node and a charge transfer inefficiency of c = 1.1 x 10- 4 with a

14-percent fat zero. Operation of the nonvolatile memory is exhibited in Fig. V-5. An asym-

metric triangle (Fig. V-5(a)] is applied to the CCD second input gate 4 and sampled at an 80- is

rate. The 32 samples are transferred to the MNOS sites and stored by, in this example,

a +25-V, 5-ms write pulse. Interrogation is commenced immediately and repeated every 3 ms.

Figure V-5(b) shows the (approximately) 2 X 10 5th readout, 10 min. after writing. Subsequent

readouts at 8 h and 100 h are also shown.

The linear nature of the writing process is evident; it is also clear that, although the stored

waveform has in 100 h decayed to 60 percent of its initial (10-s) amplitude, linearity has not

been affected.

The largest source of error in the readout is fixed-pattern noise. The zero-to-peak rms

deviation from linearity is 35 mV, indicating a linear dynamic range approaching 33 dB in this

example.

The analog MNOS/CCD memory is not competitive with digital arrays for bulk data storage.

This new technology should, however, find numerous applications when integrated with devices

4for which A/D conversion is cumbersome, such as CCD and SAW/CCD analog signal processors.

Currently envisioned is an analog/analog correlator using the MNOS sites for direct storage of

the reference signal. R.S. Withers

D. J. Silversmith
R.W. Mountain

B. HIGH-PERFORMANCE ELASTIC CONVOLVER WITH PARABOLIC HORNS

In this report details are presented on the design and performance of an improved version

of the elastic convolver described by Becker and Hurlburt in an earlier report. The important
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features to be described are (1) the use of parabolically tapered horns to compress the SAW

beamwidth to a single-symmetrical-mode waveguide in order to achieve smooth frequency re-

sponse (less than *0.5 dB ripple), (2) the use of a dual-track convolver structure to achieve

greater than 45 dB self-convolution suppression, and (3) the use of thin metallization (50 A chro-

mium and 500 A aluminum) on the horn and waveguide regions to provide low (*35 ° ) phase

distortion.

t. Parabolic Horns

Parabolically tapered horns have been used in integrated optical devices to couple the light

from planar optical waveguides (wide aperture) to channel waveguides (narrow aperture) and
8.9vice versa.8

* A similar horn design can be used in the elastic convolver for the beamwidth

compression of SAWs. The two basic requirements of this acoustic horn are to provide a low-

loss transition (i.e., the lowest order local normal mode of the horn must propagate through the
structure without cumulative power transfer to higher order local normal modes) and to introduce
no excessive ripple for wideband operation. If a constant taper is employed, i.e., the linearly

tapered horn, the mode coupling problem will be more severe at the wider portion because the

propagation constants (i of the local normal modes are more closely spaced, and as a conse-

quence a horn with sufficiently gradual taper for low mode coupling is longer than necessary.

The criterion employed in our horn design is to maintain a constant but small coupling between

the fundamental and second symmetrical modes over the entire structure based on the coupled-

mode theory, and this results in a horn of minimum length with approximately parabolic shape.

It can be shown that this criterion is approximated by maintaining a constant ratio a between

the horn taper angle and the diffraction spreading of the fundamental mode which would occur if

the waveguide ended. An analogous interpretation is that the horn taper angle should be pro-

portional to the ray angle of the fundamental mode by a factor a. For values of a < t, energy

transfer from the fundamental mode to the second symmetrical mode is restricted to below

-26 dB. If the ray optics interpretation is employed, the horn design rule can be easily formu-

lated as

dW 0___
dL - 2

7spo

where

W is the width of horn,

L is the length of horn,

a is the proportionality factor, typically less than or equal to 1,

17S is the anisotropy factor of SAW propagating on Y-cut LiNbO 3 with shorted

surface,

PO is the propagation constant of the fundamental mode,

2 _ 2 1/2
KO s(s - o , is the transverse wave number of the fundamental

mode, and

K is the wavenumber of the planar SAW on YZ-LiNbO3 with shorted

surface.
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,, o\ Fig. V-6. Theoretical design curves of
parabolic -tapered horns for beamwidth
compression on YZ-LiNbO 3 : (a) iso-
tropic, coupled-mode theory; (b) an-

\isotropic, coupled-mode theory; (c) an-

isotropic, ray optics approximation.
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Fig. V-7. Schematic diagram of the dual-track convolver structure for-i self-convolution suppression.
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Notice that the anisotropy of the SAW propagating on Y-cut LiNbO3 is included in Eq. (V-1)

with a parabolic approximation for the anistropyO Figure V-6 shows the theoretical design
curves of the horn, width vs length, on YZ-LiNbO3 for the cases of (a) coupled-mode theory
with isotropic approximation, (b) coupled-mode theory with parabolically approximated anisot-
ropy, and (c) ray optics approximation [Eq. (V-1)] with parabolically approximated anisotropy.

Both the horn width and length in these curves are normalized against the SAW wavelength and

all three curves are plotted for a = 1. Note that the effect of anisotropy is very important, as
it produces the large discrepancy between curves (a) and (b), while the ray optics approximation

described by Eq. (V-I) [curve (c)], which we actually employed in our design, matches very well
with the more exact coupled-mode theory derivation [curve (b)].

It is also important to point out that because of the nearly parabolic horn shape, the horn

length for cases of interest is essentially determined by its input aperture; for example, halving

the original input aperture reduces the required length of horn by about a factor of 4. As will

become clear in the following discussion, the use of a dual-track convolver for self-convolution

suppression has the side benefit of allowing smaller apertures and thus substantially shorter

horns.

2. Self-Convolution Suppression

Self-convolution due to the reflection of the SAW by the opposite transducer is the major

output spurious signal existing in the convolver. In order to fully utilize the processing gain
provided by the convolver under any circumstances, the self-convolution level should be sup-

pressed by a factor greater than the device time-bandwidth product. Among the numerous so-

lutions to this problem, the scheme shown schematically in Fig. V-7, employing a dual-track-

convolver structure with a pair of electrically orthogonal transducers, is found to be most

satisfactory because of its simplicity and wide-bandwidth capability. Morgan et al. of the

University of Edinburgh independently proposed the same scheme in 1972. 11 The principle of

this self-convolution suppression can be simply described as follows: the SAWs excited by

transducer No. 1 are in phase (symmetrical) in the two-track convolver, while the SAWs ex-

cited by transducer No. 2 are 1800 out of phase (antisymmetrical), such that the two convolver

outputs are 180 ° out of phase and can be combined by taking the difference between the two

tracks with a balanced-to-unbalanced transformer. When the SAWs with symmetrical wave-
.-- fronts excited by transducer No. 1 reach transducer No. 2, transducer No. 2 will not receive nor

regeneratively reflect any power because of the antisymmetrical nature of the polarity arrange-
.1o

ment of the electrodes. Similarly, the wavefronts excited by transducer No. 2 are orthogonal

to, and decoupled from, transducer No. I.

3. Phase Distortion

Phase distortion of an elastic convolver is mainly due to the SAW propagation dispersion,

which in turn can arise from material dispersion (i.e., mass loading) and/or geometrical

waveguide dispersion (i.e., electrical loading). Because these two factors normally introduce

dispersion of opposite signs, it is possible to have them compensate one another by a proper

combination of waveguide width and metal thickness.

4. Elastic Convolver Performance

The current design of the elastic convolver based on the principles described in previous

sections is shown schematically in Fig. V-8. It employs a dual-track structure with a pair of
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Fig. V-8. Schematic diagram of the 4-ary dual-track elastic convolver with
parabolic beamwidth compressor.
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orthogonal transducers, a combination which results in self-convolution levels more than

45 dB below the main output. The device has a time-bandwidth product of 930. The combined

aperture of the dual transducer is 33 wavelengths and the waveguides are 3 wavelengths wide.

Each parabolic-horn beamwidth compressor is -1 ±s in length with a compression ratio of 5.5.

The metallization used both in horn and waveguide regions is 50-A Cr/500-A Al. The outputs

are segmented into four center-tapped sections. These four sections are connected through a

series of balanced-to-unbalanced transformers and hybrids for the purpose of decoding the

4-ary signals. This coding scheme is a generalization of the more familiar 2-ary or

differential-phase -shifted-keyed (DPSK) signaling.

The convolution efficiency across the frequency band of a single segment is plotted in

Fig. V-9. As is common, the efficiency is given as an F-factor, defined as F = 10 log

(Pout/P1 Pd)0 where P1 and P2 are the input powers and Pout is the output power level. An

F-factor of -78 dBm for a single segment is observed, and an F-factor of -74 dBm from four

combined outputs can be expected provided the combining circuitry introduces no more than

2-dB insertion loss. Note that there are no noticeable ripples in the output frequency response,

hence no substantial mode competition is occurring in the SAW waveguide structure.

Figure V-10 shows the interaction uniformity of one output section and of all the four output

sections combined. The amplitude fluctuates by less than *0.5 dB except for the dip at the cen-

ter. This notch is due to capacitive loading of the output by the bond pad of each center tap.

Plotted in Fig. V-lI is the self-convolution suppression vs input frequency. The device

shows a suppression of greater than 45 dB over the entire passband.

Phase deviation from linear of the convolver is plotted in Fig. V-IZ, and a phase distortion

of less than *35 ° is observed. In a system which uses minimum-shifted-keying (MSK) wave-

forms, phase distortion of this magnitude causes only 0.5 dB in implementation loss and is ac-

ceptable for most system applications. Device characteristics are summarized in Table V-i.

5. Summary

Design principles for an elastic convolver incorporating a parabolic-horn beamwidth com-

pressor and a dual-track self-convolution-suppression technique have been presented. This

design procedure was employed to produce a high performance 4-ary elastic convolver with a

time-bandwidth product of 930. The device demonstrates a dynamic range greater than 60 dB

(for 23 dBm input powers), self-convolution suppression exceeding 45 dB and acceptably low

phase distortion. I. Yao
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Fig. V-10. Interaction uniformity of the dual-track elastic convolver:
(a) single section, (b) four sections combined.
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TABLE V-1

CHARACTERISTICS OF DUAL-TRACK ELASTIC CONVOLVER

Time-Bandwidth Product 930

F-Factor

Single Segment -78 dBm

Sum -74 dBm (expected)

Interaction Uniformity ±0. 5 dB

Maximum Output Power1  -28 dBm
:-2

Dynamic Range 2  63 dB

Self-Convolution Suppression >46 dB

Phase Distortion ±350

1. With maximum input powers at +23 dBm

2. Above thermal noise floor
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