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Abstract

/
\" -
The relative merits of two different types of multiprocessor

systems are compared in terms of their effectizg processing capabili-
ties. These two types of multiprocessors are (#) one which contains
general purpose preocessors and (31) the other which contains special
purpose processors. A deterministic model and queueing theoretical
medels of these systems are described. The potential performance im-
provement by multitasking is discussed in terms of the number of

precessors and the degree of concurrency in jobsy_
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1. Introduction

In recent years, progress in hardware technology and system amhj.t‘ec;-'
ture has made the design and implémentation of large and complex multipro-
cessor systems possible. By a multiprocessor system, we mean specifically
here a computer system which contains two or more closely coupled proces-
sors and is in the category of MDD (Multiple Instruction Streams, Miltiple
Data Stream) systems. The architectural diffarences among these systems can
be characterized in many different ways [1]. Here, we classify multiproces-
sor systems accominé to the types of processors in the system. Scme multi-
processor systems consist of identical general purpese precessors which
share the input job lcad. Examples of this type ¢f multiprocessor systems
include most of well know multipregessors and closaly-coupled computer net-
werks such as IBM 380/65 or 370 MP, Burroughs B $500 (21, c.mwm.p. 3] and
PRIME (4]. Other multiprocessor systems contains special purpose processors
(or functionally dedicated) each of which is designed or programmed to per-
form efficiently a particular type of functions. The types of special pur-
pose processors which have received 3 great deal of attention in recent years
include front-end communicaticn processors designed to deal with input and
output of low speed data and line control procedures, back-end precessors
(or computers) designed to relieve the host system tasks involved in manage-
ment of data bases, array processors, intelligent grarhics terminals, sort-
merge precessors, etc. designed to perform special functions with speeds
rormally unachievable using general purpose hardwares. As a matter of facr,
cne commonly used technique to capitalize the cost/rerformance potential
of YLSI compenents is To build powerful special purpose Drocessors and use
them as attached processors o existing computing systems. Thus, certain
Zunctions may be off-lcaded Sor more efficient execution.

Clearly, for & multiprccessor system containing special purpose pro-
cessors Whave ccmparable cost/performance craracteristics, it must have
scme architectural merits (such as, fast processcr speed, more reliable com-
muriication paths, 2tc;) TO compensate Iy the potential lack of such desir-
abie features as fail-softness, expanuability, maintairability. etc., pro-
vided through redundancy in a system containing general JurTose Lrocessors.
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S It is difficult to compare the relative merits of the two types of milti- ",;

. processor systems in terms of these criteria in géneral. In this pape. )
we are concerned with their relative merits when they are compared in
terms of their effective procdessing capabilities. Using a deterministic
model and several approximate queueing theoretical models of multiproces-
sor systems, their relative performance are compared using various mea- ;
sures of effectiveness. e

In Section II, a general deterministic model of multiprocessor sys-
tems is described. In this model, each type of special purpese processors
is further divided into subtypes with a partial ordering relation defined
cver the processor subtypes. Thus multiprocessor systems in which scme
processors are functionally identical but have dedicated memories of diffe-
rent sizes can also be medelled. This medel is used to obtain a worst case
bound on the performance of priority driven scheduling algorithms.

;&5 . . To study the terformance of the two types of multiprocgssor systems
from another point of view, these systems are modelled using approximate
queueing theoretical medels in Section III.

(¥ A closely relately problem is cn the potential performance improve-
' ment in multiprocessor systems achievable by miltitasking. While multitask-
ing system can be effectively mcdelled with our deterministic medel, the

queueing models in Section III can only bte used for multiprogrammed systems.
we discuss in Section IV a special queueing model of muititasking systems

- and avaluate the potential gain in precessing capability achievable by

; multitasking.

AT D et w

Section V summarizes our conclusions from the results obtained in the

previous secticns.
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2. A genéral deterministic model of multiprocessors systemns -3
Fa— e N - ...";Ee:

- . - e

' Consider a multiprocessor system of r different types of special . -
purpose processors. Each type of processors: is further divided intd _—
subtypes. Thus, we shall refer to a processor as a type (js;k) processor .k
e o s . . . N ids ® ' ]
when it is a type j processor of subtype k.. A partial ordering relation - #
< is defined over the processor types such that ‘ -
(i 3,k and (n,v) are incomparable if j#n. S

(i1) (3,k) < (j,v) means that if a task can be executed on a type : B

(j,k) processor then it can also te executed on a type (j,v) g

processor. .

v

A multiprocessor system can then be represented as P (m11’m12!"’m12w5 o3
Moqaflggsseeslyy $oveilugsMyosees My, <) where Msye is the number of type (j,K) ,
processors and 2 is a partial orderiEg relation aver the precessor types. ;
We let : e ' 3
%j %

my = & Mayy :

ksl 3k }

»

m == I m. ¥

331 9

- :

2E‘or- axample, the multiprocessor system represented by the directed ;
graph in Figure 1 contains three types of processors. There are three type f
1 precessors of the same subtype. The 3 precessors of type 2 having dedicated §
- . » . - L3 * i
memeries of different sizes. The execution of a task with certain memory ] i
space requirement can take place only on a processoy whose memory capacity i
is larger than or squal to its memory requirement. In cur mcdel, these preceés- :
sors are linearly ordered as shown. for the 4 processors of type 3, neither ;
(3,1) < (3,2) nor (3,2) < (3,1) but (3,3) < (3,1) and (3,3) < (3,2). This
system can te represented as Ge- (3;1,1,1;2,1,1,<). t
Neither (j,k) < (n,v) nor (n,v) < (§,k). *

2) .
There is an edge frem {§,x) to (§,v) means (3,v) < (i,k).
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tet I = {Tl’TZ" . ’Tn} be a set of tasks to be executed on a

system &P, A task T; is said to be a type (j,k) task if it can be exe- - . g <
cuted on any type (i,v) precessor for (j,k) < (j,v) and on no other -
type of processors. let a te a function from 3 to the processor types . . 1%
(j,k) so that u(Ti) specifies the type of task Ti‘ We denote the time &

WAER IR,
APTRE

required to complete a task T; (on a‘type (j,k) processer) by u(T;)
where u is a function from 77 to the reals. u(T;) shall be referred

to as the execution time of T;. N

£
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We suppose that there is a precedence relation <'defined over the
set 7. That T; precedes Ty (or Tj follows T;) is written as T; < T and
means that the execution of T; canmnot begin before the executicn of T;
is complated. A task is said to be executable at a certain time if the
tasks preceding it have been cempleted. Formally, a set of tasks are
representad by an ordered quadruple (U 0 U, <), We use the notation
(Ti,a('l‘i),u('l‘in be represent a particular task T;.
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Consider all type (j,k) processors for a fixed j. The smallest sub-

set of tyres {(j,k1),(j,k2),...,(j,kq)} is said to be the dominating set : ;
if for any type (3,K), (,k) < (§,k;) for some 1 s p < g. In other words, . ¥

e
any type (j,k) task can te executed on a processor whose type telongs to i

the domirating set. For example, in the mutiprecessor system shown in
Figure 1. {(1,1)}, {(2,1)} and {(3,1),(3,2)} are domirating sevs. We also
refer to a type (j,k) as a maximal type if it is in the dominating set.

st b e e

e SRR

For a given deminating set, let ‘ ;q
%

msq = min {mjknl(j,kp) is in the demirating set).

In other words, m, 0 is the minimm of the numbers of processors
o
ameng all types oI precessors in the dominating set. Therefire, mj 0 is
equal to 3, 1, and i for j=1,2, and 3, respectively, in our examyle.

Wle want to determine the performarce of a class of scheduling al-
gorithms in which processors are never left idle intentionally. These -
algorithms are iown as priority driven scheduling algorithms and can

te descrited by the prioritiss assigned vo the tasks {51.
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let wand o denote the completion times of a set of tasks (T, qyus<')
when executed on a. system gf;accoming to a priority-driven schedule and
an arbitrary schedule, respectively. The ratio of w to w' has the follow-

3

ing upper bound

e~ 73

m.
gs1e L —Lomin L (1)
=1 730 153 730

To prove this inequality, let tj denote the total execution of all
type (j,k) tasks for k = 1,2,... ,2j. For a priority~driven schedule, let
¢ be the total idle time in all procgessors. Hence the completion time of

the priority driven schedule is as given by

] r
wz=(L . +9¢)
mj.-.lj

let I be the sum of lengths of all idle periocds during which at least
one of each maximal typa processors is idle. Let'sj be the sum of the ror-
tion of execution times of all type (j,k) tasks scheduled during these
periods. There is a crain of tasks in J” such that during these
idle pericds one of the other processors is executing a task in the chain,

Hence
Is (m=Vuw'
Moreover,
jgl S; 2 m—;—-‘l (2)

Lat X dernote the sum of lengths of idle pericds during which all
<

the processors of cne or more meximal types of the form (3,") are busy.
L]

tle have
T=m,
10
K. g - (tj‘S_-,)
B . 30 )
Combining <=his insquaiity with *the inequality in (2), we cbtain
T T mem, - m=m,
DXs I o= oL min .
=1 j=n Mo 4 T g Mo
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Since tjlm.j S w' for 3=1,2,.0.,0, L T /m s w', and
J-“. .
r
$ s T+ & K,
=t -
r m.
wsw'[li-z-l-l' ij+1-' -L

j=1 m;'|0 L 1gisy jO

which reduces to the bound given by Equation (1). {

When the dominating sets contains only one subtype for all j=1,2,...,r,
(that is, there is an unique maximal subtype for all types). The bound given -
by (1) is the best gossible. This fact can be demonstrated by an example
! witich can be found in (8],
fer @ system containing m identical general purpose processors, the ’
upper beund in (1) reduces to the well known result [7)
1 | 4
Y]
o $ 2= = .
On the other hand, for a job shop problem, my<Mmy=.. . M1, In this case, we
have
W
(D' S r‘. ?

When the multiprocessor system contains only one type of processors,
we have mi=0 for i=2,3,...,0. The bound given by (1) is simply

.’.“_". € 1 4 emim o o,
w Mgy Mgy
; i1 1
The bound derived in (3] for precessors with different storage capacities

is a special case of cur resuilt with m,,=1.
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3. Queueing models of multiproceésscr systems

To model a multiprocessor system probabilistically, we assume that
the arrival process of jobs requesting service of the system is Poisson
with parameter A. Each job may be decomposed into a number of different
tasks. There are altogether r different types of tasks. (For example,
consider a system in which some jobs are decomposed into an input task
followed by cempilation, computation and output tasks while the other
jobs are decomposed into input, sorting and merging, and output tasks.
In this case, there are § different types of tasks). We way that these
tasks are generated by the job. let Ni denote the number of tasks of
type i and N be the total number of tasks generated by a job. We assume
that Ni's are statistically independent randem variables.

It is sufficient to consider the relative speeds of the processors.
We chcose to measure the speeds of special purpose processors with res-
pect to the speed of a general purpose pmcessoi. In particular, we call
the relative speed of a special purpose processor With respect to a gene-
ral purrose processor the capacity of the special purpese precessor: for
example, if a task takes 1/u units of time to be completed by a general
purpose processor, then it takes (1/u)(1/C) units of time to te completed
by a precessor with capacity C. .

-y

We refer to the time required to cemplets a task in a éystem as the
execution time (or service time) of the task in that system. In particu-
lar, the execution time of the task on a general purpose processer is
called the amount of work for that task. Hence, if a specizl gpurrcse pro-~

cessor with capacity C completes the given task within t sec, then the

amount of work for trat task in t . C units.

We measure the effectiveness of a multiprccessor system by the average

total amount of work remaining in the system in statristical equilibrium.

That is, the wctal time required for a general curpose processor to complete
all tasks teing served and ‘«@iving for service in the system. This perfor- -

mance measure ls crosen since it dees not Cepend the queueing discipiine

used to schedule the tosks in the system.
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3.1, Systems with indebendent input crocesses

When the tasks generated by jobs are im:lependen’t:3 , wWe approximate A §
the arrival processes of different types of tasks by independent Poisson - )
pmcesses“. Let Ay denote the average-arrival rate of tasks of type i.
A multiprocessor system ccm:ammg m.general. purpose processors can be 3
approximately modelled by the M/G/m queue shown in Figure 2a. In this

case, when all processes are busy, the tasks joins a commen queue (for
example, as in B S5C0 { 21). Similarly, a multiprocessor system con-
taining » types of special purpose processors can be medelled by the .
multiserver system in Figure 2b. Let m; denote the number of type i
processors (i.e., those designed to execute tasks of type i only). :
These m; processors are referred to collectivély as the ith subsystem. :
A type i tasks joins the ith queue upon its arrival. v

Aty S d
4

It is difficult to analyze the general behavior of multiserver -
queues since =erv¢.ce times in our case are nen-exponential. We consider
here several spec._al cases : .

3.1.1. Systems with cne orocessor of each type

P .
R I - gy

For the case where My My2es o= sm=1, expressicns for average total
amount of work remaining in both types of systems can Le obtained easily
(2], VWhen the amount of work for type i tasks is expcnentially distributed
with parameter u,(is1,2,...,r), the average total amcunt of work in the *
ith subsystem with one special purpose processor of capacity C is 4

PN Rt

cr o ey

0y s

T[I = —]-.e :—;u g

S1  u; i=9, %

74

Where 0; T gm u . fience the average total amount of ~ork remaining in a
system wntammg special purpose processors is given by =
3) :
In the sense that they can be executed simultareocusly. i,g{g

)

Maltiprocessor systems containing identical orecessors may be medelled
more accurately by the M/M/m bulk arrival queueing systam discussed in
Section 1V,
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L 7T S (3) o
He S S .2, H4 1-p. :
it 3 71N
g ;ﬁ ' Let ﬁé be the average total amount of work remaining in a system
i containing a general purpose progessor. Since the average execution time
2 ~ of all tasks is equal to o : '
' ; T r :
s == I A/u; and )\ = DA
1 g
AV g TR j=1 % ‘ -
we have
i ol A- ”~
‘ - 1 L
. = S — . u
: wg =3 .51 u? (%)
:’ - 1
r
where p = '51 Ai/ui .
b
To cempare the pertformance of the two systems, we assume that the §
i capacities, C;» of the special purpose processors are chosen to minimize, -
- - . . r - c i :
W subject to the constraint ¢ C; = C. The values of C; that minimize
; - i:‘l - 4‘;.

Wy are given by

M A r -
= ==+ (Cop) = (T VX;lus) ;
Ui Ua : J ]

1 i=1

|
e aragerer
ol G st
(@]
[P

For these values of C

Ws in Equation (3) beccmes

39
-

£
- 2
£ 4 r (/T)“
M 4 0., %= [ |
: us,‘ - . ;
g c  C-p i=1\ ¥ ;
‘ § Moreover, Wéo S ﬁg as long as the total capacity of all sgecial purrose ;
g precessers, C, is such that :
r 5 r 2
Cz2(l=p) (L VA /u)"/ (T X./ul) + 9
- i:1 l l 1-=1 l o

This result indicates that in order for a systam centaining special pur-
. DOSe processers To be equally effecrtive as a system containing general
processors, the special purpose processors must be made sufficiently fast.

© Edrm e Mwarial n AL sedre 0 Es s e e e bk

3.1.2. Svstams with arbitrary number of orccessors

To compare the effectiveness of systams containing arbitrary number of

processors of 2ach tyre, wWe consider o aralytically trectzble cases
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(i) Deterministic task execution time

In particular, the amounts of werk required for all tasks are cons-
tant and identical. Without loss of generality, let the amount of work
required by a task be one unit of timé or a time slot. If the average
interarrival time of jobs is sufficiently long compared with this time
slot, then we can approximate the exponential distribution of interarri-
val time by a gecmetric distribution. We assume that the job scheduler
. ¢ assigns tasks to the processors at the beginning of =ach time slot. If
18 t, is the nth epoch of this time slot, the total number of. tasks at
t, +O"' forms a Markov chain (and so is the total amount of remaining work
m the system at t +O ).

Calys:

o

- Let T, be the probability of having i tasks in a system containing
3 m general purpose processors at equilibrium. It has been shewn that when
the number of processors is larger than AE(N), the average numbey of
tasks in the system is given by [10].

m=2
- . 1., _ _mimel) 1013 A'(1)
n *SO (1-zi) Aty A Y TRy

where A(z) = z A (2) is the gererating function nf the randem variable
N and A, (2) it %he generating function of Ni. Z¢:24....,2 _, are the
»M
- vl -ln Jverl
zeros or (1 m) within the unit ¢ m-e.

In a multiprocessor system containing r types of special purpose pro-
cessors, the execution Time of a type i Task is i/C,-. let B.(z) be the gesnera-

ting function of the number of tasks that arrive during the execution of a
Tyre i task. Clearly,

The average number of task in the ith subsystem, 5,- , is given by

o miz m, (m;=1) 3Y(1)
g = L 0 " TR P Tease
350 1-z. R At R i

where z.”  are zeros orf (l-zm/z-\i(z)) within the unit cirels.



Unfortunately, it is difficult to obtain the general behavidrs: of
W and w except for the case where A(z) and A (z) aré polynomials of
2 and z'E , respectively.

-

(ii) Tasks with expdnential execution time in systems under heavy traffic

We assume here that the amount of work, Sj, required for type i tasks

is exponentially distributed with parameters y;. Let § = Sy#8,+...+5, be -
the total amount of work of a job . Let us denote by t the epech when '
the nth job arrives. let w be the amount of work rera:.m.rg at ¢ -

in a system conta:.r*:.ng m general Jurpese processors, An be'the amunt of
work ccmpleted in the duraticn [t -1% J, and B be the amount of work
arriving at e Then W__, can be expressed as

n+l
Wn+3n-An lfwn*l-Bn-AnzO
wn+13 (3} >
0 J.:anan-AnsO.

Under heavy traffic conditions, all m processors are busy during
(1%, ). Therefore, A has the same distridution as mA where A is the
interarrival tine between two jobs.

Bn tas the same distribution as S. Hence we can write Equation (5) as @

'.*Jn + (S-md) ir Wo+S-mAz20

; n+l
¢ 0 iqu*rs-mA<0

Fowever, the expression in the right hand side of this eguation is the
waiting time Jf the (n+1)th job in a system which consists of cne prccessor
with the execution Time of a job being S and the average interarrival time
tetween jobs being mA. Since

ElmAl = T
r 1 »
ST = £ = ‘
iz1 *i
2 L T S A
St (D Sk T (=)
i=1 Bi i=1 Y
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The mean waiting time in queue is
1 2 1
Z(A/m) E(S®) ('i:-s)
where -
p = (Mm I (/y)) .
i=1
Moreover, the average total amount of work remaining, fflg, is
gt d b7 (92, 5 Ly2
T inTe [;;—8.1 ETER A ] : ®
3 Similarly, in the system centain r types of special purpose pro=
E cessors under heavy traffic conditions, the average total amount of work
& remaining in the ith subsystem, ﬁSi’ is equal to the average waiting
i g time in queue in a single precessor system with interarrival time of jobs
¥ being C;m;A and the execution time for a job being S;. Since §; and C;m;A
1 are exponentially distributed, we have L
“” Q,:C‘m" ¢ '1
% ;‘ Si 2 1“Qi
b
where

1

iy W uPT sy S AR« gt v o g T

Thus the average total amcunt of werk remaining, ‘r'J'S, is

SRR O R

»
-

- - L 1
Aas T fg =\ L () (mmmetommn) 7
S e St gap ¥powGmmA

We can minimize the value of ‘.713 with respect to C,-mi under the condi-

D T e X T T e Tt

v
tion Cn = I Cym,. It can be shown [10] that the values of C;m; That mini-
i=1 =~
mizes ws is given by
- LA

.
o . 0
‘.ll - Y ———  Cusmeend
- =
.
= >

IR R L e pa———l
BRI e :
3 R
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C-p ' -

WSO =

>3

Figure 3 shows the curves WSo and Wg in the case of r=3, (—-) i+l
for 1=0,1,2, Ci=C and m=10. Under heavily lcaded conditions, the opt:muzed
system with special purpose processors behaves better. Even in the case ‘ .
C=1 (i.e., no improvement of processor speed), the value of WSo 4is almost
comparabls to that of wg. This result is an expected one since the flexi-

-
bility in scheduling does not make much difference under heavily loaded
conditions.
Figure %4 describes another case where r = m = 3, (—) 0.9,
Ci = C for i=0,1,2, Therefore, --1 for ail i, Since all subsystems con-
sist of a single processor, WS is not cptimized in this case. .

3.2, Queueing netwwork model

There are two metheds to schedule jobs in a multiprécessor system

(1) multiprogramming ard (ii) multitasking. By multiprogramming, one .

usually means that the system may execute mere than one job simultaneously.

3y multitasking, one means that the system may 2xecute tasks in a job concur- v
tly if the job can te divided into independently executable tasks. Multi-

processor systems withcut multitasiing can be medelled using queueing ret-

works. We medel a multiprecessor systems containing special purtose pro-

€essors approximataly as an open network of Jackson servers. Ler

R.. te the probability of a task of type j is to be executed aftar the cem-

i3
pletion of a tasc of type i. let f, Le the probability that the first task
to be performed for a job is of type i, then the arrival rate, i, of tasks
of type i, i31,2,...,)N are given by the set of equations
b

According te Jackson's theorem when A,/m.C.u; < 1 for all i, the equi-
-~ -

librium propability of finding n; Tasks in subsystem i is given by
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pl(nl) pz(nz) pr(np)

where pi(ni) is the equilibrium probability of finding ny tasks in.an
M/M/mi queue with input rate Xi and aveérage execution time 1/p is:i‘ Hence,
for a giVen set of )‘i’ our results described above are still valid
here.

A special case of interest is one where each job generatds r dif-
ferént types of tasks that must be executed in fixed sequence as in a
pipelined system. In this case, a system consisting of special purpose
precessors can be medelled by a series of r MN/m. queues. With the
aversge executicn time of a job on a processor in the ith subsystem
being 1/uiCi, the average amount of work r‘erxﬁining in the subsystem
containing m; ‘type i processers is

- 0
wSi T i-pd

jdoce

e

where o;-’ = A/Cimiui. tence the average amount of work remaining for all

jobs in the ith subsystem is

W.. =n. I - + W,
Si 1 §>1 "j Si
where n, is the average number of jobs in the ith system. Since n-vo Y/ (l-p’),
we have
b
- P T
Hey =757 & =
Si 1 Py j=i ui

The average total number ¢f work remaining in the pirelined multiprocessor

systam is

r T )\ 4
He= £ Z -
S =1 g=q CeMgHpthouy

Note that in a system with m general purpose processors, the processors
are not connected in pipeline. Herce the expressions for dg in Equatien (8)
is valid here also in heavy lcading cordition.

Figure § describes the benavior of {l, and '.TIS inthecaseof » = m = 2,
3 .
C, =cand (—-) (O.,)“ , 1=0,1,2.
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4, Performance of multiprocessors sytems with multitasking

Generally, jobs may contain independent and thus concurréntly exe-
cutable tasks. Both turn arround time and system resource utilization
in multiprocessor system may often be improved by allowing processors
. to execute in parallel tasks identified either by programmers of the
jobs or by the compiler system to be concurrently executable. In this
section, we want to determine the potential performance improvement by
multitasking. Unfortunately, the models used in Section II and III are
deficient in one way or another for this purpose. In the deterministic
model, the structures within an individual job are effectively described
in the general medel of a task set. However, all jobs have the same struc-
ture and, more restrictively, are assumed to arrive for service at the
same time. On the other hand, in the queuzing medels used in Section III,
the issue of task synchronization is completely igncred. The model des~
cribed in Figure 2 can be used only in the case where jobs consist of inde=-
pendent tasks while queueing network medels of multiprecessor systems can
be used only for systems without multitasking. ‘ .

TR e
SRR

e ——
RSl

S,

B
.
A
%

D i
i

S g

When the degree of concwrrency is small (=2),the medel in (11] can be

used. However, the case with degree of concurrency teing T#w Is nct an inte-
resting one since it has been shown that multitasking is not a gocd way
o make effective use of multiprocessor system resources when the ‘number .
of processors is small. This result is due to the fact that negative ¢

of larger overhead. On the other hand, it is said that multitasking
is essential for a muliiprecesscr system containing a large number of pro-
cessors [121.

¢ i LT AW T e ite A LLH ol

We study nere the derencency of potential improverment achievable by
nultitasking on the degree of concurrency and number of processcrs. for
. this purpose, we discuss first the type of job structures considered here
and then & medel of multipreceessor systems with multitasking.

4%.1. Job structures

e aoie DI 1 sl o Lo SN, . 4 Lk B s
i VL s o AT A i T T I S F s o

Similar o cur deterministic mcdel, the structures of jobs can te

cescribed by a probabilistic medel representsd graphically as shown in

ol P WA W e Bl

Figure 3a. In <his grach, 's—e represents a task, '{' represents the task

=
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generation (e.g. by -statements such as fork, cobegin, etc.), and '}’
represents the task synchronization (identified by statements such as
join, coend etc.). A job consists of many stages of tasks. A stage
is either a set of tasks in the same column between a tair of '{' and
'}', or a task if it is not immediately preceded by '{'. A stage con-
sists of a random number of tasks, and service times of tasks in each
stage are stochastically independent. Tasks in the same stage can be
executed independently. Tasks in an inner stage (i.e., tasks in inner
brackets) are considered as a part of an outer stage. The execution of
tasks in the stage to the left begins before the tasks in stages to its *
right. It is difficult to medel the topological structure of the job,

L.e., relatons between stages. Therefore, we consider here two approxi-

mate medels of the job structure : (1) no synchronization medel shown

in Figure 6b, and (2) full synchronization model shown in Figure 6c.

In no synchronization model, we assume that there is no task synchroni-

zation. A task simply disappears after being served with certain proba- ’
bility, or it is followed by another stage. In full synchronization medel,

tasks nay riot generate new tasks; they must te synchrenized mmedzately

after their completicns. Thus there are ro inner stages in a st age. No
syrchronization model preserves the topological structure of the job

T0 a cervain degree, and can represent ccmplex job structures. However, it

i3 difficult to xeep track of a job ; one cannot use it for the purpose 4
of evaluation of job turn arround time. Full synchrenization model reduces

the torological structure into simple linear stricture and is easy o ana-

lyse. It is the medel of job structure used in the following.

S

4.2. Queueing model of multiprocessor systems with multitasking

We use open cueueing networks such as the one shown in Figure 7 %o medel
multiprccesser systams with multitasking. The network has only ore extermal
source ard ore sink. Each rode in the network consists of a number of pro-
cessors and serves 4 stage Of tasks in @ job. These processors may e of
different types if the stage which it serves consists of several classes
of tasks. After thé arvival of 2 job o a ncde, rtasks in the stage are
served concurrently whenever ctcssible. The service of & job in a ncde is
completed when services of all tasks in the same stage are ccmpleted. The
completed job preceeds <o & next ncde (or lszve the nemwork) devermined

rardomly with given ..mcabil"ti-s. Thus & job may be repeatly served by




a hode. The number of tasks in a stage may vary from node to nede.

H

sider here only one special case.

In general, it'is imposuible to find the probability distributions
of number of jobs in each node in such queueing, network. Again, we con=

4.3. A model for multitasking systems contam:.ng identical pmcessors

Multiprecessor systems with identical general purpoée precessors
can be approximately modelled using the single node model in Figure 8.

Again, we assume that the job arrival is a Polsson process with the

average arrival rate A. Each job consists of N independent tasks with
identically distributed service times. The distribution of N is arbitrary

but has finite first and second moments. N is referred to the degree of

concurrency in the job. The service times of tasks are statis .2ally inde-
pendent, exponentially distributed with mean 1/u. The job service time

is the sum of task service times, l.&., Si = 81+Sz+...+SN Thus the model

of multiprecessor systems is specified by'a 4=tuple (\,um,N). It is a
bulk arrival M/AM/m queueing system.

Number of tasks in system

Let a; be the probability that N is equal to i for 1=0,1,2,.00 &
(ao-O and a;

2 0 for i#0) and A(z) the generating function of {a 1
let K be tbe number of tasks in M/M/m bulk arrival queueing system, K
is a Markov chain.

by [13]

M

I%s stationary distribution {pk}, if exists, is given
m=-1

1-z)u L (m—k)p,c..
P(z) = k=0
mu(1-z)=Az2(1-A(2))
where 1 = minCau,mu). Let p = Ay and u = AD(N)/mu. Because 2 is a linear
furction of DgsPysPpse Py gy W write py = fpr for k € m. Hence
m-1 "
m(1-u)(1-2) [ (m=kif,z
k=0 <
2(z) = — me<wo,
(m(1i=z)=-cz(i-a(z)) ¥ T (m-KIE, ]

k=0 b
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- The condition undef which the statidnary distribution exists is
u = AE(N)/mu < 1, It is easy to.see that u corresponds to the utiliza- !
tion factor of the processors. Form = « -

1
P(z) = exp{-p f [(1=A(t))/(1=-t) Idt}
2 ;
Thus, the average number of tasks in the system is
" m=1
u(1+E(N®)/E(N)) L (m-k)kfk -
.:1 .
E(K) = v L : (8)
2(10) OIS
k=0 '
Form < », form = «, E(X) = pE(N).
Task waiting time
»-
To find the task waiting time for FCFO (First Come First Serve) disci-
pline , we,define the virtual task waiting time as the length of time a
task spends in the system (or in the queue) if it arrives at random instant.
Then it can be shown that the distribution of the task waiting time is
the same as the distribution of the virtual task waiting time (13]. Thus
we can get the task waiting time by calculating the virtual task waiting s
time. i
Let wj te the waiting time (in the gueue) of the j-th task in a job
whnen we number tasks in the crder of them being served., If there are k
tasks in the system just before its arrival,
2 kt#j < m
E(Wy K=k =
(x+3=m)/mu  k+j >m
The apove expression is obrained because z1l precessors are busy while }
the j-th task (in the arrived job) is waiting. Moreover, the average inter-
ceparture time is equal To the -inimum of the service time of m servers,i.e., 4

1/my when all servers are tusy. The unconditional average is,



o zea

m=j=1
m(1-0) I (m-j=fy

. -1 s k=0 .
E(Nj) * E(K) + (J=m) + ==
L (mek)fy 'f

k=0 -

Let W be the waiting time in the sys%tem of a task and W, be the waiting

4 . ':
time in the queue of a task. Then, ;
- 3 o
Po(. > t) = a; L Po(W; > £)/EQD. -
q j=1 3 i=1
Hence, -
® i
ECW) = % a, I EWH/EQD + i/p
i=y Y o§st 3

The job waiting time

Let V be the waiting time in system for a job, i.e., the time between
the arrival and the departure of a job. Here the departure of a job means
the departure of the last task in a 'job to leave the system. Let & be the
number of tasks in a job still remaining in the system when service for
the last task in the job begins. (Notice that the last task to be served
is not necessarily the last task <0 leave the system). let Sr be the time
required to complete the service of all remaining tasks in the job after

s |

the service of the last task begins. The conditional average of Sr is,

E(Srlkr = n)

E(max(Sy,Sy5 0+ 58,))

&

=

/i

0
(1/u) z

Because V = Wz + Sr where wz is the waiting wime .I. queue of the last task,

m

E(V) = E('.\I,L) + (/y) I Py =z n)
a=l

o]

/i
1

it o™

}Jn

It is possible to compute Z(V) as cdene in [13]. However, the computa-
tion of its numerical values is nov afficient. The fcllowing bounds of E(V)
are more useful. Because E(Srl¥-=n) is an increasing functicn of n and v

clearly r(Xr=n) = ¢ Zor n=C ard n > min(N,m), we have the lower bound

£ = S('.'IZ) + /u

ard the uprer bcund
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Together, these bounds give us a good approximation of E(V).
emphasis the fact that E(V) is a function on m, we write it as E (V).

' 4.4, Performance improvement with maltitasking

AT
.wm«%“?gﬁ}“”'.: ;

N
®

) ® min(3,m) ]
E(W) s E(wz) + (/) I a. Z /%
jzi ¥ ket | .

R S TN N A SR dpa e e

In order to

The queueing system may be adopted to model multiprocessor systems .
with or without multitasking in addition to uniprecessor systems with,
the same capacity as the multiprocessors (i.e., it is m times faster) by -

ajusting the 4 parameters. To do so, we note first that the. performance
of multiprocessor systems may be decreased by memory interference and
overhead., These effects can be taken into account by assuming that the

service
sexvice

bS are the service time for a job in multiprccessor systems with and

without

and \. Generally, 1

In

all tasks are completed. The 4-tuples which specifies the medel for the
is (A, uEMD N .

system
but rot

only one processor is assigned to a job. But many jobs may
similtanecusly. In this case, the t-tuple is (A,u/b,m,1). Similariy, for
a uniprecessor system the Y-tuple is (\,mu,1,1) since the processer is m
times faster. All squaticns in this section are expressed in
(X\su,m,N), where cargmeters should be substitutad by different parameters
for different systams. Moreover, since ':'.'
differen
with multitasking and is the average number of jobs for the system without
multitas
Z.. (R}, instead of L (X) as a criterion of comparison (c. (R)

Dy & unit speed srecessor). Nets <hat E (:x) is incdepencent ¢n, service dis-

as follaows : (1) for a multiprecessor system wr:n maltitasking

time for a job increases in multiprocessor systams. Let S be the
time for a job in uniprocessor systems. We assure that aS and

multitasking respectively. The values of a and b depend on my N
2bz 1,

a processor system with multitasking, a job departs only when

In a multiprecessor system with multiprogramming
mulcitasking, all tasks in a job are executed in sequence. Hence
e executed

AR ]

terms or

(%) should ke interoretsd for
T systams, (i.e., it iz the aveﬂag» number of tasks for the systam

king) we criose again to use the total amcunt of werk remaining
defined as
+he system

5 &

uired time ‘CO complete all remaining tasks (or 3cos)

atc.) of systams al‘:.;ox.g'x Z ’ LK) Is rot. :"x (R} is obtained '
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Em(R) = a.Em(K) /pE(N)

where E (X) z.s obtained from Equation (8) by substituting (A,u,m,N N) by
(A uE(N)/a,m,N), (ii) for a multiprocessor system without maltitasking

Em(R) 3 bEm(K) /u

where E (K) is obtained from Equaticn (8) for the 4-tuple (A,u/b,m,1)
(1ii) for a multiprocessor system

Em(R) z Em(K)/u

where EmCK) is obtained from Equation (8) for the 4-tuple (A,mu,1,1)

The values of parameters a and b can be determined based on the study
of memery interference and overhead. Here, we assume the ideal case, i.e.,

= b =1, in the follcwmg ccmpard ison, from Figure 9, we note that the -
performance of the un..pmcessor' system is the best and the perfomance of
the multiprocessor system without multitasking is the werst consistency
for all E(N). Their difference is larger for larger value of m. The per-
formarce of the multiprocessor system with multitasking improves for lar-
ger E(N). Indeed, the performance of the multiprocessor system with multi-
tasking is almost same as the performance of the uniprecessor if E(N) = m.
The effact of the numter of precessors on the performance of the systams
i5 shown in Figure 10. The traffic intensity plotted is proportioral to

the number of precessors. m(R) increases as m increases aithough z:. (R)}/m

decreases, and the increasing rate is larger Ior smaller EQ). Cn .he other
rand, :, (V) decreases as m increases and the decreasing rate is larger for
larger £(N). If we assume that wa F¥ic intensity is ccnstant, both perfor-
mance measures are improved in all systems @as m increases. gcwever, the
difference of performarce between these systems is smaller for larger u

(system utilization factor).

z
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3
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8. Summary

It is our objective here to evaluate the merits of using special pur-
pose prccessoré_.z‘n multiprecessor systems. For this purpese, we propose
seveml.“:ﬁde_l—s‘of multiprocessor systems and use them to obtain different
performance measures which may be used as criteria‘for comparison of the
processing capabilities of the two types of multiprocessor systems. .

The general deterministic model of multiprocessor system.described
in Section II include as special cases many models (e.g., models of sys-
tem with identical processors, precessors of different size memories and
different processors in job shop problems) used in previcus studies.

We many conclude frem the result in Ser. icn II that according to & prio-
rity driven schedule, the completion ti @ of a set of tasks executed

on a system containing r typesof precessors can be very pcor for large r.
The relative inferior performance of multiprocessor systems containing
special purpose precessors is clearly due to the loss in scheduling
flexibility in such systems.' Yinen such a system is used in real-time
anvircnments, scheduling algorithms with better worst case behavior than
arbitrary priority driven schedule need to be found.

To determine the minimum ratio between the speeas of special purpese .
precessors and general purpose precessors to achieve the same cverall
system capabilities, several approximats queueing models ave procosed.
Using the total amcunt of remaining work in system as a tasis of compa-
rison, “he two types of multiprecesser systems are compered quantizativels
for diffsrent speeds of the special purpese precessors in the case when the
systems are multiprogrammed (but are not multitasked).

It is different to mecdel multiprecessor systems with multitasking in
general. We discuss a probabilistic representaticn of job structures and
& general queueing retwork mcdel for systems with muitizasking. The model
ray te used in simulation studies but is, unforturately, aralytically un-
w™actable, We purpose nere to use a M/M/m cueueing systam with bulk arrival
as an approximate medel of systems with multitasking. The performance of

multiprecesser systams with and without multitasking are compared with an
;2 r4 2
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