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1. EXECUTIVE SUMMARY.

Y

1.1 OBJECTIVE.

et 4

Al e

The Federal Aviation Administration (FAA) uses mathematical models to
measure and predict the reliability of hardware. FAA engineering
specifications for systems under developuent contain reliability
requirements, usually in terms of mean-time-between-failures (MTBF),
for the hardware portions of these systems. However, recently pro-
cured systems contain computers with copious amounts of software.

1 It has been the experience of the data processing community that

{ failures of such systems are not confined to hardware. Software which
: has been debugged and in use for many years has been known to cause
system failure. Consequently the FAA initiated this pilot study to a
determine the magnitude of the software reliability problem in one
system currently in development. Study objectives were the following: E

. - Develop a software reliability model for the Discrete Address
Beacon System (DABS) and make a software reliability prediction. ,

. - Review and critique the available hardware reliability model 3 |
3 and the hardware reliability prediction for DABS. :

- Integrate/evolve the software and hardware reliability models
into a DABS system model and make a system reliability prediction,

- Compare the predicted systems reliability value versus the
specified value., Make applicable recommendations for reliability
improvement of the system. :

- Recommend a software reliability failure reporting system for
the DABS.

1.2 BACKGROUND.

f The objectives cited above were accomplished by grouping related
objectives and tasks accordingj to importance as defined by Mr. G.
Apostolakis, head of the Reliability Engineering Section at the FAA
Technical Center. As stated by Mr. Apostolakis, the primary concern ;
of the FAA is the study of DABS software reliability--how it could be )
measured, modeled, predicted and how it could be incorporated with the
hardware into an integrated software/hardware reliability model for
DABS. The results of this study are contained in the body of this
report , Sections 2 through 5. Of secondary concern are 1) the review
and critique of the DABS hardware reliability model and prediction,
and 2) a recommended software reliability failure reporting system for
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the DABS. A brief critique of the DABS hardware reliability model is
contained in Appendix A to this report. Because the FAA alrcady has
a failure reporting system for DABS software, a review of the proce-
dures and forms was made. Recommendations for improvement are con-
tained in Appendix B to this report.

The DABS software reliability was modeled using test time and failure .
data obtained from the testing of the se¢nsors at three test sites--FAA
Technical Center, Elwood and Clementon, N.J. Based on tests conducted
between February 1979 and June 1980, reliability measurements were made
for nine software modules which comprise the DABS mission software.
Maintenance and off-line software were not modeled. Also not modeled
was the Automatic Traffic Advisory and Resolution Service (ATARS)
wodule because of its interim status.

Reliability prediction models for software modules were derived and
then verified by matching predictions of error rate with software
test data collected during July, August and September of 1980. Meas-
urciments of software reliability obtained from the models were com-
hined with hardware reliability predictions (prepared by FAA) to
obtain an integrated DABS reliability prediction model.

nfortunately, thiere is no conccnsus in the literature pertaining to
Yhe definitions of commonly used terms such as bugs, errors, faults
and failures. A few definitions are presented here to provide the
rvader some insight into those terms and concepts of software reli-

AR REN

- Software bugs, errors and faults will be considered to be
synonymous . They denote latent defects present in software due to
coding errors, misunderstanding of the required logic on the part of
the 1 rogrammer, incorrect algorithms or other programming crrors.

- A software failure occurs when certain combinations of injut
;atameters, input commands, input options or input data excreise the

defective jart of the program. Under a large variety of circwiu tances, .
one may consider these inputs to be random sets from all jousible
inputs.  These random sets of inputs, in turn, cause random failurcy

in the corresponding outputs. The random output failures may be ana-
"ol statistically and thus constitute the basis for the concept of
reliability as applied to software failures.

- Software reliability is the probability that a given software
trogram will operate without failure for a specified time in a
crecified envirunment.
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1.3 SIGNIFICANT FINDINGS.

1. The DABS has a measured overall MTBF of 252 hours; 575 hours MTBF
for the hardware and 448 hours for the software. Only critical fail-
ures, those which dramatically reduce system capability, were counted
in computing the MIBFs of hardware and software.

This achieved MTBF is far short of the 1000-hour MTBF specified in
the engineering requirements. It is recognized that the required
MTBF of 1000 hours was intended for application only to hardware,

but even if the software is ignored the c¢ystem does not now meet its
reliability requirement. If all chargecable software failures were
included in the calculation, software MTBF would decrease to 81 hours
and the system MTBF would decrcase to 71 hours. These measurcments
are based on a total of 5386 software test hours during which 354
errors were observed and evaluated.

It ¢hould be recognized that DABS is undergoing development testing
and that its reliability is expected to increase as improvements are
incorjorated. Also, the transition from a test or debugging scenario
to an operational scenario should noticeably improve the measured MTBF
of tlie software. ™uch of the software testing at the Technical Center
was geared tovard pushing the system to its specified operational
limits (e.q.,7apacity testing, multiple correlations, crossing tracks).
The system was tested using a multitude of input environments and

many of the reported errors were discovered as a result of testing
using input environments wnich would not ordinarily be encountered

in an operational scenario.

2. A critical software failure will frequently have a far greater
¢ffect on system ojeration than a computer hardware failure biecause
critical software failures cause a significant or complcte loss of
system capability; that is, they defeat the hardware redundancy built
into the system. In the cvent of computer failure the system can
recover by using a sipare comiauter; however, critical software ‘ailures
result in either complete system failure or reduced performance which
does not meet specification. From a reliability point of view,
rartial system operation is considered to be a failed condition
because no reliability requirements are specified for alternate
(degraded) modes of operation.

It is rcecommended that the FAA investigate the design of fault-
tolerant software for DABS. The software could be designed to sense
critical software failures (watchdog logic or audits) which would
recover the system in much the same fashion as a computer failure

by causing an automatic re-initialization of the system.

T S UMY S OPTRY. T AP okt P |
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3. The Duane reliability growth model which has been used extensively
to model the growth of hardware reliability and more recently to model
the growth of software reliability as well, fits the known history of
DABS software. Of the nine software modules in DABS, the Duane model =
accurately predicts reliability and rate of reliability growth of '
five modules, The modules and their rate of reliability growth models
are:

Communication: Ay = .174 T_'503

Measured MTBF at end of study: 976 hours
- . -.419

Performance Monitoring: Ay = .1403 T

Measured MTBF at end of study: 494 hours
. . -.645

Message Routing & Data Link: Ay = 3467 T
Measured MIBF at end of study: 2400 hours

System Software: Ay = 5.689 T_'863
Mcasured MTBF at end of study: 2588 hours

Surveillance: Ay = .1067 ¢+ 3071
Measured MTBF at end of study: 207 hours

where Ay = cumulative error rate (number of chargeable errors/total
test hours) and T = cunulative test hours. Of the remaining wodules, ;
the data were either too sparse to evaluate the parameters of the !
rodel or too erratic to determine whether module reliability is
ln; roving.

The parameters appraring as exponents of T indicate the rate of MIBF
growth (MIBF = 1l/error rate), which is usually a measure of manage-
ment pressure to find and correct errors. The rates shown are all
within the range typically encountered but they vary more than usual.
This suggests that testing, debugging and integration efforts have
not been applied uniformly in the DABS program. Some modules have
received much more attention than others.

4. Based on hardware reliability measurements reported in Report No.
FAA-RD-80-36, "Discrete Address Beacon System (DABS) Baseline Test and
Fvaluation," April 1980, DABS hardware MIBF growth rate, albeit using
4 »mall sample, was calculated to be a = .36. Projections of hard-
ware MIBF improvenent using a = .36 and software MTBF improvement using
t = .52 show that the DABS software/hardvare system will achieve its
1000-hour MTBF requirement after 49 additional months of testing.

At that time hardware MTBF will be approximately 1650 hours and soft-
ware MITBF will be approximately 2500 hours if the growth rate

ot inues.,
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The models predict that if no changes are made in the present reli-~
ability improvement efforts, software errors will still constitute 10
percent of total system errors (based on 1000-hour hardware MTBF) after
50 x 10° software test hours (test time needed to achieve software

MTBF = 10,000 hours).

The following actions are recommended to speed up the reliability
improvement of the DABS system:

- Increase the intensity of the software test program to con-
duct well planned non~random testing such as the identification and
evaluation of degraded as well as complex inputs to software modules.

- Automatically identify/isoclate access of the code with low
input/output traffic; check all jump statements.

- Conduct failure modes, effects and criticality analyses of
hardware elements which contribute most to unreliability--antenna,
transmitter, receiver and processor. These elements which have no
redundancy in the single channel sensor could be improved through the
idenfication of failure modcs and their elimination through correc-
tive action.

- The reliability engineering department of the FAA Technical
Center should continue to monitor the progress of the software test,
rarticipate in confiqguration management and include estimates of
software reliability in DABS predictions.

5. Analysis of the test data for the purpose of measuring reliability
and its growth showed that the error rates of most software modules
changed appreciably during the test. Several causes are postulated:

a) As noted in Figure 4, the nearly constant error rate of the
communication module for 900 test hours is followed by a rapidly
declining error rate. This pattern is characteristic of an early
test period in which the software package was not tested with the
intensity needed to identify and correct errors. Subsequent testing
then resulted in the identification and elimination of more errors at
a significantly higher rate.

b) Software test personnel are sometimes reluctant to document
errors as they are observed because they believe that continuation
of the test and analyses of results are more important tasks. Con-
sequently, failures may be documented en masse several weeks or
months after they occur, usually at the completion of the test.

Such perturbations to the model may require several additional data
points to effect smoothing.

g




- c) Neither the Duane nor any other model which assumes a con-
tinuously decreasing error rate with time can predict significantly
large perturbations due to mass introductions of software modifica-
P tions at "release" points. These can either increase or decrease an
error rate. Abrupt termination of a debugging process will also sig-
nificantly reduce the observed error rate.

6. The FAA should endeavor to include software as well as hardware
elements in future reliability models for DABS and other computer

aided systems. Reliability requirements of future systems, which ;
are often set by systems requirements analyses, should also include 1
the reliability of the software. Mecasured reliability of the system
will then be realistic since it will apply to software and hardware. ;
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2. DESCRIPTION OF DABS COMPUTER SOFTWARE, TESTING AND DATA BASE.

2.1 DESCRIPTION OF DABS COMPUTER SOFTWARE AND ITS TESTING.

As described by Dr. C. M. Applewhite in "Disbributed Computer Architec-
ture For The Discrete Address Beacon System," the purpose of DABS is to
provide highly reliable tracking and ceollision avoidance support for
DABS-equipped aircraft. Control of DABS is provided by software
operating in a ground based distributed computer network interfaced

to a beacon radar. Each DABS aircraft is assigned a unique identifica-
tion (discrete address) associated with its DABS transponder. Recog-
nition of a beacon interrogation is keyed to the discrete address of
each particular aircraft such that a unique data link with miminum
interference can be established between the computer network and ecach
aircraft. The software subsystem maintains a track update on each
aircraft, predicts potential conflict situations and controls the
scheduling of the beacon radar. Data to support aircraft tracking is
gathered via uplink interrogations and downlink responscs of aircraft
positional data. Traffic data and maneuver advisorics are provided

to the pilots via the uplink in the event the computer subsystem
predicts a potential conflict situation. Telephone line data links
between sensors facilitate coordination among adjacent scnsors with
overlapping airspace responsibilities.

DABS surveillance capability 1s designed to be completely compatible
with the present Air Traffic Control Radar Becacon System (ATCKBS) and
thus can be introduced gradually and economically without major oper-
ational or procedural change. Since DABS uses monopulse direction
finding, the system also provides improved surveillance coverage for
ATCRBS equipped aircraft at a reduced interrogation rate.

In addition to the reguirements given above, the software system is
required to respond to computer hardware failures by reconfiguring
the system and maintaining system integrity, to monitor system status
indicators, to send status messages to ATC maintenance facilities and
to collect performance data for the sensor. A functional block dia-
gram which highlights some of the DABS features is shown in Figure 1.
The architecturally distributed, molecular software is shown in Fig-
ure 2.

No special tests were run expressly to provide data, solely for reli-
ability analysis. Consequently, the running time and errors generated
during debugging, checkout and operation of the DABS sensors at FAA
Technical Center, Elwood and Clementon, N.J., were used to formulate
the software reliability model and measure achieved reliability and
growth rate. The DABS software was tested formally and informally.

At the FAA Technical Center, initial testing was conducted by running
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the system. Maximum specified values of targets and fruit rates
(replies to interrogations from other sensors) were simulated to test
DABS software and hardware. The test program uncovered coding errors,
|- timing and interrupt faults.

R

2.2 DABS SOFTWARE DATA BASE.

The software test time base is shown in Figure 3. The figure contains
monthly estimates of software test time for three facilities where
testing occurred--FAA Technical Center, Elwood and Clewmenton, NJ.
Beginning in October 1979 the test time is the scheduled software test
time for each test site. Prior to October, software test times were
based on estimates obtained from Messrs. M., Holtz, DABS Program Manager,
and J. Simpfenderfer, T. I. Technical Representative. The figure also
shows the time phasing of the testing of the various DABS software
modules. It shows, for example, that channel management, surveillance
and data extraction were considered to be undergoing test from the
beginning of the test, whereas network management was not tested until
all three sensors were on-line in October 1979.

An additional three months of test data (1790 hours) accrued during
July, August,and September 1980. This time period constituted a
small controlled sample from DABS testing to be used to verify relia-
bility predictions made using the data base described above. This
procedure is described in Section 3 of this report.

Software crrors discovered during the test programs were reported on
trouble reports., A brief description of the reporting system,
including a sample form, is given in Appendix B to this report.

The DABS software error data base consists of 354 trouble reports (TR)
which document program stops, errors, enhancements and change pro-
posals. Not all supply adequate information for reliability analysis.
Software design engincers at Texas Instruments reviewed cach TR and
its associated follow-up documentation and classified the TRs with
respect to severity. Chargeable errors which were used to measure
software reliability were classified as critical (1) or non-critical
(2). Those not chargeable were classified other (3) or no count (4).
The following definitions were applied.

Chargeable Errors:

1. Critical - An error in the software which causes a sig-
nificant or total loss of operational system capability.

2. Non-Critical (Major) - An error in the software which
causes an erroncous response in the operational system. An error in
this classification may not be recognized as such by a trained
observer due to the self-renair inherent in the svstem.
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Non-Chargeable Errors:

3. Other (Minor) - An error which has no measurable effect
on the operational system or is of unknown cause at this time (hard-
ware/software/cockpit). Errors of unknown causes would be charged
against the DABS system rather than the software.

4. No Count - A trouble report which was erroneously attrib-
uted to software errors. In addition, change proposals, enhancements,
duplicate trouble reports and '"cockpit errors'" are included.

A summary of chargeable errors is presented in the matrix in Table 1.
Only software modules identified in the table were included in the
reliability analysis. Other software modules which are off-lincanaly-
sis tools or are used during maintenance or pre-initialization were
not modeled because they are not part of the mission software. The
ATARS module which will eventually constitute a large portion of the
DABS software subsystem cannot be analyzed now because it is being re-
written and is not scheduled for extensive testing until Spring of 1981,
A computer listing of all DABS trouble reports is contained in Appen-
dix C.
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3. APPROACH TO SOFTWARE RELIABILITY MODELING.

3.1 THEORETICAL SOFTWARE RELIABILITY MODEL.

The reliability growth model introduced by Duane in 1964 and more
recently cxpounded by Codier, has found wide acceptance by reliability
engiavers. Tt is simple to use and it is applicable to both continu-
ous and discrete data cases. Its wide applicability to diverse hard-
ware test programs iand more recently to software test data prompted its
use here,

Using data from several different types of hardware test programs as a
basis, Duane plotted cumulative failure rate (XZ) vs. total operating
time (t) and observed a linear relationship between log (Ay) and log
(T) for each equipment. This relationship is characterized by the
model:

-
XZ = KT where,
XZ = cumulative failure rate
K = a model parameter to be estimated (represents A at T=1)

#

total operating hours, cycles or missions

= Growth rate to be estimated.

,‘
9
{

Duane presents a method for estimating the model parameter directly
from the data plotted on log-log paper. The growth parameter can be
obtained by calculating the slope of the line. The location parameter
is also obtained directly from the plot as the value for iy at T = 1.
K can be interpreted as the initial or zero-age failure rate. For
software, it is a function of program complexity, size, its maturity
relative to the state-of-the-art and other variables.

The curve is more sensitive to the exponent o than to K. The exponent
reflects the intensity with which reliability improvement is pursued;
it nearly always lies between .2 and .5, the average being close to .3,

In addition to information regarding cumulative failure rates, the
predicted failure rate at any point in time; i.e., instantaneous
failure rate ), can also be estimated from the following equation
where F = total failures and all other variables have been previously
defined.

_9F _ 3 R R
‘e T AT 57 gD st KT D
= (1-KT™™ = (1=0))

14

i~ ARG




——

ey

e~

o

b A Y WPy

f

A e

S

caew wan B

Y g

Thus, program progress can be modeled using cumulative information and
can be continuously monitored using the current information.

3.2 DATA ANALYSIS.

The operating time and error data base for each software module was
analyzed to provide inputs into the Duane model. Using chargeable
errors and test time the cumulative error rate Ay = total failures/
total time was calculated for each month in which at least 1 error
was reported. The data were plotted in accordance with the Duane
growth curve requirements and model parameters were estimated if
growth were evident.

The modeling process generated a model of cumulative error rate,

Ay = KT™@, and a model of instantaneous error rate, Ap = (1-0)Xgp .

The reciprocals of error rates are the MTBFs, cumulative and instanta-
ncous respectively. 1In addition, MTBCF, i.e., mean time between
critical (severity class 1) failures, values were calculated where
applicable.

For the modules where reliability improvement was evident, the models
were used as predictive tools to estimate the error rate during future
testing. TIn this analysis the future consisted of the 1790 test hours
during July, August and September of 1980. Results of the predictions
were then compared to actual data. The analysis of the COM module
(Section 4.1) serves as a detailed example of the process. For informa-
tion purposes, Table 2 contains a listing of chargeable errors written
during the prediction test interval.

15
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Table 2.

Chargeable Failures Reported During the Prediction Interval

Report
Number
MD002
N0O66
50317
S0319
$0320
50321
S0326
S0328
S0330
S0331
S0333
N0072
S0334
S0335
50337
50338
MO004
MO005
M0O006
MO008
MOO14
50358

Date of
_Error
7/10/80
7/11/80
7/16/8
7/16/80
7/16/80
7/18/80
7/20/80
7/23/80
7/24/80
7/24/80
7/24/80
8/11/80
8/ 4/80
8/ 4/80
8/ 4/80
8/ 4/80
9/29/80
9/29/80
9/29/80
9/29/80
9/29/80
9/15/80

16

Module

CM
MTD
PM
PM
PM
SYS
COMM
SURV
cM
SYS
SURV
SURV
comMM
COMM
COMM
coMM
SURV
SURV
SURV
SURV
DEX
SYS

Severity

1
2
2
2
1
1
2
2

I
ra

2
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DR N R NN NN

NN
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4. RELIABILITY EVALUATION OF DABS SOFTWARE MODULES.

4.1 RELIABILITY EVALUATION OF THE COMMUNICATION MODULE.

The Communications (COM) Module includes the surveillance and CIDIN
communications programs which control and monitor transfer of data
between a sensor and external facilities. The reliabilities of other
software in the intersite communications package were not modeled
because the software is associated with off-line and maintenance pro-
cessing and is not part of the mission software.

The COM module was tested for 4966 hours during which 11 chargeable
errors were reported (see Table 3). Only 4091 test hours along with
the 11 errors were used to construct the growth model because the
data base was terminated at the last reported failure in accordance
with the rules of model construction. Results of the model genera-
tion and reliability predictions follow.

The model which describes cumulative error rate is Ay = .174 1--503
where Ay = cumulative error rate and T = cumulative test hours. For
example, at the time of the last reported error (T = 4091 hr.) the
model predicts Ay = .00265 error/hr. or 377 hr. MTBF. The measured
error rate at T = 4091 hr. was .0027 error/ hr. or 372 hr. MIBF. When
used as a predictive tool to extrapolate beyond the time limits of

the data base to T = 6756 hours, Ay = .174 (6756)7.503 = 00206 error/
hr. or 485 hours MTBF. The time interval between 4091 hours and 6756
hours (2665 hours) includes the last 875 hours of test without a
reported failure and 1790 hours of test during the prediction interval.
Because the model predicted a cumulative error rate of .00206 error/hr.
at T = 6756 hr., the expected number of cumulative errors was calcu-
lated from: F = Ay- T = .00206 error/hr. - 6756 hr. = 139 errors.
Because 11 errors had already been reported within 4091 test hours,

the remaining 2.9 errors represent a prediction to be compared with

the observed results. Tn fact, five chargeable errors were reported
against the COM module, a number which is well within the limits of
statistical variation. Figure 4 contains a graph of the model.

The model which describes instantaneous error rate and MTBF is

Ag = .0865 1--503, 1t represents the rate at which errors are system-—
atically being identified and removed from the COM module at time T
hours, For example, at T = 6756 hours, Ay = .0865 (6756)"503 =
.00102 error/hr. or 976 hr. MTBF. The value of Ay at T = 6756 has

the significance that if the test correction process were to cease at
T = 6756 hours, the error rate of the COM module would no longer
decrease, but would become constant at » = .00102 error/hr. or 976 hr.
MTBF.

17
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Table 3.

Month

1979 Feb

Mar

Apr
May

June

July
Aug
Sept

Oct
Nov
1979 Dec

1980 Jan

Monthly
Test Hrs

(T)

140
140

188
188
188

305
390
489

480
431

624
418
457

1790

528

Monthly
Errors

(F)

(o

Cumulative
Test Hrs.
(Ty)

6756

18

Communication Module - Reliability Data Summary

Cumulative

Exrrors

(Fy)

11

Cumulative
Error/Hr
)

.0071
.0071
.0064
.0061
. 0059

. 0023
.003
.0029

. 0027

Average
Time
Between
Errors

| (M‘rg Fy)

140
140

156
164

169

337
347
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4.2 RELTABILITY EVALUATION OF THE PERFORMANCE MONITORING MODULE.

The Performance Monitoring (PM) module, a portion of intrasite commu-
nications,is responsible for gathering and analyzing status of the
sensor and the transmission of status messages to external facilities.

As reported in Table 4, the PM software was tested for 4966 hours
during which 20 chargeable errors were reported. Of the chargeable
errors, five were classified as critical. Figure 5, which contains
the reliability growth curve for the PM module shows that the module
experienced a decreasing error rate throughout the test except for
minor fluctuations. The cumulative error rate model, Ay = . 140317+ 419,
gives Ay = .00348 error/hr. at T = 6756 hours. This translates into
3.5 expected errors during the time of the test interval used for pre-
diction purposes. Because 3 chargeable errors were reported during
the 1790 test hours of the prediction interval, there is close agree-
ment and acceptance of the model.

. -.419 s
The instantaneous error rate model, Ay = .0815T , predicts that
A = .00203 error/hr. at T = 6756 which is equivalent to 494 hours MTBF.

4.3 RELIABILITY EVALUATION OF MESSAGE ROUTING AND DATA LINK PROCESSING
MODULES .

The Message Routing (MR) software is responsible for routing incoming
messages to the appropriate software module. Data Link (DL) processing
rmanages uplink and downlink messages to/from participating DABS
euipped aircraft. MR & DL software were tested together and form a
single software module for the purpose of reliability analysis.

Table 5 contains the time and error data used to generate the relia-
bility growth curve shown in Figure 6. Using the cumulative growth
model, t; = .3467 17-643 37 = ,00117 error/hr. at T = 6756 hours.
The model predicts the occurrence of 7.9 errors throughout the test
of 6756 hours. Because 7 errors were reported during the initial
test phases, 0.9 errors were predicted to occur during the prediction
test interval. Actually, no failures were reported during the 1790
hours of additional test, a value within acceptable statistical vari-
ation.

. _ —-.645 .
The instantaneous error rate model, A, = .123T » predicts A =
.000417 error/hour or 2400 hours MIBF at T = 6756 hours.
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Table 4.

Month

1979 Fedb
Mar
Apr
May

June

July

Aug

Sept

Oct

Nov

1979 Dec

1980 Jan
Feb
Mar
Apr
May

June

Monthly
Test Hrs

(T)

140
140

188
188
188

305
390
489

528
480
431

624
418
457

Monthly
Errors

(F)

Cumulative
Test Hrs.
(Ty)

140
280

468
656
844

1539

2028

2556
3036
3467

4091
4509
4966

Cunulative
Errors

(Fy)

11

13

17
19
20

Performance Monitoring Module - Reliability Data Summary

Cumulative
Error/Hr
A
O

L0214

.0107
.0071
. 0096

.0059

L0051

L0042
L0042

. 0040

Average
Time
Between
Errors
(MTBFY)

93

141

AR, 1

104
169

196

2138
238
250




Cumulative Test Hours

Performance Monitor Module - Reliability Growth Model
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Table 5.

1979 Feb
Mar
Apr
May

June

July
Aug
Sept

Oct
Nov

1979 pec

Message Routing and Data Link Modules - Reliability Data Summary

Monthly
Test Hrs
(T)

140
140

188
188
188

305
390
489

1980 Jan
Feb

Mar

Apr
May

June
July
Aug

Sept

528
480
431

624
418
457

1790

Monthly
Errors

(F)

Cumulative
Test Hrs.
(1,)

140
280

468
656
844

1149
1539
2028

2556
3036
3467

4091
4509
4966

Cumulative
Errors
(Fg)

Cumulative
Error/Hr
(g

.0071

.0064

. 0047

.0017

L0017

Average
Time
Between
Errors
(MTBFy)

141

156

213

588

588
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4.4 RELIABILITY EVALUATION OF DATA EXTRACTION MODULE.

Included in this evaluation are data from the portion of the Data
Extraction (DEX) module which is associated with data collection; i.e.,
on-line real time extraction of performance data from the DABS data
base and its recording on magnetic tape. Playback, quick-look and
extended analysis software are used off-line and are not part of

the mission software.

As seen in Table 6 and Figure 7, the DEX module is very reliable. Only
two chargeable errors were reported in 5386 test hours for an MTBF of
2693 hours or an error rate of .000371 error/hr, One of the errors

was classified as critical. Too few data are available to generate a
reliability trend curve., It can be seen however, that the error rate
is decreasing which implies that the instantaneous MTBF is greater

than 2693 hours. There was one error reported against DEX software
during the prediction test interval.

4.5 RELIABILITY EVALUATION OF CHANNEL MANAGEMENT MODULE.

Channel Management (CM) regulates all activity on the RF channel,
scheduling the aircraft interrogations and corresponding listening
periods to c¢nsure that communications and surveillance tasks are
accenplished for cach aircrafe,

The CM module has been characterized by T. 1. software designers as
the most couplex of the DABS software modules primarily because of its
logical structure. Its measured reliability is among the lowest.
During 5386 hours of test, 14 chargeable errors were reported for an
error rate of .0026 c¢rror/hr. or 385 hours MIBF. Table 7 contains
cumulative time and error data for CM. The data plot in Figure 8
shows that no trend analyvsis i{s possible because of the abrupt changes
in slope of the curve. 1In fact, during the test period between 2500
hr. and 5000 hr. CM error rate increased from .0016 error/hr. to

L0028 error/hr. Subsequent testing indicates a reversal of the trend
becduse the c¢rror rate appears to be decreasing in the prediction
interval between 4929 hours and 7176 hours. Consequently, for predic-
tion purposes the cumulative error rate Ay = total errors/total hours =
L0026 error/hr. will be used.

4.6 RELIABILITY EVALUATION OF NETWORK MANAGEMENT MODULE.

Network Management (NM) is a portion of intrasite communications
responsible for communication of surveillance data to and from other

SEeNSOors.

Table 8 contains the data used in the reliability analysis of the NM
software. Bascd on a total of 4122 test hours and 22 chargeable errors

25
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Table 6.

Month

1979 Feb

Mar

Apr
May

June
July
Aug

Sept

Oct

Nov

Monthly
Test Hrs

(T)

140
140

140
140
140

188
188
188

(F)

Monthly
Errors

Cumulative
Test Hrs.

Cumulative
Errors

Data Extraction Module - Reliability Data Summary

Cumulative
Error/Hr
Op)

.0011

.0010

Average
Time
Between
Errors
(MTBFE)

909

1008
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Table 7.

Month

1979 Fedb

Mar

Apr
May

June

July
Aug
Sept

Oct

Nov
1979 Dec
1980 Jan

Feb

Mar

Apr
May

June
July
Aug

Sept

Channel Management Module - Reliability Data Summary

Monthly
Test Hrs

(T)

140
140

140
140
140

188
188
188

305
390
489

528
480
431

624

418
457

1790

Monthly
Errors

(F)

N N =

Cumulative
Test Hrs.,
(1)

140
280

420
560
700

888
1076
1264
5569
1959
2448

7176

28

Cumulative
Errors

(F;)

11
14

Cumulative
Error/Hr
Op)

Average
Time
Between
Errors
(MTBF,)

140

278

417

588
500
435

417
357
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Table 8.

Month

1979 Feb
Mar
Apr
May

June

Oct
Nov

1979 Dec

1980 Jan
Feb
Mar
Apr
May
June
July
Aug

Sept

Monthly | Monthly | Cumulative Cumulative | Cumulative
Test Hrs Errors Test Hrs. Errors Error/Hr
(M (F) (1y) (F) 0yp)

4 . B oSS URURPUCESSENSD P . S SUSUY UGV
| SR S S i S S
[ - SN SR S SRS S U -

305 3 305 3 ‘] .0098

390 0 695

489 6 1184 9 .018

528 2 1712 11 . 0064

480 2192 15 .0068

431 3 2623 18 .0069

624 3 3247 21 .0065

418 1 3665 22 . 0060

457 0 4122

1790 5912

30

Network Management -~ Reliability Data Summary

Average
Time
Between
Errors
(MTBFZ)

102

56

156
147

145
154
167
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NM cumulative error rate was measured to be Ay = 22/4122 = .00534
error/hr. or 187 hours MIBF. NM software has been characterized as
moderately complex; it has the highest predicted error rate of the
DABS software modules which were studied. Although its error rate
appears to be decreasing (see Figure 9), there are not sufficient cur-
rent data to support trend analysis. Data reported during the pre-
diction test interval also indicate a decreasing error rate trend.
During 1790 hours of test there were no reported errors. However,
a large portion of the apparent reliability improvement may be due
to a lessening of the severity of the test environment. The formal
NM test which was run to demonstrate compliance with operational
requirements had been completed in June 1980. Consequently the NM
software may have been operating in reduced data and requirements
environments during the July to September time frame.

4.7 RELIABILITY EVALUATION OF MTD AND RDAS MODULES.

The Moving Target Detector (MID) and Radar Data Acquisition Subsystem
(RDAS) programs are integral to the scnsor track software which is
required to acquire and track DABS and ATCRBS aircraft.

As noted in Table 9, the MTD and RDAS module was tested for only 3
months resulting in 1499 test hours and 3 chargeable errors for an
error rate of .002 error/hr. or 500 hours MIBF. The data in Figure
10 show a constant error rate, with a slight increasing trend which
is influenced by the paucity of data. During the prediction test
interval no errors were reported against the MID and RDAS module,

System (SYS) software refers to all the software required to calibrate
and initialize DABS and reccover from hardware failures. SYS also con-
tains standardized software support utilities.

As noted in Table 10, SYS was tested for 4966 hours with 18 reported
chargeable errors. Fourteen (14) of the errors occurred within the
first 844 hours of test which resulted in a high error rate during
early testing followed by a rapidly decreasing error rate. This is
shown graphically in Figure 11. Because SYS code resides in every
computer and much of it is replicated, the code is tested more thor-
oughly. More of the logical paths are exercised with a higher prob-
ability of encountering a logical "bug." This may account for the
extremely high growth rate of .863.

.863

The cumulative error rate model, Ay = 5.689T , predicts that

A = .00281 error/hr. at T = 6756 hours. This is equivalent to a
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Table 9.

Month

1979 Fedb

Mar

Sept

Oct
Nov
1979 Dec
1980 Jan
Feb

Mar

Apr
May

June

July
Aug

Sept

MTD and RDAS Modules - Reliability Data Summary

Monthly
Test Hrs

(T)

Monthly
Errors

(F)

—

Cumulative
Test Hrs.
(1)

624
1042
1499

Cumulative
Errors
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3 Table 10. System Software Module ~ Reliability Data Summary

!
] f Monthly | Monthly | Cumulative | Cumulative Cumulative | Average
Test Hrs Errors Test Hrs. Errors Error/Hr Time
- Month (T) (F) (TZ) (FZ) ()\Z) Between
Errors
MTR
] , T s A —— _.V,A,A,__T;( Fr) -
3 1979 Feb
| Mar j
¥ SRR R S SR SR i ;
i Apr 1
‘: May 140 4 140 4 .029 34
E June 140 1 280 5 .018 56
July 188 3 468 i 8 .017 59
Aug 188 2 656 10 .015 67
' l‘ Sept 188 4 844 14 .017 59 i
X Oct 305 1 1149 15 .013 77
Nov 390 1 1539 16 .010 100
f 1979 Dec 489 0 2028 i
e : T T B
1980 Jan 528 0 2556 {
Feb 480 1 3036 17 . 0056 179
Mar 431 0 3467
U & . SN S — - —_——— 4 — - {
A Apr 624 0 4091 A
,’ May 418 1 4509 18 . 004 250
June 457 0] 4966
July
i Aug 1790
1! Sept 6756
[
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prediction that one error will occur during the prediction test inter-
val. Three chargeable errors were reported, a number which is quite
high. The occurrence of three or more errors when only one is expected
should occur no more than 8 percent of the time. Therefore, the
prediction is marginally acceptable.

The instantaneous error rate of .000386 error/hr. at T = 6756 hours
was predicted using the model A = ,78T"° 63, Based on the above
comparison between predicted an& actual numbers of failures, the
instantaneous failure rate is expected to be somewhat optimistic.

YT
AL e

4.9 RELTABILITY EVALUATION OF THE SURVEILLANCE PROCESSING MODULE.

The Surveillance (SURV) processing module is responsible for tracking
targets, correlating radar reports with beacon reports or tracks and
for maintaining the surveillance file.

The SURV module accrued 5386 hours of test during which 41 chargeable
errors were reported. Its cumulative error rate at T = 5386 was .0076
error/hr, or 131 hours MIBF. The data used in the reliability anal-
ysis is contained in Table 11. Figure 12 displays the reliability
growth model. It should be noted that the SURV module exhibited :
decreasing error rates, but at different rates. The change in slope of i
the curve may be attributed to variations in the test environment, to |
delays in documenting the errors or to delays in implementing correc-
tive action. All three situations have been identified as causative i
factors which perturb reliability growth models. Note that the |
growth curve was generated using weighted least squares which stresses !
current data., The slcope of the line favors the current trend rather ;
than the overall trend.

Based on the cumulative growth model, Ay = .1067T—’307l, the predicted
Az at T = 7176 hours is .006983 error/hr. which is equivalent to a
total of 50.1 expected errors. This implies a prediction of 9.1
errors during the 1790-hour prediction test interval. Seven (7)
errors were reported against the SURV module, a number which compares
favorably with the prediction.

The instantaneous growth model, Ay = .0739T-'3071, predicts an error

rate of .00484 error/hr. or 207 hours MIBF at T = 7176 test hours.
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Table 11,

Month

1979 Feb

Mar

Apr
May

June

July
Aug

Sept

Surveillance Module - Reliability Data Summary

Monthly
Test Hrs

(T)

140
140

140
140
140

188
188
188

Monthly
Errors

(F)

Cumulative
Test Hrs.
(Ty)

140
280

420
560
700

888
1076
1264

Cumulative
Errors

(Fyp)

13
15

18
19
21

Cumulative
Error/Hr
)

.0571

.0214
.0232
.0214

.0203
.018
.017

Average
Time
Between
Errors
MTBF
(MTBEF)

18

47
43
47

56
59
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5. INTEGRATED DABS HARDWARE AND SOFTWARE RELIABILITY MODEL.

5.1 SOFTWARE SUBSYSTEM RELIABILITY MODEL.

The reliability block diagram of the DABS software is

— lcommuni catlons Performance Message Routing
B Monltorlng & Data Link

System | ‘Survelllance Data
Software Processing{  |Extraction
:T:—_--; - L,“.“:’f_' T
Channel Network MTD & -
Management Manageme?ij RDAS

‘ L

The reliability model which corresponds to the above block diagram is

. 9
Rsw., = TR
i=1
where RS W, Reliability of the software subsystem
Ri = Reliability of each module, i=1, 9

It was noted in Section 4 of this report that the reliability growth
model used to measure DABS software reverts to a constant failure rate
model at the conclusion of the test/analyze/fix process underway during
a test program. Therefore, the reliability model for operational
software is identical to the reliability model used by the FAA to

model hardware reliability., It is characterized by an exponential
distribution of times between errors or it may be stated as a Poisson
distribution of the number of errors within a specified time interval.

Using terminology similar to that used by the FAA in the hardware
reliability model,
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where AS.W.

error rate of the total software program

>
1

error rate of a software module for i=1, 9.

As noted earlier, the error rates of the modules are changing because
of the results of debugging the software. Therefore, the reliability
prediction will be made in terms of accumulated software test time.

A summary of reliability predictions for the DABS software modules is
presented in Table 12. In summary, it states that a chargeable error
will occur within the DABS software every 53 test hours. For compari-
son purposes, Table 13 contains a summary of module critical error
rates.

It was noted earlier that the error rate of a module may improve
dramatically once the module is removed from a test environment. An
improvement factor of 5 was noted by the author in a similar study.

It is not implied that the same factor is applicable to DABS software,
but if it were, the time between chargeable errors would increase to
only 265 hours.

The software reliability model makes no provision for software repair
in the event of failure. The DABS system is structured to provide
reconfiguration in the event of certain hardware failures. Critical
software failures will generally fail the system. Also, redundancy
features of hardware do not apply to software. If two redundant pro-

cessors encounter the same logical software error, and if the error is
critical, both processors and therefore the computer will fail.

5.2  DABS INTEGRATED SYSTEM (HARDWARE AND SOFTWARE) RELTABILITY MODEL.

The reliability block diagram which combines hardware with software
elements of DABS is

___mJ Hardware { Software [______
Elements " Elements
o ' T

The reliability model {is RH.w, X RS.W. = RDABS'

Translated into the effective failure rate (X ) model used by FAA,
*DaBs = PEFF
port No. FAA-RD-80-36, '"Discrete Address Beacon System (DBAS) Base-
line Test and Evaluation', by M. Holtz, XFFF = .001736 failure/hr.

EFF
(Hardware) + A (Software). Based on data contained in' Re-
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Table 12. Summary of Software Reliability Predictions

Scftware Module

Conmunications
Performance Monitor

Message Routing &
Data Link

System Software
Surveillance Processing
Data Extraction

Channel Management
Network Management

MTD & RDAS

TOTAL

Number of Errors
Within Prediction
.__Interval

No
No
No
No

Reliability Predictions

2.9
3.5

0.9

1

9.1
Prediction
Prediction
Prediction

Prediction

Number of
Errors/
Test Hour

.001020
.002030

.000417
.000386
.004840
.00037
.00260
.00534
.00200

.019

Average Time
Between
__Errors

976
494

2400
2588
207
2703
385
187
500

53
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Table 13. Summary of Module Critical Error Rates

Lo

Test Number of Critical Error
Software Module Critical Rate -~ Critical
e Hours
— _Erroxs Error/Hr.
'}‘ COM 4966 5 .001
7 PM 4966 5 .001
i MR & DL 4966 0 -
‘;’ DEX 5386 1 .00019
1 cM 5386 4 .00074
X NM 4122 2 .000485
g MTD & RDAS 1499 1 .000667
‘ SYS 4966 7 .0014
1 SURV 5386 6 .00111
%y
.00662

—

.Y

Note: During July, August and September of 1980, 4 critical errors
were reported during 1790 hours of test. The error rate of
.00223 error/hr is equivalent to MIBCF of 448 hours.

G

s T JRER NN

Y

& b

s ARSI & ook Bllcir > g v N S

43




Using all chargeable software errors, ADABS = .001736 + .019 =
.020736 failure/hr. or 48 hours MIBF. Using only critical software

errors, A

DABS

= ,001736 + .00223 = .003966 fail/hr. or 252 hours MTBF.
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APPENDIX A

Review and Critique of the Available i
Hardware Reliability Model and the Hardware
Reliability Prediction for the DABS ]

FAA Report No. FAA-NA-78-31, "Plan for the Reliability and Main-

tainability Evaluation of the Discrete Address Beacon (DABS) Engineer-
ing Laboratory Models," contains the hardware reliability model and
reliability prediction for the DABS. The report also addresses the
failure reporting, data collection, data processing system and the 1
criteria which will be used to evaluate (measure) hardware reliability :
of engineering laboratory models.

The critique presented herein addresses only those portions of .
the report which deal with the DABS hardware reliability models and ;
the reliability prediction, Review and critique of the failure data
collection, processing and analysis procedures are outside the scope
of this task.

The FAA report describes the construction and use of a series of
Einhorn equations (models) which transform mean-time-between-failure
(MTBF) and mean-time-to-repair (MTTR) of an equipment into effective
failure rate ()EFF) for the equipment. 1In addition, a method is pro-

vided by which effective failure rates of 2 or more equipments may be
combined to produce a subsystem effective failure rate. The models

of the DABS subsystems are well prepared and documented. The comments
which follow address minor points of the modeling process and several
major topics which were not addressed in the report, but which might
be candidates for inclusion in a revision to the document.

GENERAL COMMENTS:

1. The prrdicted mean-time-between-failures (MTBF) of a single
channel sensor is 774 hours, a value considerably lower than the 1,000
hours specified in the engineering requirement. There is nothing in
the document to indicate that appropriate improvements such as
redesign or use of high reliability parts will be employed to improve
system reliability. As stated in Report No. FAA-RD-80-36, DABS
measured MTBF is 575 hours but is increasing. The FAA should monitor
test results closely, continue to measure system MIBF during develop-
ment testing and implement effective corrective actions to improve
system MTBF to meet the specification.

2. The state diagram technique used to model DABS hardware reliability
appears to generate ) which is pessimistic. Significant terms in
the calculation of ) zre obtained by multiplying the failure rate

of a specific hardwaFe configuration by the probability of failure in
the configuration for the entire anticipated mission. However, the
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most likely time of failure for equipments having MTBF >> mission time
is near the midpoint of the mission. Hence, the calculated probabilities
of failure are nearly doubled.

3. The report should contain a brief but complete description of the
DABS mission. A complete reliability evaluation plan should describe
the anticipated mission or a standardized mission which will be used

for reliability measurement. Mission identification should identify
and describe all mission phases, their duration and anticipated
environments. The results of the mission analysis should then be merged
with the results of a systems analysis which then identifies the full
complement of equipment, including reliability block diagrams, which
will be used to measure reliability during each mission phase. Also
included are alternate modes of operation and success/failure criteria.

4. The reliability equations are very general and optimistic because
they include the probability of repairing equipments without consider-
ing the number of repairmen, number of spares or administrative delays
which may prolong maintenance time., The FAA equations are applicable
only if an infinite number of spares and repairmen are instantly
available at each operational site. If reasonable constraints were
placed on the above model narameters, predicted relisbility would

decrease.

5. The FAA report specifically states that "special reliability tests"
will not be conducted and that objectives of the reliability and
maintainability (R&M) evaluation can be achieved using FAA performance
tests, Tt should be recognized that not all performance tests will be
applicable to the measurement of DABS R&M. The report should contain
the results of an analysis of the anticipated test program which would
describe the quantity and quality of the anticipated data and why the
data can be used for R&M measurement.

6. The "estimation" of equipment MTBF should include the calculation
of confidence intervals for equipment and system MTBF; i.e., an
interval which contains the true but unknown MIBF with stated
probability.

SPECIFIC COMMENTS:
1. Page 28 Second Paragraph

Per this paragraph. A statistical test will be performed to
determine if the exponential distribution is appropriate to describe
time to failure and time to repair data. The report should describe
alternative statistical techniques for data analysis if the exponential
distribution fails to adequately describe these time data. This is
especially important for time to repair which is often modeled using
the log-normal distribution.

ﬁ o 1“4. oy




2. Pages 39/40

i
*

{

?

The reliability block diagram for two redundant equipments with
a switch is

176 K Memory
String

176 K Memory Memory Monito;—w
String

Switching ——
Element

The reliability model for the above system is

-

-t -\t
R=e "+ Rgqey 0) @
where A = failure rate of 176 K memory string
t = mission duration
RSWITCH = reliability of switching element

3. Titles of Figures 1, 2, 4 and 12

These figures are titled '"reliability models" but a more
appropriate title is "reliability block diagram.'" The reliability
model is usually defined as the equation which transforms MIBF into
probability of success.
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APPENDIX B

,] A Recormmended Software Reliability Failure
o Reporting System for DABS

The FAA currently uses the DABS Trouble Report/Change Proposal
(Figure B-1) to document software errors. Additional analysis and
follow-up are documented on DABS Trouble Report/Change Proposal Update
Worksheet (Figure B-2). While the reporting system was not structured
specifically to provide data suited for reliability analysis, the
forms do provide most of the required information when completed in
accordance with the Trouble Report Users Guide.

The difficulties encountered when using DABS Trouble Reports (TR)
were primarily lack of completeness and lack of error classification.
These weaknesses in the present system can be corrected by instituting
an editorial review of the software errors as TRs are initiated, com- !
pleted and classified. A glaring weakness in the procedure can be cor-
rected by ensuring that the TRs contain the date of occurrence of the
error as well as the date of TR initiation. It is recommended that a
representative of the reliability engineering group participate in the
editorial review because much of the data are needed for reliability
analysis purposes.

TPy e Tt

As soon as error follow-up identifies causes for the initiation
of a TR it should be classified with regard to CATEGORY and SEVERITY.
With regards to CATEGORY, the following definitions are recommended
for use by FAA.

Error Source

Code Frror Source Description
0 Requirements Source of problem is changing,

ill conceived or poorly stated
performance requirement,

1 Design Source of problem is in prelim-
inary or detailed design.

2. Coding Source of problem is an error in
implementing the design or code.

B T s um—

3. Maintenance Source of problem is an error in-
troduced in process of trying to
fix a previous error.

4, Not Known Source of error not known.
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DABS TROUBLE RCPORT/CHANGE PROPOSAL UPDATE WORKSHEET

INYER AT LEAST ONE OF THE FOLLWING TO 101 NTIFY REFORT

AT PORY CHANGE THOUBLE

) ONnH NO, . PHOPOSAL NO, R{ PORT NO.

SHORT DESCRIPTION

SOLUTION COMMENTARY

MODUL €S CHANGED (Sw MODULE NAME, Hw PART KUMBER)

INSTALLATIONS AFFECTED

OTHLR FORMS IMITIATED
ECN DCN

CHANGE TEST RESULTS
[! $W CHANGE PROPOSED DOFS NOT CORRECT PROBLEM

{] sw CMANGE TESTED AND READY FORSYSTEF TEST (SCMR ATTACHED)
[} HA CORRECTION DOES NOT SOLVE PROBLEM

[1 me FIX TESTED AND AL ADY 3OR IMPLE“ENTATION (E(CN ATTACKHED)

TROUBLE CATEGORY

] W HARDWARE PROBLEM

{) 5-SOFTwARE PROBLEM

{] D--DOCUMENTATION PROBLEM
[] €--0FsiGN PROBLEM

(1 R--NEW REQUIREMENT

NAFORM BRSS9

Figure B-2. DABS Trouble Report/Change Proposal
Update Worksheet
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Errors should also be classified as to type:

Exror Type Code Type of Software Errors
A Computational
B Logic Errors
c Data Input Errors
D Data Handling Errors
E Data Qutput Errors
F Interface Errors
G Data Definition Errors
H Data Base Errors
I Operational Errors
J Other
K Documentation Errors
X Trouble Report Rejection

Trouble reports should be classified as with regard to SEVERITY in
accord with the following definitions:

Chargeable Errors:

1. Critical - An error in the software which causes a
significant or total loss of operational system capability.

2. Non-Critical (Major) - An error in the software which
causes an erroneous response in the operational system. An error
in this classification may not be recognized as such by a trained
observer due to the self repair inherent in the system.

Non-Chargeable Errors:

3. Other (Minor) - An error which has no measurable ef-
fect on the operational system or are of unkown cause at this time
(hardware/software/cockpit). Errors of unknown cause would be charged
against the DABS system rather than the software.

4., No Count - A trouble report which was erroneously attributed
to software errors. In addition, change proposals, enhancements,
duplicate trouble reports and "cockpit errors" are included.

51

v,

o



e ————

AFPENDIX C

LISTING OF DABS SOFTWARE TROUBLE REPORTS
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P_‘ H H
1 D s e i et R IR }
DIk CiiG PROP # INIT DES.CRIPTION FRUOD FART NO Of T [ B
73634 JAS NOT TRACKING UDADBS DABOOS  SA HUOL/ce 79 H
2730839 DC-L -0018-0006 CIPHULHAM OVFRLAYING DATA DABOO&L SURV  #409/7. 79 11
23486 SND ADJUST ELWN0D CPHME PARAMTRE DAROOL SA ®WUOY/c+ 79 1
23907 DS-5 CO19-0014 CORGL PAICH TD SC022 DABOO&E COMM  #WOL/is 792 11}
21375 ENS ExXCLULE EXTLCRIAL CPFME 'S DABO0E  Ea #9805/ 79 1
27688 DS -S-000L0 0002 0UhNURLY IS 0OF LATE KEP DAROOE  SURVY QS/2F 79W 7
170687 FWF TAT LFOPEN BY CUPAKE CP FAIL CAROO&6 SYS 0S5/c: 79 &L
7.089 FWF WY OVERRIDE HANGE WMSTART  CABOOS SYS #4057/ 79 1
§E890 DE-C 0Co0-0013 OIRELAY FPATH FIX DABOOL MR #HaOb/0: 79 11
7.4391 DS S -0021-00195 CCHiW CLmMM A/B LRIVER DARGO6 LRV #4805/ 79 11
2.u98 FWF PACY¥ DOUT SCN m»3878 DAROOSL PM #uOS5/2 . 79 1
21:906 DT-G 00,2-0016 OONEW CICIN LDRIVER DARQOOS DRV #w8OS/7 79 11
J+708 DE-S5-0C23- 0017 OCFIRST CP FAILUVIE DABOOE £YS #800/Z. 79 11
£..v09 DL 4% UC4&S-001S O1F1FST CP FAIL ZHECKIN TBL DABOOL SYS #4805/77. 79 11
72910 SNZ UPDATE ELw0:0D CPME 1.0C TABOOS  SA #806/C 7 1 i
12911 FWF CMHABLE Cow20D LINK SWITCH CALOOS SA $6Go, (.- 79 1
12912 DE-S-00046- 0009 OI1BACK FACE ANTEMRNA OFFLET DAGOOS SA &806/C. 79 1}
I1Q915 LEZ-S L0O%5-0066 COIPC PLY. LATA FUOR LLWODD. CILE C4ECOL6 SA 8e0t/C 79 11
72914 DS-5 0I9-0018 COOPARTY UFDATE FOR IPC PARMS DARGGS SA #806/C. 79 11
{L916 DE-S 20026-0015 01CAOMM A/B ULRIVER CURKECTON D4B0O0& DRV #006/,C: 79 11}
17824 DEG + P O UNIT AZTMNTS PRE INIT DAECOL  TYS &806/7C: 79 1
1241 DE S-00Z3-0023 O0SCEN  GEN. 3 DEG. TURN RATE DAEQO&6 EXT ##06/1: 79 1
77827 FJUS LVL3 1%P/COMM INTCFRUPTS LABOO& <YS 06/1: 79 GC
I2920 DE-S C024-0024 GUNEW VERSICN OF SCO22X DAGOOS CCHMM %0671t 79 11
{782 SHB UPDATE BACKFACE PROTCESSING [ABOOL SURV 06/1+ T9W CS
13915 FAA LOZS OF ATCRBS TARGETS DABOO& SURV  #m06/2. 7 1
21292 DEG CAN'T S A. RADAR RANGE MSK L[ABOO& SA 0&L/2. 79 GOC
71262 FAA TRCPALERT-CONE OF SILFHCE DARODS  NM L &0 79S CS
2228 SAB RNWGE MEK PaCKFACE SCHED LaR0O0O6 CM o6/ 79 OC
15763 SH LAD #CRMAT IN FRINT CABOOG  EXT 06/ 79  GC
{2941 DE-5-06027-0019 OOELWOOD EAGELINE SITE ACAPT DABO0S  SA #807/C: 79 11
23942 DS-S-0226-0009 O ELWODD BASELINI SITE ALAPT  DAROOE  5A #807/,0 79 11
12943 DE-S-0029-0020 OOELWIUD TACELINT SITE ACAPT. CAROOS 8A #e07/0: 79 11
22944 DE S-0030-0021 GOELWOOD BASELINE SITE ADAPT DABOOSL SA #807/0: 79 11
712&£4 DE-S-00UZ5-00295 CGOFADAR CHNLY DISCSEMINATION CABOO& CSURV  ##07/C: 79 3
12949 ENS PHY COMF ID USED FOR INT. [AB00O6 SYS 07/G: 79 0OC
13946 ShE SYSETEM FFLGAD RE CIDIN FRUOT CDABROO4L COMM 07/0: 796G 0%
11243 US-S-0006-0026 QORADAR ONLY COLLIMATION 4006  SURV 07/0: 7w 7
Z1.45 DE S LU37-0027 OG0l % P FAILURE FECOVERY DAEQOGCSL SYS 0770 TS8F -8
13744 BR RE-RELEACE ASSOC/CURR {0ODRE DAS006 SURV  ##07/0° 7 1
11266 FAA DaPS 2SS APTS IN ERROR DABOG6 SURV  #807/1: 79 1
° 11048 FAA UNSATIS ATCRBS CPME DABOOS SURV  ##07/1. 79 ) ‘
213959 JAS CONVERT TG DAGO06. 4 LABOOS -=----- «wd7/1: 729 1 :
12961 JAS LELETICN GF OLD FILES DABOOS ~-~--- #€07/1° 79 i
i2956 DE-5-001:8-0028 OGOOVERFLOW CNTR MNOT INCREMENT [ABOOS DL €wd7/17 79 11 !
12960 D5-5-0039-0029 OCWRG FLK SETTING FOR FLK 2 DABOOL PM 07717 755 58
12564 CS-S 0L40-0030 OOCTR-DEF RES LISTS WRONG DABO0S 4atkAR *«G7/1° 75M10
23965 DE-5-0041-0031 GOFERF mON]TOR FEUBES DAGOQe - -- - 0771: 7 SN
22963 DS-5-0042-0032 OOWKG L OCAL BLK DATA LABO0OS SURV  ##07/1: 79 11
12987 DS-5-0043-0033 000-ALUKESS LIST UPDATED DABO0& MR 0771: 7 5C
{
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FaRi 25
23030
23934
7759719
71271
11272
11073
71274
13936
213837
13937
1749
{2548
JI949
Jov38
RELT-)
.45
G542
44
{_pag
“ o001
<5002
2009
0011
0012
0013
0014
500195
€0016
50017
50018
<0019
coco2
cocedq
0028
cooe9
<u,021
G038
SC037
50038
<0039
SGC040
<0041
$0042
<0043
€044
£0045
S0046
S0047

N~ N,

54

PHIOCE CUING PHOGKAM (T VIR 1 gy Gy 44 44 U//U/LL PAacCE
SO TWAKE TROUDEIT KREVONTES a0 CHEET 3
CHG F'HUP INIT DU LCRIPTION *ROD PART NO OFig
SH ONDO MECYAGE FILTER DABOO7  ANL 077z
DS € 00F5-0069 O0ATCHKUY CULE VALID INCURR LALOO6 TURV  #807/0°
™ INTOURK ARGU DLYUCRIPFTN NFC DABOOL 4t Q727
JAS TAFE LTATUS ERROR 0AB0086 DEX G777
DS -S-0044-0038 O0CHANRNEL MGMT- THLTA-1/2 PHN [CAL006 CM 07/
Fah PURE G UAANCE MONI TR DABCO6  PM #uG7/0"
S-$ 0LaH-0035 OOCHANNTL MANAGEMONT N 1 ENS DAPO06  €YS 8807/
DS-E€-0C-0-0536 OOFAILURE /R COVFRY - DPMS DAROOSLE  oYS 6807/ "
DE-S 00%1-0037 OOFAILURE/RECOVERY - PERF tMON DARGO& 4YS w807/
JAS MO KEJECT MESG TRK LRGP DA2006 DL G7+%
BM  MS¥ WORD LGTH IMN CaASQUYX DABEOO6  DEX 0773.
JUH LEVEL 3 STATUS LOST DABOOSL <€¥YS 08sC.
DS ©-0021-C01E OI1FLWI0OD SITE ADAPT CAz006 BA #eOE/ L.
S-S -0C47-0015 04CUMM A/ DR -CAPACITY RPUN DABOO&L DRV #a02/C:
DEZ-S-0044-0015 O3CGMM A/B DR-48 ULAM RUN DAGOO& DRV #eC2/CC
LTS LLAS-00195 CaCHmMM A/R DR-16 SCAl ADJMNT  LALEOOS6 DRV #8060
JO  BLIE CIAN INC REL RAEFORTS DAROOSL  AML 08/0:
Jo TRCULIFE HRR TRCKU ANALYSIS LDAROOSL  ARL QE/s0:
JO RENSELAZIMUTH TRRCWIDE P O DAZ006  akL OB/ 0t
JO O LRRUFT TUFSON. TRY AN SLIFE DAPOOS AML Cg/snt
DI-C 0160 0262 O0IvieGLR DIVIDE - T37FUX DAEOCO6 DRV o8/ L+
BEG & ~EC FESPUND ON ENHNQ MEG LAROO6  (COMM 0o8/s1°
BEG MSG UHLF -AFTER 1 GT tRR FEC CALOOG  COMM 0617
PY BD ~t48 CAN'T BE [(FLETED DACOCS E€¥YS $80B/2:
< RN ROLL-CALL REPLY CAZ006 DEX 208/3
JAS TRASETENT TAFE LERRFOR DATO0& SYS 06757
CC €-00%3 0039 OTDALS R C LOST T%E TE£31ING  DAEQOOS SURV 08s3°
JAS TOME DA3S R € NOT hEZPOND  CACOO&  SURV 08/s3°
CC-S-C0S4-2CA0 QUFKELM T4BS T&E TJESTING DABOO& CM #50873C
LS -S-0C55-0041 ONCAL CURVE FUR CLEFINTON DABOOG Sa #809/0<
PEG CIDIN STOPS WHEN ATC F4ILS LCACOO&S COMM 09/0”
S-S 00S6-0042 OOFAILURE UF PRIMARY STALDBY DABOO& SYS #8071
£-5-0057-0043 OONGT DZTECTING ENS FAILURE DABOO& SYS #8091
PS-S-00S8-0044 OOUTAPE GFF-LINE ERRUR FECOV DABOO& SYS #809/1°0
DS-32-0059-C0A45 ODCLEMENTON SITE ADASTATION DAEODSL Sa #0971
CT-S-0C40 C046 OOARIES CAL CURVE AT ELWI0OD DAEOCOS6 €A #809/17
DE -S-0241-0047 GOUSER TEFINITION DABOOS DEX #609/1.
C-€-0071-0049 OOCHANNEL CELECT PRUBLEM ‘B¢ C~ROGSL SYS E8C9/1c
DE S-0075-035%3 OLLESICN REVIEW vrOR 21 € 7 CAEOO0SL SURV 05/1¢
ZVW ACS0C THDEX DICTSEMINATED DABOO& SURV 0Q/14
DE-S-0C74-0066 QOASSOC Z0ME WINIOWS PROB. D4AGE00& SURV 09/i3<
LS-E-00G&£2~-0048. OONEEDED UFGRADES DABOO7 ~——- - #u0%/:¢
DE-S-00&3-0048B OINEELED UPDATING DABO0O7 &nA #H809/1¢
DS-S-0044-0048 O2FLOCK CHANGES DABOO7 AFARS #409/1E
DE-S-CCLE-00AB O3INITIALIZED ARRAYS DABOO7 PM £809/1¢
DE-E-C0eb6-0048 OACHE SIZE., INIT DAEOO7 cSA B8O/ 1E
DE-£-0076-0054 OOCOMM A CHAR. NOT TRANS DAROO&6 DL #809/1¢
£C-C-0087-0049 OSDELETE “F IXROMX" DABOO7 SYS HEOF/1E
DS -S-00a6-0048 06" TERESX" UTER ADDED DARBOQO7 ATSRS ##409/1°
DE-5-0065-0048 G7ADD "TMSGLX’ AS A USER DABOO7 MR w09/ 1€
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o250
L0032
00 g3
N4
091
00952
Q03
0094
0058
&00L0
LONBs
%0063
0061
“ube7
Coceg
SL070
LGGe2
o001
w002
115003
Lo102
0103
“L107
GO1Ce
o166
108
“0112
[ I Be]
o114

FROCESUING FHROGOGW c iy VER 1 01 Ovw 114

44 U//0u7710

O Tbia, (ROYBLE KEPURTS - DALOO?

CHG FlRuP 4« INDT DELCRIPTION

-0070 OCAfh, Q3LILETL CEV. ULERS
0077-00%% O0MUTT BUID C0OV PGP T1THLS, 2, ¢
GOZB - 0G4 OO0 ADL C1~AUNS TO T RESX
0072 000 OO0 HEATE G1IE AUAPT SI1TE 3
OUZ3-00%1 OQOLKEATE 116 ALAPT LITE 3
00724 GGLUD QOLREATE SI1TE ADAPT <17F 3
-007?9-005%6 UG uRVEY RAMZE CHG FOR GITE 3
-0Cu0- 0048 1001aNGE SUURCE -~ $ALOO7
00f31- O04B 11CHANGE VARIABLE - TABOGC7
-00€2-0097 00CHNSG FRAME TABLE FOR GITE 2
-0084- 0046 1ZCHANGE BLOCK [DATA "COTYPX®
-0CES-0048 121MPUIFER FLODCK SETTINGS
0091 (048 15RFELEASE 7 COLDSTART
-0050-0062 COAC POWER 15 SFEC LOULSN'T WK
-O0Rs 0059 OUSTOWAGE YELLOW ST FROGLEM
OUNEED TO ILS3ERT PATCHES
14CIDIN COMISCO22X) HAS A BUG
GOMUET GENLRATE M-SITE MAPS
CGOTHFTXIX SUOME BIAS NOT FESTRD

MISSING F/B BIT

TINME ot CATED & SCAN RATE

FLWHlD F/B BIT INCURRECT
OCH2-0062 CGUMULTIFLE CANCEL DATA FREBLM
GL2%-0069 00 BVW VAP IATLE NAME MISLPELL
O054-0064 CUMIXUSEXT “EN3OR A % B
O1CC OOG7¢ CLIF7PCr TAILURE

Y FRD 1241415 FRODLEM

-03097-0G&7 OLGAD RN & IN CX REGURST
-01€7 {0B4 CTASTOCIATE/IUSRELATE FROEDBLM
0002-0072 GOIFC ES NOT COME UP
-C101 -0071 CLEYCLES BIT CCUNT OF 14
-01C4-0074 O0FRIB  SETTIMNG ATCHRES ID
05 G-00b8 CCATCRBS LGGIC CGNFLICT
G103 0073 00 CPME JUiRAGEQUS INDICES
CO55-0067 OOTR&CK REGUESTING DATA FRELM
-0C9&-0067 01 MIIIFY KETWRK MOMT
SC1C% 0076 CLMITIFY LOM™ DRIVER
-0106-0067 03 COmIN &% FLOZe CH2ENZES
-G125-0G75 00 AIMiTH FlAS
-011C-0048 1700%RbeCT TH.IND TIMEQUT
-0111-0C48 1S+ LATE CCHM BRI OCK
-G1a7-0048 CHFATLURE TELEFHINE LINES
-0112 0CA8 19ADD TIME & SC4&N MARKERS
- JAS DUMF OF FROC O
€-5-01%-OGIE 2:~0DiTIGN GF USERS
DS 5-C1.9-0048 29 ADDITICN MID/FDAS
DS S$-0113-0CA48 20TEST MESSAGES FATH LWRONG
DS-5-0114 0067 O51PC MaRk CCRRECTION
DS S 0115-0067 O6MULT TRK INITIATIONS
DE-S-0116-0067 O7CFEATION KEW CAL CURVE
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DABOO7
DALOOG
CA5G07
DACO0O6
DARQO&
CALO06
NARO0&
DACOO7?7
LAZ0O7
DALOO&
DABOO7
DAZOO7
DALOC7
DALOOS&
LALO06
CAz007
DAEQO7
CAE006
C45006
DABOOS
D4B00&
CAROO6
C4E006
L4Z006
DAGOOS
CABDOS
CAEQO6
45007
LAEOO6
CABOO6
DAB006
DaBO0S6
CAEOQOS
CABOOS
DABOO7
DAEOO7
DAROO6
DAECO7
Caz00s
CAB007
D4BOO7
DAEOO?7
LaB0O07
L&BOO7
DABOO7
D4EQO7
DaB007
D4GO07
DABOO7
T4aB007

PAGE

cHEET 9

PART HNO [FER} DRI

N1 L X Jo LN
Sh LR 1oL 6

ATARS waC, Ll
B L 1oL

on X ToL

SA LE ToL20e

SA enlY, e

DRV LR 1o L RaN
(o} HHOY sl
SA 809 /c-
SYS X Je L7 ae
CEX &80y /C:
SYS #HOG /T
SYS 809/’
PM #EDS, O
Sys 16/C

CuMM 8810/ 7.
SA w810/ G-
PM &810/Ce
SURV 10/
SURV 10/7%-
SURV 10704
NM ®e10/sC"
ATARS #810/C°
PM He10/C°
ATARS #810/1:
£yYs 10/1i.
NM #8106/ 1.
SURV #10/1.
PM #%10/1%
PM 51055
NM #4810/1:
6ARS k810717
PM B810/5C
NM #9810/
NM #810/c:
DRV #K810/5:0
NM $410/35:
5A #£11,C.
SA £611,0%
CEX ##11/0:
PM #811/10
NM #ell/71.°
DEX 11/1¢
EEAEEEL I PR PA R
MTD 11/8¢
NM well/2:
SA #M11/30
SURV #w11/5!]
SA #811/5:

79
79

7

‘79

7%
79
74
9
79
rad
7%
79

S5.e4




wee TR {'HUCH LING PRUGKHAM (11'P) VLK 1 Ul Y 44 44 0/7/07/u0 rAGE

LOt09
0147
0148
[ eTolel
“0151
0152
<0153
0158
50154
50156
0157
0159
“otet
501463
cHIES
GGL149
%0179
CG1469
S0175
0180
<0174
0367
SO145
ARIO3 ¥.¥°Y
SO164
1400048
c01eB
S01Ee9
80255
MNOO0S
€0193
S0194
SG195
50187
NOOQS
$S0202
NOOO7
6208
50207
NOO1
S0217
s0210
S0213
50212
S0214
50190
~NO0O08
10001
S0244
so218

P TRE CHG PItOP #  INIT

DY H 0108 -0067
DS & 0117 -0067
DS-% 01183-0067
€-4-0147-0017
DS-% -0119-0048
DS-5-0120 0067
€5 0121-0048
DE-5-0127 0048
- SNS
DS~S5 -01e2-0048
- ENS
DE-S-G148-0003
D5-G-0124-0048
- ENS
€-5-0138-0067
DS- S-0131-0067
DS-5-0137 -0067
£-£-0135-0067
DS S5-0136-00486
DE-S-0140-0048
DE-5-0139-0048
DS ©-0133-0067
DS £-0141 0048
€-£-0134 0048
DE-S-0122-0067
DE-5-013120-0078
DE-S5-01£4-0009
DE-S£-0165-0019

DES.RIPTION PROD
O4INTLRFACE PHOBLENM DALCOO7
ODATCHUY 'ROULEM LABOO7
OYCHANGES TO CHANNCL mMGnMT DAEOO7
00 REG RELFASE EFRROR DABOO7
SICURMECTION NETWORK MELUAGEYS DARGO7
104D DCESTINATION MIICCSAGES 0CABOO7
11IMPLEMENT CHANGE ATARS DAB007
24111 EGAL SENSOR STATUS DABCO7

CaLL HEPLIES LLNOCkKGQUT DACO07
23TRK COURDILATION MECSAGE CL4B007
FADE (F MIZFAH DABOO7?7
00 CONDITIONS RENMOTE DATA DABO07
25NM 2-1 TRANSITION bABOO7
DABS TARGETS OUTICSILE COV DALOO?7
16CHANGED LCF FILES DAEOO7

DE-N-0OGC4-0036
LE-5-0146-0003
D5-5-0145-0002
DE-5-0144- 0001
DS 5-0142-0079
DE-N-0001-0048
DS-A-C001-0001
DS-S-0149-0023
DE-5-0150-0005
DE S5-0149-0003

DS §-0152-0006
DS-S-0151-0005
DS-S-0153-0007
DS-5-0154-0008
DS -N-0003-0008
DS-U-0001-0084
DS-5-0157-0037
DS-S5-0156-0010

01 TWARl TROWBLLE wLPORTL - DABGO™

11 INCORRECT ALTFIS KEPLY A EL DABOO7
2]

1SruMBeR OF CONN SENLORS O [L[ABOO7
14atl CALL-TO-COAST DATA REQU 0ABOO7
31DATA STOP WITH ZERO ID CABOO7

33REQ FOR PRIM IN CENT  CELLDAZO07
32 NET MGT HI CON TEST CABOG7
13 MULTISITE ALDAFTATION DAEOO7

34 OVERLCAD COMMM & TAAT FACIL DABOO7
30 CHECKS FOR UNLK LOCKED FILFDABOO7

12 LOST CABS DUE TO LCAAT DABOO7
CO InCOR ROLL-CALL R:ZPLIES DABOOS
00 ATCRBS TRACK HANG DABOO7

00 FRONT,/DACK RADAR FANSE MASKD4BOO7
BG LOSS OF DATA ON MULTI [1SS LABOO7
00 INC BIT IN SURVEILL FILE LCAB0OO7
Q0 EPROR IN DOWNLINK ELM FROC LCAEOO7

00 LUSING AtL-CAILL SYNC 0ABCO7
00 BAD BIAS REGIZTER D&BOG7
00 UPDATED CAL CURVES DAEOO7
35 SOFTWR TESTS FOR MBL ' rBH DABOO7
00 INPLEMENT INTERIM ATARS DAB00O8
00 REGUESTED SOFTWR CHNGS DABO07
00 LOCAL S¥NSOR SECUNDARY DABOO7
00 SYSBTEM SPECTAL MODE FLAG DABOQ7
BK KESTARTING ARIES DABOOS
JS LOSS OF ATCRES TARGETS CABOO7

S5 ATCRBS REM TRK DATA PASSED CABOO7
OOINCORR DISSEM OF CIDIN MSEGS DABOO7
OOHI PRI CGMM BUFF BACK~UP DABOO7
OOCIDIN FAIL 7O CHK ZERD VALUEDAROQ7
00 CHANGING EXT DATA STREAMS DAROO7
00 CHANNEL MGT INTERROG SPAC DABOO?7
00 TRACK ALERT MESSAGE DABOO&
OOINCOR LIMNK SWITCH CONTR DABOO?7
00 COMPILE ERROR IN DABOCHS RELDAEOO7

56

CHEET 5

PART NO orid

CURV  #m12/(

CURY  #812/(.
[of ] HU1D/ 0
S 12700
NM wR12/0°
PM 12/

FIARS #1270
MM “812/1°
NM “niz/i-
NM *12/1-
CSURYV  #m12/1-
NM 1271+
M LS T
NM “Ri12/1+
----- 8801/,
CURV  #812/C«
PM LE 103 WARE
1M F£G1/7C7
NM #n01/1.
1M *01/1

N4 #8401 /07
cA s8G1/C
HM ku12/2:
1M wH10/C0
NM eHi2/5.
(o] ] #1272
SURV o172:
cH °01/2:
corm Otse”
SURV o1/71¢
cM 02/C.
CM Q2/s¢C.
SYS G2/GC.
SA Q1/27
SURV 01/1¢
GRS #0204
MTD 02/0”
NM 02714
NM 0271
SURW 2le.
SURV 02/C*
NM 02/et

camm 02se”
COMM 0ase”

COMM o2re”
NM #401/2¢
2a «01/2°
NM *02/1°
=) 03/0-
SYS *02/2°¢

bree

‘
]
4
.
3% &
Wi

79 11
79 11
79 11
7701110
79 t1
79 1l
79M10
79 11
7 1
76M10
79 1
7¢mM10
79 11
79 1
80 11
79 11
860 11
5% 11
€0 11
50E S
8G 2
sC 11
79 11
79 11
75 11
79 11}
28CW 7
80 5C
=06 08

"BCW 7

B80W 7
aori10
30W 55
ecmo
BOMI10
Q0M10
BCE 5S
80W 7
80W 7
aLB 0S5
80W 0S
80S 0S
B80G 58S
636 5S
8CG 5S
80O 3
8S0M10
BCE 4S
B80G 58
SOM 5S




R S

aaa TR PUHOCELULING PRUGKAR (1IPP) VIR 1. 01 oY 44 44 07/G7/00

SCHTHARL TROUBLE REPUKTYS - DABOQ?

TTR# CHG PRUP & INITY

140009 DS-N-0004-0011
NOO10
NOO11 DS-N-0008-0012
NOO12
NOO13 DS-N-0N09-C014
HD026
NGO27 DS N -0009-0003
S02%1 DS-S 0142-0013
0257 DS-S 0141 0012
0249 DE-D-0144-0016
0254 DE-5-0143-0015
140016
N100&
NGO1 S
10017 CS-S 01L& 3020
1HO019 DE-N-0015-0028
1iwG20 DS -N-0014-0028
G021
NCGO22
H0023
NOC24
NO0Z2S
CO260 DE-S-01L4-0016
AO001 DS A-00C2-0016
40002 DS-A-0GG3-0017
AO0O0U3 DS A-00C0A-0018
50141
NOOZB DS N-0017-0029
10042
NGCO43
NOO32
0268
S0269 DE-S-0154-0010
NOO36

NO0O37 DS-N-G013-0026

NGO38
NGO35
s0270
NGQ24 DS N-CO14-0027
NOO31
NOO33
NOO30
NOO29
50271 DE-5-0167-0022
S0264 DS-S-01£6-0021
NOO40 DS-N-0010-00609
S0279 DS-5-0193-0009
NGO39
502%0 DS-5-0177-0006
co0z72 DS-5-0176 CO05

DELYCRIPTION PRUD

TEST 28.RUN 4 LOCKOUT FROB DABGCO7

DABS LUCKOUT PROB 54AB007
NAFEC REGQ FOR PRIMARY DABOO7
FCPF STILL SET CABOO7?7
LAIRA PROCCSS- GPEC MUDE DABOO7
SF UFPDATE DABOO7
COMM RLCPONSE PROBLEM DABOO7
UNCONNECTED BFNSOR FLAaD LABOO7
DICARBLE Al RLGUEST DABOO7

INCUR BIAS REG SET IN CIDINDABOOZ
SITE ALAPTATIUN UPGRALES DABOO7
TRANGMITIER UOVERLGAD ON ELMDABOO7
MCU PARITY ERROR DABOG7
TAKGET REPTS DABOO7
SENSOR STOPS INTERROGATING DABOG7
1.OSS OF DATALINK MSG-4IRCR DABOO7

L 058 OF DATALINK MSG CARGO7
DIGCEMINATING “A" CODE DABOO7
COR OF FRUIT REPLIES DABOG7
DISLEM OF ALY OF kRO CABOO7

LOSS OF REPTS TO ATC FACIL CAEQC7

BAD REPTS BEING DISSEM DABOO7
NM HANG PROXIMITY TEST DAROOQ7?7
ATARS VEL DESIGN ERROR CABOO7
FRROR IN ATARSE SIMULATOR DABOO7
ATARS EPOCH CYCLE CHANGE DAEO0Q7

3 COMP FAIL CAUSES 4TH FAILDABOO6
CODE SWAPFING LOGIC WRONG DAB0OO7
DOUBLE DABS REFORTS GEN CABOOQ?7
INCREASE OF ATCRES TRACKS DABOO7

S F. TIME DABOO?7
UPDATED RADAR REINF. BIT DABOO7
IMPROVED SITE ADAPT TECH DABOOS8

UNEXPECTED PRIMARY REGUEZST DAROO7
INLIST CLEAR DABOG7?7
SENSOR DROPPED INTERROGAT DABOO7
COMM PROBLEM DABOO7
SITE AD FOR L.0OD TAFP ICNSDLCABEOOS

SMF PROBLEM DABOO?7
FAADAG CELL CHANGE DABOO7
CONNECTIVITY FROBLEM DABOO7
S F. UPDATE DABOO?
USF PROBLEM DABOO7?
NEW CAL CURVE - ELWOOD DABOQ7
IPC M SITE ADJ SITE DEF DABOO7

SYMBOLS DISAPPEAR FROM STC DABQO7
COLD START-GMBILD ON TAPE DABOOB
RADAR ONLY DRGPOUT ON STC DABCO7

MGDIFY CM RTNS DABOO?

PAGE 7
SHEET é

PART NO.  UPfw
NM 03/1° 8Cs
NM 4N0J3/1° EBO
NM 03/1° 80
NM H8073/17 . EC
NM «03/17 60
NM H#03/2. 80
DL #803/2. 80
NM 02/c. 202
NM 03/c: &8
coMM 03/17 0%
SA 03/ Flim
[of,] 03/2:. Soc
PM 03712 &c:
SURV 03/2: 8¢¢E
[of,] 03/2. €%
DL 203/2. BC
DL *03/2: BO
SURV 03/2. 804
SURV *03/2. 30
SURV 03/&. 8CA
SURV 03/2. 8CA
SURV 03/z. ECA
NM 04/GC €02
ATAHKS 04/0 20
#IARS 04702 80
AT4RS 04/0: 80
SYS 11712 75F
SURV »04/0€ Souw
SURV 04/CC €Ca
SURV 04/G7 BCw
SURV «03/3. BO
SURV 04/1% €CPF
SYS #04/1c 20F
NM *04/1¢ €0
NM «04/1% E0S
M 04/1¢ 20w
DL 04/1: E0G
SA #04/1¢ 20
NM *04/1:. RC
NM #%03/3. €
NM H804/1. 80
SURV  ##04/27 &0
NM #%04/1. 8C
8A 04/1¢ 80w
$A 04/0€ &Cu
RDAS #04/2c 8CF
SYS 04722 8OF
RDAS ##04/27 &0
(o, ] 04/23 €0
SURV 04/2¢ 20

ERROR IN DISSCM. -MODE 4 DABOO7
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| 30 TWARL TROUNLE RECOKTY - DALGG? GHEET 7 :
. .
PTRE CHG PRUP # INIT DECCRIPTION PRQOD PART NO ST 5T
L0274 DS-5-0175-0004 00 CURY TRANSMIT ERR - MIDE 4 DABQO7  COMM 04 (I <3 5C
G0273 DS-S 0174-00603 00 HANG IN CUURLE SCFEEN ULABOO7 PM Gasil =L S0
50275 D5-5-0172-0001 00 HANMNG ON MISLEING BRD LaA3007  PM 04as.l 7% SC
0276 DE-5-0173-0002 00 BAD BIAS REC 0ABOOZ7 PM o4arsZl 20 S
50277 DS-5-0170-0024 00 REMOTE DATA ACTIVE FLAG DAEO07 HNM 204/ BDC 5L
60278 DS-S~0171-0002 O0 NOTIFY ATARS UF ATC ULNLER LAPOOB PM *048/CL E£LL ST
©.G0BO JS LOST SURV. DUF  ELM UPLINK LDABOO7 (M *04/0° BO 2
50282 BG ELM 209 SCENARIQ PROBLEM LABO0O7 CM 0%/%. BT, G5
AQ004 DE-A-0005-0002 00 PROC SKIPPED-ATCRUES/ATCRECIAEQ08 AJARS #0%/C. €CW 7
L0287 DS-C-0120-0007 00 PM 2 MODE 4 DABO07 PM *05/Cc 6L 7
091 DS £-0187-0025 00 PREMATURE DATA REG CANC DABOO7 NN #0S5/710 BLS £S
NOO44 JD MESCAGE EXPIRATIUN DAEQO7 DL #&OC/CF €0 1
116045 JD COMM SCENARIO PROBLEM DABOOG7 DL 0S/0% BCG CE
ccoo2 JO ZENITH COMNE FFOBLEM DABOO7  SURV *05,. 20 <&
A2007 DS A-0COB-0C06 GO RELFONSIVE GLIERATOR LABECOB ATARS  #05/Z7 80 SN
AO006 DE-A-0007-0005 00 DETELTUR DATA DABOOB ATARS #05/1. €C SN
AGOUS DE-A-0004-0004 00 CEM DATA D4A5008 ATARS #05/:7 &0 SN
CC003 LE-C-0001 0011 00 RLDAS WEATHER FLPURTS DAZOO7 MTD #05/1f ECW 7
cCcoo4 JO RADAKF REFPORT DISCLEMINATION CABOO7 SURV #0571 80 1
N7046 WS ATCRES FRUIT FEUECTION DAEO07 SURV 05,17 =I4 0%
15047 WS ATCRBS FRULIT SEJLCTION LAEOD7 SURV 05717 204~ CE
suees €S INCOSXRECT DAZS TRACK INIT. LCABCO7 SURV CGE/e. ELE CS
NO049 JD ALL-CALL LOCHTIUT +ROBLEM C4B007 NM #805/71° €0 1
NCOS0 JD USF PROSELEM DAB0O07 NM ®#05/1% 0% 5%
10051 JD SENSOR STATUS FROELEM DABOO7  ARL #805/1° EC 1
NC052 JD AC ACGUIRE FROBLEM DABOO7 NM 057:° 3 U3
o053 JD DATA FEGUEST DAEOO7 HNM #0571 €0 3
AGO0B DE A-0009-000G7 00 ALTITUDE DATA IN iMESCAGES DABGCOB ATARS +#05/1F 55 SN
N3054 JD ANTENNA FACE PROBLEM DABOGB SURV *0S5/71° 80 &
NGOS7 CC ATCRBS RADAR FANGE MASHK LABO0O7 CHM #805/c. 80 1
50297 DE-5-0190-0009 00 ILLESAL OF CODE DABO07 CM +05/2° 80w 7
S0295 DS-S-0191-0010 00 NOT HANDLING TLLEGAL OP LABEOG7 SYS *05/2° 80w 7
NGOLO WS COMMAND ERROR 0DAS007 DEX #06/C: BO 1@
ACO0% DS-A-0010-0008 00 DETECT AND RESOLUTION CHNG DAEOO8 ATAR3 #05/27 80 SN
NOOS9 (M DAAT INITIATION DABOO7 NMm #eQSsc” &0 1
$283 0S-S5 0196-0001 00 ATC FAILURE MESSAGES DABOOB PM #05/C0 €C% S8
50303 WS ATCRGS FROCESSING DABOQ7 SURV 0670t £3W 0§
N1025 EM INCORRECT V. R WEA MAP DAROQO7 ------ #0&/1: &0F 08
NGOOSS CC WWVB SYCHRONIZATION DABOQO7  ----- 208/ €20 08
G058 LM ReFLECTOR FILES 04BOO7 --— -- *05/,2f EC ON
G305 BW SIZE OVERFLOW FOR SSO0AX DABOOE AT&RS «06,C: £€7w T3
0219 BW DALCOE CHANGES DABOOB --—-- #02/2: £ 2
SG310 BW INCORRECT BLOCK DATA INIT DABOO8 PM *+06/1c €0H OS
53309 MB ATCRBS CORR AT NM 0ABOO7 SURV #0671 EOR GS
N1023 EM NO RADAR FALSE TGTS DABOO?7 SURV #0671 €CB OS
©0304 MF DATAPASE KLUDGE DAEOOB HMTD #0670 3™ 5%
A0010 NB PROX MESCSAGE DABOOB ATARS #05/27 82 SN
50306 MF CHANGED LCF DABOOB ---—-- *06/70% 20~ 58
SC301 BG ELM TRANSPOMNDER PROBLEMS DABOO7 & ~-—-- #05/8° 80 ON

50300 BG ELM FROBLEMS DABOO7 CM---- #05/27 €3 2
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