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Abstract

The formulation of the decision making of a failure detection process as a Bayes sequential decision problem (BSDP) provides a simple conceptualization of the decision rule design problem. As the optimal Bayes rule is not computable, a methodology that is based on the Bayesian approach and aimed at a reduced, computational requirement is developed for designing suboptimal rules. A numerical algorithm is constructed to facilitate the design and performance evaluation of these suboptimal rules. The result of applying this design methodology to an example shows that this approach is a useful one.

---

1. INTRODUCTION

The failure detection and identification (FDI) process involves monitoring the sensor measurements or processed measurements known as the residual [1] for changes from its normal (no-fail) behavior. Residual samples are observed in sequence. If a failure is judged to have occurred and sufficient information (from the residual) has been gathered, the monitoring process is stopped. Then, based on the past observations of residual, an identification of the failure is made. If no failure has occurred, or if the information gathered is insufficient, monitoring is not interrupted so that further residual samples may be obtained. The decision to interrupt the residual-monitoring to make a failure identification is based on a compromise between the speed and accuracy of the detection, and the failure identification reflects the design tradeoff among the errors in failure classification. Such a decision mechanism belongs to the extensively studied class of sequential tests or sequential decision rules. In this paper, we will employ the Bayesian Approach [2] to design decision rules for FDI systems.

In Section 2, we will describe the Bayes formulation of the FDI decision problem. Although the optimal rule is generally not computable, the structure of the Bayesian approach can be used to derive practical suboptimal rules. We will discuss the design of suboptimal rules based on the Bayes formulation in Section 3. In Section 4, we will report our experience with this approach to designing decision rules through a numerical example and simulation.

2. THE BAYESIAN APPROACH

The BSDP formulation of the FDI problem consists of six elements:

1) $\Theta$: the set of states of nature or failure hypotheses. An element $\theta$ of $\Theta$ may denote a single type $i$ failure of size $v$ occurring at time $t$ ($\theta=(i,v,t)$) or the occurrence of a set of failures (possibly simultaneously), i.e. $\Theta'=\{(i_1,v_1,t_1),\ldots,(i_n,v_n,t_n)\}$. Due to the infrequent nature of failure, we will focus on the case of a single failure.

In many applications it suffices to just identify the failure type without estimating the failure size. Moreover, it is often true that a detection system based on $(i,v,t)$ for some appropriate $v$ can also detect and identify the type of the failure $(i,t)$ for $\omega G$. Thus, we may use $(i,t)$ to represent $(i,v,t)$.

In the aircraft sensor FDI problem [1], for instance, excellent results were obtained using this approach. Now we have the discrete nature set

$\Theta = \{(i,t), i=1,\ldots,M, t=1,2,\ldots\}$

where we assume there are $M$ different failure types of interest.

2) $\omega$: the prior probability mass function (PMF) over the nature set $\Theta$. This PMF represents the a priori information concerning the failure, i.e. how likely it is for each type of failure to occur, and when is a failure likely to occur. Because this information may not be available or accurate in some cases, the need to specify $\omega$ is a drawback of the Bayes approach for such cases. Nevertheless, we will see that it can be regarded as a parameter in the design of a Bayes rule.

In general, $\omega$ may be arbitrary. Here, we assume the underlying failure process has the properties:

i) the $M$ failures of $i$ are independent of one another, and
ii) the occurrence of each failure $i$ is a Bernoulli process with residual structure $v$.

The Bernoulli process corresponds to the Poisson process in continuous-time. The two idealized failure models are physical counterparts of the information description.
describes a large class of failures (such as sensor failures) while providing a simple approximation for the others. It is straightforward to show that

$$u(i,t) = \sigma(i) \sigma(1-t)^{-1} \quad i=1, \ldots, M, \quad t=1,2, \ldots$$

where

$$\sigma(i) = \prod_{j=1}^{M} (1-\rho_j)^{-1} \left[ \sum_{j=1}^{M} (1-\rho_j)^{-1} \right]^{-1}$$

The parameter $\rho$ may be regarded as the parameter of the combined (Bernoulli) failure process - the occurrence of the first failure; $\sigma(i)$ can be interpreted as the marginal probability that the first failure is of type $i$. Note that the present choice of $u$ indicates the marginal probability that the failure is of type $i$. This property is useful in obtaining time-invariant suboptimal decision rules.

3) $D(k)$: the discrete set of terminal actions (failure identifications) available to the decision maker when the residual-monitoring is stopped at time $k$. An element $d$ of $D(k)$ may denote the pair $(j,t)$, i.e., declaration of a type $j$ failure to have occurred at time $t$. Alternatively, $d$ may represent an identification of the $j$-th failure type without regard for the failure time, or it may signify the absence of a failure without specification of its type or time, i.e. simply an alarm. Since the purpose of FDI is to detect and identify failures that have occurred $D(k)$ should only contain identifications that either specify failure times at or before $k$, or do not specify any failure time. As a result, the number of terminal decisions specifying failures times grows with $k$ while the number of decisions not specifying any time will remain the same. In addition, $D(k)$ does not include the declaration of no failure, since the residual-monitoring is stopped only when a failure appears to have occurred.

4) $L(k;\delta,\delta)$: the terminal decision cost function at time $k$. $L(k;\delta,\delta)$ denotes the penalty for deciding $\delta \mathcal{D}(k)$ at time $k$ when the true state of nature is $\delta \mathcal{S}(i,\ell)$. It is assumed to be bounded and non-negative and have the structure:

$$L(k;\delta,\delta) = \begin{cases} \ell(1,i,t), & \delta = \mathcal{D}(k) \\ \ell_r, & \delta \neq \mathcal{D}(k) \end{cases}$$

where $\ell(1,i,t)$ is the underlying cost function that is independent of $k$; $\ell_r$ denotes the penalty for a false alarm, and it may be generalized to be dependent on $t$. It is only meaningful for a terminal action (identification) that indicates the correct failure type at time $t$. The further assumption that the penalty due to an incorrect identification of the failure type is only dependent on the error of such an identification. That is for $\delta = (i,\ell)$,

$$L(1,i,t,\delta) = L(1,i,t)$$

and for $\delta$ with no time specification

$$L(1,i,t) = L(1,i)$$

5) $r(k)$: the $n$-dimensional residual (observation) sequence. We shall let $p(1), \ldots, r(k), (1, t)$ denote their joint conditional density. Assuming that the residual is affected by the failure in a causal manner, its conditional density has the property

$$p(1), \ldots, r(k) | (1, t) = p(1), \ldots, r(k) | (0, \ell)$$

where $(0, \ell)$ is used to denote the no-fail condition. For the design of suboptimal rules, we will assume that the residual is an independent Gaussian sequence with $\Sigma$ (mean matrix) and $\mathcal{G}(k-t)$ as the mean given that the failure $(1, t)$ has occurred. With the covariance assumed to be the same for all failures, the main function $g(k-t)$ characterizes the effect of the failure $(1, t)$, and it is henceforth called the signature of $(1, t)$ (with $g(k-t) = 0$, for $t=0$, or $k$). We have chosen to study this type of residuals because its special structure facilitates the development of insights into the design of decision rules. Moreover, the Gaussian assumption is reasonable in many problems and has met with success in a wide variety of applications, e.g., [3] [4]. (It should be noted that the use of more general probability densities for the residual will not add any conceptual difficulty.)

6) $c(k,(i,t))$: the delay cost function having the properties:

$$c(k,(i,t)) = \begin{cases} c(i,k-r) > 0 & \text{if } r(k) \\ 0 & \text{otherwise} \end{cases}$$

$$c(k,(i,t)) = c(i,k-r)^{-1}$$

After a failure has occurred at $t$, there is a penalty for delaying the terminal decision until time $k$ with the penalty an increasing function of the delay $(k-t)$. In the absence of a failure, no penalty is imposed on the sampling. In this study we will consider a delay cost function that is linear in the delay, i.e., $c(k,(i,t)) = c(i,k-r)$, where $c(i)$ is a positive function of the failure type $i$, and may be used to provide different delay penalties for different types of failures.

A sequential decision rule naturally consists of two parts: a stopping rule (or sampling plan) and a terminal decision rule. The stopping rule, denoted by $\delta \mathcal{S}(O), \delta \mathcal{S}(1), \ldots, \delta \mathcal{S}(k), \ldots$, $\delta \mathcal{S}(k)$ is a sequence of functions of the observed residual samples, with $\delta \mathcal{S}(k) = 1$ (or 0) when $\delta \mathcal{S}(k)$ is a terminal decision, and including time $(k-1)$ and will (not) be stopped after time $k$ when residual samples, $(r(1), \ldots, r(k))$ are observed. Alternatively, the stopping rule may be defined by another sequence of functions $\delta \mathcal{S}(O), \delta \mathcal{S}(1), \ldots, \delta \mathcal{S}(k), \ldots$, where $\delta \mathcal{S}(k) = 1$ (0) indicates that sampling has been carried on up to, and including time $(k-1)$ and will (not) be stopped after time $k$ when residual samples, $(r(1), \ldots, r(k))$ are observed. The functions $\delta \mathcal{S}$ and $\delta$ are related to each other in the following way

$$\delta \mathcal{S}(k;r(1), \ldots, r(k)) = \delta \mathcal{S}(k;r(1), \ldots, r(k))$$

with $\delta \mathcal{S}(O) = 1$.

The terminal decision rule is a sequence of functions, $\delta \mathcal{S}(O), \delta \mathcal{S}(1), \ldots, \delta \mathcal{S}(k), \ldots$, mapping residual samples, $(r(1), \ldots, r(k))$ into the terminal action set $\mathcal{T}(k)$. The function $\delta \mathcal{S}(k;r(1), \ldots, r(k))$ represents the decision rule used to arrive at an action (identification) if sampling
is stopped at time \( k \) and the residual samples, \( r(1), \ldots, r(k) \) are observed.

As a result of using the sequential decision rule \((i,r)\), given \((i \land r)\) is the true state of nature, the total expected cost is:

\[
U_g((i, r), (i, r)) = \sum_{k=0}^{\infty} \mathbb{E}_T(u(k; r(1), \ldots, r(k))) E_{L_{k}(i, r, d(k; r(1), \ldots, r(k)))}
\]

The BSDP is defined as: determine a sequential decision rule \((i, r)\) so that the sequential Bayes risk \( U_g \) is minimized, where

\[
U_g((i, r), (i, r)) = \sum_{k=0}^{\infty} \mathbb{E}_T(u(k; r(1), \ldots, r(k))) E_{L_{k}(i, r, d(k; r(1), \ldots, r(k)))}
\]

The optimal terminal decision rule \( D^* \) can be easily shown to be a sequence of fixed-sample-size tests \([2]\). The determination of the optimal stopping rule \( D^* \) is a dynamic programming problem \([1]\). The immense storage and computation required make \( D^* \) impossible to compute, and suboptimal rules must be used.

Despite the impractical nature of its solution, the BSDP provides a useful framework for designing suboptimal decision rules for the FDI problem because of its inherent characteristics of explicitly weighing the tradeoffs between detection speed and accuracy (in terms of the cost structure). A sequential decision rule defines a set of sequential decision regions \( S(k, d) \) and the decision regions corresponding to the BSDP yield the minimum risk. From this vantage point, the design of a suboptimal rule can be viewed as the problem of choosing a set of decision regions that would yield a reasonably small risk. This is the essence of the approach to suboptimal rule design that we will describe next.

3. SUBOPTIMAL RULES

The Sliding Window Approximation

The immense computation associated with the BSDP is partly due to the increasing number of failure hypotheses as time progresses. The remedy for this problem is the use of a sliding window to limit the number of failure hypotheses to be considered at each time. The assumption made under the sliding window approximation is that essentially all failures can be detected within \( W \) time steps after they have occurred, or if a failure is not detected within this time it will not be detected in the future. Here, the window size \( W \) is a design parameter, and it should be chosen long enough so that detection and identification of failures are possible, but short enough so that implementation is feasible \([1]\).

The sliding window rule \((i, r, s)\) divides the sample space of the sliding window of residuals \( r(1), \ldots, r(k) \), or equivalently, the space of vectors of posterior probabilities, likelihood ratios, or log-likelihood ratios \( (i) \) of the sliding window of failure hypotheses into disjoint time-independent sequential decision regions \( S_{(i, r)} \). Because the residuals are assumed to be Gaussian variables, it is simpler to work with \( L \) (which is related to \( i \) by a constant):

\[
L(k) = \{L^*(k), \ldots, L^*_M(k)\}
\]

where

\[
L^*(k) = \{L(k, 1), \ldots, L(k, M)\}
\]

Then, the sliding window rule states: At each time \( k \), form the decision statistics \( (i) \) from the window of residual samples. If \( (i) \in L^* \), for \( i = 1, \ldots, M \), we will stop sampling to declare a failure.
l(k)S(k), and we will proceed to take one more observation of the residual. The Bayes design problem is to determine a set of regions \( S_3^l, S_1^l, \ldots, S_2^l \) that minimizes the sequential risk \( U_2^l(S_3^l) \). This represents a functional minimization problem for which a solution is generally very difficult to determine. A simpler alternative to this problem is to constrain the decision regions to take on special shapes, \( S_0^l(\hat{f}) \), that are parameterized by a fixed dimensional vector, \( \hat{f} \), of design variables. Then the resulting design problem involves the determination of a set of parameter values \( \hat{f} \) that minimizes the risk \( U_2^l(\hat{f}) \). We will focus our attention on a special set of parameterized sequential decision regions, because they are simple and they serve well to illustrate that the Bayes formulation can be exploited, in a systematic fashion, to obtain simple suboptimal rules that are capable of delivering good performance. These decision regions are:

\[
\begin{align*}
S_3^l(\hat{f}) &= \{ \hat{f}(j), \hat{f}(j) \} \cup \{ \hat{f}(j) \}, \\
S_1^l(\hat{f}) &= \{ \hat{f}(j) \}, \\
S_0^l(\hat{f}) &= \{ \hat{f}(j) \}
\end{align*}
\]

where \( S_0^l(\hat{f}) \) is the stop-to-declare \((j,k)\) region and \( S_0^l(\hat{f}) \) is the continue region (see Fig. 1). Generally, \( \hat{f}(j) \) is regarded as design parameters, but here, \( \hat{f}(j) \) is simply taken to be the standard deviation of \( \hat{f}(j) \).

To evaluate \( U_2^l(\hat{f}) \), we need to determine the set of probabilities, \( \{ \Pr[I(k+1) | L_{(k+1)}, S_j(k) \} \} \), \( j=0,1, \ldots, M-1 \), which, indeed, is the goal of many research efforts in approximating the behavior of such probabilities. We need to approximate the so-called level-crossing problem, \( L(k) \), and we will proceed to take one more observation of different failure types.

The risk for using \( \hat{f} \) is:

\[
U_2^l(\hat{f}) = \sum_{k=1}^{K} \mathbb{E}_k \left[ I(k) I_{(k)} \right] - \sum_{k=1}^{K} \mathbb{E}_k \left[ I(k) I_{(k)} \right].
\]

where

\[
\begin{align*}
S_0^l(\hat{f}) &= \{ L_{(k+1)}(j), L_{(k+1)}(j) \} \cup \{ L_{(k+1)}(j) \}, \\
S_1^l(\hat{f}) &= \{ L_{(k+1)}(j) \}, \\
S_2^l(\hat{f}) &= \{ L_{(k+1)}(j) \}
\end{align*}
\]

The probabilities required for calculating the risk are given by the recursion:

\[
p(L_{(k+1)}(j) | L_{(k)}, S_j(k)) = p(L_{(k+1)}(j) | L_{(k)}, S_j(k))
\]

with

\[
\begin{align*}
Pr(L_{(k-1)}(j) | S_j(k)) &= \Pr(S_j(k) | L_{(k-1)}(j)) \cdot p(L_{(k-1)}(j) | S_j(k), L_{(k-1)}(j)) \\
p(L_{(k-1)}(j) | S_j(k), L_{(k-1)}(j)) &= \sum_{j=0}^{M-1} \Pr(S_j(k) | L_{(k-1)}(j)) \cdot p(L_{(k-1)}(j) | S_j(k), L_{(k-1)}(j))
\end{align*}
\]

For small, numerical integration of (5)-(7) becomes manageable.

Unfortunately, the transition density, \( p(L_{(k+1)}(j) | L_{(k-1)}(j), S_j(k), L_{(k-1)}(j)) \), required in (5) is difficult to calculate, because \( L_{(k+1)}(j) \) is not a Markov process. In order to facilitate computation of the probabilities, we need to approximate the transition density. In approximating the required transition density for \( L_{(k+1)}(j) \) we are, in fact, approximating the behavior of \( L_{(k+1)}(j) \). A simple approximation is a Gauss-Markov process \( \{ L(k) \} \) that is defined by

\[
L(k+1) = \langle t(k+1) \rangle + \xi(1) + \xi(1)
\]

where \( A \) and \( B \) are \( \mu \times \nu \) constant matrices and \( \xi(t) \) is a white Gaussian sequence with covariance equal to the \( \mu \times \nu \) matrix \( BB' \). The reason for choosing this model is twofold. Firstly, just as \( L_{(k+1)}(j) \), \( L(k) \) is a Markov process. Secondly, \( L(k) \) is Markov so that its transition density can be readily determined. In order to have \( \langle t(k+1) \rangle \) behave like \( L_{(k+1)}(j) \), we set the matrices \( A \) and \( B \) and the mean of \( \xi \) such that

\[
\begin{align*}
E[I(k+1)] &= E[I(k+1)] = \langle t(k+1) \rangle \\
E[I(k+1)] &= E[I(k+1)] = \langle t(k+1) \rangle
\end{align*}
\]

That is, we have matched the marginal density and the one-step cross-covariance of \( t(k) \) to those of \( L_{(k+1)}(j) \). It can be shown that (3)-(10) uniquely specify

\[
A = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]

\[BB' = \begin{bmatrix} 0 & 1 \end{bmatrix} \begin{bmatrix} 0 & 1 \end{bmatrix}
\]
\[ E_{i,t}(\xi(k+1)) = E_{i,t}(L_{u-1}(k+1)) = A E(L_{u-1}(k)) \]

where

\[ E_0 = E(L_{u-1}(k) L_{u-1}^T(k)) = \sum_{t=0}^{\infty} G_t \gamma_0^t \]

\[ E_{i,t}(L_{u-1}(k) L_{u-1}^T(k+1)) = \sum_{t=0}^{\infty} G_t \gamma_0^t \gamma_0^t \gamma_0^r \]

Moreover, the matrix \(A\) is stable, i.e., the magnitudes of all of the eigenvalues of \(A\) are less than unity, and \(B\) is invertible if \(G_0\) or \(G_{u-1}\) is of rank \(M\). Because \(\xi\) is an artificial process, \(E_{i,t}(\xi(k)) \xi(k)\) can never be implemented for use in (4).

We may choose other Markov approximations of \(L_{u-1}(k)\) that match the one-step cross-covariance \((1+n)\) instead of matching the one-step cross-covariance as in (10). The suitability of a criterion for choosing the matrices \(A\) and \(B\), such as (9) and (10), depends directly on the failure signatures under consideration and may be examined as an issue separate from the decision rule design problem. Also, a higher order \((1/n)\) of \(z\) characterizes the memory span of \(z\) just as \(W\) characterizes that of the sliding window rules.

Now we can approximate the required probabilities in the risk calculation as

\[ P_r[L_{u-1}(k) \in S_j, S_0(k-l)|i,r] = \sum_{j=0}^{M} P_r(\xi(k) \in S_j, S_0(k-l)|i,r) \]

and

\[ P_r(\xi(k) \in S_j, S_0(k-l)|i,r) = \int p(\xi(k)|S_0(k-l),i,r) \gamma_0^t \]

where we have applied the same decision rule to \(\xi(k)\) as \(L_{u-1}(k)\). Therefore, \(S_j\) and \(P_0(k-l)\) denote the decision regions and the event of continued sampling up to time \(k\) for both \(L_{u-1}\) and \(\xi\). Assuming \(B^{-1}\) exists, we have

\[ p(\xi(k+l)|S_0(k-l),i,r) = \sum_{i=0}^{M} p(\xi(k)|S_0(k-l),i,r) \gamma_0^t \gamma_0^t \gamma_0^r \]

\[ p(\xi(k)|S_0(k-l),i,r) \gamma_0^t \gamma_0^t \gamma_0^r \gamma_0^r \]

where \(p(\xi(k)|i,r)\) is the Gaussian density of \(\xi(k)\) under the failure \((i,r)\). Now the integrals (11) and (12) represent more tractable numerical problems.

In the event that \(B\) is not invertible, the transition density is degenerate and (12) is very difficult to evaluate. Very often this problem can be circumvented by batch processing the residuals. That is, we may consider the modified residual sequence \(\xi(k) = [\xi'((2k-1),r(2k-1)), r'(2k-1)]\) for some batch \(l = 0\) with \(l = 1, \ldots, M\) as the new time index. In using \(\xi(k)\) we have to augment the signatures as:

\[ [\xi'(0), \ldots, \xi'(v-1)]' \]

where \(0 < a < 1\) is a proper choice of \(a\). The rank of \(G_0\) can be increased to \(M\) and \(B\) will be invertible.

Non-window Sequential Decision Rules

Here we will describe another simple decision rule that has the same decision regions as the simplified sliding window rule (4), but the vector \(z\) of \(M\) decision statistics is obtained differently as follows:

\[ z(k+1) = \bar{A} z(k) + \bar{B} r(k+1) \]

where \(\bar{A}\) is a constant stable \(M \times M\) matrix, and \(\bar{B}\) is a \(M \times n\) constant matrix of rank \(M\). Unlike the Markov model \(L_{u-1}(k)\) that approximates \(L_{u-1}(k)\), \(z(k)\) is a realizable Markov process driven by the residual. The advantages of using \(z\) as the decision statistic are:

1) less storage is required, because residual samples need not be stored as necessary in the sliding window scheme, and
2) since \(z\) is Markov, the required probability integrals are of the form (11) and (12) so that the same integration algorithm can be directly applied to evaluate such integrals. (It is possible to use a higher order \(z\), but the added complexity will negate the advantages.)

In order to form the statistics \(z\), we need to choose the matrices \(A\) and \(B\). Then the failure signatures under consideration are constant biases, \(\bar{B}\) can be chosen to be \(\mathbf{0}\), where \(0 < a < 1\), then, the term \(\bar{B} r\) in (13) resembles \(g^T r\) of (2), and it provides the correlation of the residual with the signatures. The time constant \((1/n)\) of \(r\) characterizes the memory span of \(z\) just as \(W\) characterizes that of the sliding window rules.

More generally, if we consider failure signatures that are not constant biases, the choice of \(\bar{A}\) may still be handled in the same way as in the constant-bias case, but the selection of a \(\bar{B}\) matrix is more involved. With some insights into the nature of the signatures, a reasonable choice of \(\bar{B}\) can often be made. To illustrate how this may be accomplished, we will consider an example with two failure modes and an \(M\)-dimensional residual vector. Let

\[ g_1(k-r) = \bar{g}_1 \]

\[ g_2(k-r) = \bar{g}_2(k-r+1) \]

That is, \(\bar{g}_1\) is a constant bias, and \(\bar{g}_2\) is a ramp. If \(\bar{g}_1\) and \(\bar{g}_2\) are not multiples of each other a simple choice of \(\bar{B}\) is available:

\[ \bar{B} = \begin{bmatrix} \bar{g}_1 \\ \bar{g}_2 \end{bmatrix} \]

If \(a = \bar{g}_1\) and \(a = \bar{g}_2\), where \(\bar{g}_1\) and \(\bar{g}_2\) are scalar constants, the above choice of \(\bar{B}\) has rank one and is not useful for identifying either signature. Suppose we batch process every two residual samples together, i.e., we use the residual sequences \(r(k) = [r^T(2k-1), r^T(2k)]\), \(k = 1, 2, \ldots\). Then we can set \(\bar{B}\) to be

\[ \bar{B} = \begin{bmatrix} \bar{g}_1' \\ \bar{g}_2' \end{bmatrix} \]

Thus, the first and second rows of \(\bar{B}\) capture the constant-bias and ramp nature of \(\bar{g}_1\) and \(\bar{g}_2\), respectively.
more may say: If we have been sampling for approximating the remainder of the infinite sum. Supposing false alarm probabilities are employed. Thus, it is possible to show that the mean time between false alarms is steady state at some finite time and this has been observed to essentially reach a given value after failure i has occurred. From the assumption of certain detection probabilities (P(i,j)), the risk is the conditional expected delay to decision, given that failure i has occurred. P(i,j) is the conditional probability of declaring a type i failure, given that failure j has occurred. From the assumption that Pr(S0(T)|0>=1 and the steady condition (14), it can be shown that the mean time between false alarms is simply \((1-b_0)^{-1}\). Now all the probabilities in (18)\-(20) can be computed by using the quadrature algorithm.

Note that the risk expression (18) consists only of finite sums and it can be evaluated with a reasonable amount of computational effort. With such an approximation of the sequential risk, we can be to consider the problem of determining the decision regions (the thresholds t) that minimize the risk. It should be noted that we could consider choosing a set of thresholds that minimize a weighted combination of certain detection probabilities (P(i,j)), the expected detection delay \(\tau\), and the mean time between false alarms \((1-b_0)^{-1}\). Although such an objective function will not result in a Bayesian decision rule, it is a valid design criterion that may be useful for some applications.

Risk Minimization

The risk minimization problem has two features that deserve special attention. Firstly, the sequential risk is not a simple function of the threshold t, and the derivative with respect to t is not readily available. Secondly, calculating the risk is a costly task. Therefore, the minimum-seeking procedure to be used must require few function (risk) evaluations, and it must not require derivatives. The sequence-of-quadratic-programs (SQP) algorithm studied by Winfield [10] has been chosen to solve this problem, because it does not need any derivative information and it appears to require fewer function evaluations than other well-known algorithms [10]. Furthermore, the SQP is simple, and it has quadratic convergence. Very briefly, the algorithm consists of the following. At each iteration, a quadratic surface is fitted to the risk function locally, then the quadratic model is minimized over a constraint region (hence the name SQP). The risk function is evaluated at this minimum and is used in the surface fitting of the next iteration. The details of the application of SQP to risk minimization are given in [10].
is reported in [1].

2. NUMERICAL EXAMPLE

Here, we will discuss an application of the suboptimal rule design methodology described above to a numerical example. We will consider the detection and identification of two possible failure modes (without identifying the failure times). We assume that the residual is a 2-dimensional vector, and the vector failure signatures, \( g_2(t), \) \( i=1,2, \) as functions of the elapsed time \( t \) are shown in Table 1. The signature of the first failure mode is simply a constant vector. The first component of \( g_2(t) \) is a constant, while the second component is a ramp. We have chosen to examine these two types of signature behavior (constant bias and ramp) because they are simple and describe a large variety of failure signatures that are commonly seen in practice. For simplicity, we have chosen \( \Sigma \), the covariance of \( r \), to be the identity matrix. An approximation to failures is very close to that of the quadrature results and the prior probabilities are shown in Table 2, and the cost functions and the prior probabilities are shown in Table 2. To facilitate discussions, we will introduce the following terminology. We refer to a Monte Carlo simulation of the sliding window rule by SW, a simulation of the rule using the Markov statistic \( z \) as Markov implementation (MI), and a simulation of the nonimplementable decision process using the approximation \( \bar{t} \) as Markov approximation (MA). All simulations are based on 1,000 trajectories. The notation Q20 refers to the results of applying the quadrature algorithm to the approximation of \( \bar{t} \) by \( t \).

![Image of Table 1: Failure signatures.]

<table>
<thead>
<tr>
<th>( g_1(t) )</th>
<th>( g_2(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.5</td>
</tr>
<tr>
<td>.5</td>
<td>.25 + .25e</td>
</tr>
</tbody>
</table>

\( V = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \)

Table 1. Failure signatures.

<table>
<thead>
<tr>
<th>( W = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A = \begin{bmatrix} .826 &amp; .058 \ .116 &amp; .837 \end{bmatrix} )</td>
</tr>
</tbody>
</table>

| \( Z_0 = \begin{bmatrix} 10 & 8.5 \\ 8.5 & 14.75 \end{bmatrix} \) |

| \( B' = \begin{bmatrix} 2.32 & 2.01 \\ 2.01 & 4.58 \end{bmatrix} \) |

| \( \bar{A} = \begin{bmatrix} .875 & 0 \\ 0 & .875 \end{bmatrix} \) |

| \( \bar{Z} = \begin{bmatrix} 5.31 & 6.40 \\ 6.40 & 18.13 \end{bmatrix} \) |

| \( \bar{Z}^{1/2} = \begin{bmatrix} 1.25 & 1.50 \\ 1.50 & 4.25 \end{bmatrix} \) |

Table 2. Parameters for \( L(1,1) \) and \( z \).

The results of SW, MA, and Q20 for the thresholds \([8.85, 12.05]\) are shown in Figs. 2-6 (see (15) for the definition of notations). The quadrature results Q20 are very close to MA, indicating good accuracy of the quadrature algorithm. In comparing SW with MA, it is evident that the Markov approximation (MA) slightly underestimates the false alarm rate of the sliding window rule (SW). However, the response of the Markov approximation to failures is very close to that of the sliding window rule. In the present example, \( L(2,1) \) is a 7-th order process, while its approximation \( \bar{t} \) is only of first order. In view of this fact, we can conclude that \( \bar{t} \) provides a very reasonable and useful approximation of the sliding window rule. The successive choices of thresholds by SQP for the sliding window rule are plotted in Fig. 7. Note that we have not carried the SQP algorithm far enough so that the successive choices of thresholds are, say, within .001 of each other. This is because towards later iterations the performance indices become relatively insensitive to small changes of the \( k \)'s. This together with the fact that we are only computing an approximate Bayes risk means that fine scale optimization is not worthwhile. Therefore, with the approximate risk, the SQP is most efficiently used to locate the zone where the minimum lies. That is, the SQP algorithm is to be terminated when it is evident that it has converged into a reasonably small region. Then we may choose the thresholds that give the smallest risk as the approximate solution of the minimization.

In the event that thresholds that yield the smallest risk do not provide the desired detection performance, the design parameters, \( L, c, \) and \( W \) may be adjusted and the SQP may be repeated to get a new design. A practical alternative method is to make use of the list of performance indices (e.g. \( P(1,1) \)) that are generated in the risk calculation, and choose a pair of thresholds that yields the desired performance.

The performance of the decision rules using \( L(1,1) \) and \( z \) as determined by SQP are shown in Figs. 8-12. (The thresholds for \( L(1,1) \) are \([8.35, 12.05]\) and those for \( z \) are \([6.29, 11.69]\).) We note that MI has a higher false alarm rate than SW. The speed of detection for the two rules is similar. While MI has a slightly higher type-1 correct detection probability than SW, SW has a consistently higher \( b_1(t,2) \) (type-2 correct detection probability) than MI. By raising the thresholds of the rule using \( z \) approximately, we can decrease the false alarm rate of MI down to that of SW with an increase in detection delay and slightly improved correct detection probability (with ramp signature). Thus, the sliding window rule is slightly superior to the rule using \( z \) in the sense that when both are designed to yield a comparable false alarm rate, the latter will have longer detection delays and slightly lower correct detection probability (with ramp signature). In view of the fact that a decision rule using \( z \) is much simpler to implement, it is worthy of being considered as an alternative to the sliding window rule.
In summary, the result of applying our decision rule design method to the present example is very good. The quadrature algorithm has been shown to be useful, and the Markov approximation of $L_{n-1}$ by $i$ is a valid one. The SQP algorithm has demonstrated its simplicity and usefulness through the numerical example. Finally, the Markov decision statistic $z$ has been shown to be a worthy alternative to the sliding window statistic $L_{n-1}$.

5. CONCLUSION

A methodology based on the Bayesian approach is developed for designing suboptimal sequential decision rules. This methodology is applied to a numerical example, and the results indicate that it is a useful design approach.
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Fig. 3 \( b_0(t/1) \) - SW, MA, and Q20

Fig. 4 \( b_1(t/1) \) - SW, MA, and Q20

Fig. 5 \( b_2(s/1) \) - SW, MA, and Q20

Fig. 6 \( b_3(s/1) \) - SW, MA, and Q20
Fig. 7 Thresholds Chosen by SQP

Fig. 9 $b_0(t/l)$ - SW and MI

Fig. 8 $b_0(t/0)$ - SW and MI

Fig. 10 $b_0(t/2)$ - SW and MI