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RESEARCH ACCOMPLISHMENT IN THE FIRST YEAR

The research program was planned in four stages over two calendar years
starting September 28, 1979. The first and second stages would encompass both
the investigation of free surface properties of the semiconductors in an altra-
high vacuum (10-!'?9 torr) system (UHV) equipped with LEED, Auger electron spectro-
scopy (AES) and ion-sputtering capabilties, and the design and assembly of the
satellite chamber for device fabrication. These two stages would be performed
at the same time without interference with each other. The third stage of the
work would encompass the study of the waveguide surface structure, formulation of
surface-scattering theory and characterization of scattering loss parameters in
terms of the surface geometry through LEED and SEM analysis in the same ultranigh
vacuum system. The last stage of the work would encompass the fabrication of the
oxide~free electro-optical devices, the measuring of the optical propagation
losses and the study of the optical characteristics of such waveguides.

The first and the second stages of the planned research were completed.
Currently we are conducting the third stage of the research plan. The satellite
chamber for device fabrication, as shown in Fig. 1, was designed and assembled
to the main system. A schematic diagram of the main system is shown in Fig. 2.
The satellite chamber is indicated as subsystem 2 in Fig. 2. Subsystem 1 in Fig. 2
is a plasma reactor designed for oxidation reseaich of GaAs and is in no inter-
ference with this research program. A photograph of the completed system is shown
in Fig. 3.

The free surface properties of GaAs (110), GaP (110) have been studied by LEED
and AES. Results of the studies have been presented in two different scientific
conferences. Abstracts, which summarized the results of the research works, are
given in Appendices A and B. Abstract of the first paper entitled "Chain Method

of LEED/MEED Intensity Calculation for Diatomic Surface" is given in Appendix A

L e e
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TRANSFER PROBE

SPECIMEN PLUG

Fig. 1. Top-view schematic of the satellite system attached to the
main chamber (left). A: sorption forepump; B: Vacion UHV puap ;

C: bellows-coupled flange; D: isolation valve; E: six-armed cross;
F: ionization gauge; G: transfer probe magnet actuator. In the
schematic the transfer probe is shown completely retracted, with the
specimen plug located at the center of the six-armed cross.
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and the second paper entitled "Atomic Structure of GaAs (110) Face" is given in
Appendix B. Both papers are being prepared for publication.

The third stage of the research work is currently ongoing. The theoretical
formulation of surface scattering theory and characterization of the scattering
loss parameters are currently being developed. The problem of a wave propagating
along z direction in a rectangular dielectric waveguide with dimensions a and b as
shown in Fig. 4 was formulated and solved. The wave functions in the waveguide
were solved using predominantly polarized approximation.* The propagation
attenuation constants, e.g. the loss parameters, were calculated. Details of the
theoretical formulation and calculation is given in Appendix C.

Citations of research results, which are presented in conferences or sub-

mitted for publication, are listed in Appendix D.

*D. Marcuse, Bell Syst. Tech. J., 48, 3187 (1969).
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Fig. 3. Cross section of a rectangular dielectric waveguide
with dimensions a and b. nj, n2, n3, ng4 and ng are
the indixes of refraction of regions 1 to 5, réspectively.




APPENDIX A

The following paper was presented in the Conference on Determination of
Surface Structure by LEED, IBM Thomas J. Watson Research Center, Yorktown Heights,
N.Y., June 19-20, 1980

CHAIN METHOD OF LEED/MEED INTENSITY CALCULATION FOR DIATOMIC SURFACES

In low energy electron diffraction (LEED), crystal surface is probed by bom- 4
barding electrons of energy £ < 200 eV at normal incidence to the surface and analy-
zing the intensity of those elastically scattered electrons which are back refliected
from the surface, whereas in medium energy electron diffraction (MEED) due to an in- ;
crease in the energy of incident electrons (200 eV < E < 5 keV) the surface sensiti- i
vity of the technique is maintained by taking an oblique angle of incidence. Inter- :
pretation of LEED/MEED intensity spectra requires detailed calculations of the
diffracted intensities for a series of trial models. For such a technique to work,

a rapid and accurate method of calculation is needed.

Layer-KKR methad is conventionally employed in the calculation of LEED intensity
spectra. In this formalism, the crystal is divided into a number of layers parallel
to the crystal surface and scattering calculations are split into two parts, intra-
layer and interlayer. In the intralayer scattering calculation, due to the assumed
spherical symmetry of the atomic potential, an angular momentum representation is
used. This involves large matrices and their inverses and becomes cumbersome with
increasing energy and more complex surfaces. In such a situation we propose to use
the chain method of intralayer multiple scattering.calculation.

In the chain method the two dimensional intralayer muitiple scattering calcu-
lations are further divided into two one dimensional steps, scattering within a
chain of atoms and between the chains. At each stage of calculation the electron
wave function is represented in terms of an appropriate set of basis functions. The
scattering by an atom, a chain of atoms and a layer of chains is expressed in terms
of spherical, cylindrical and plane wave representation respectivelv. As we move from
one stage to another, transformation from one basis set to another is carried out.
Oue to its one dimensional lattice summations the chain scattering rcrmalism has
many computational advantages over the layer-KKR method both for normal incidence
LEED and off normal incidence MEED.




APPENDIX B

The following paper is submitted for presentation in the £ighth Annual Con-
ference on the Physics of Compound Semiconductor Interfaces, Williamsburg, Virginia,
January 27-29, 1981.

ATOMIC STRUCTURE OF GaP (110) FACE
ABSTRACT

Low energy electron diffraction (LEED) intensities have been measured for the
(110) face of GaP and analyzed using a dynamical multiple-scattering model of the
diffraction process. The intralayer multiple scattering is treated exactly, while
- for the interlayer multiple scattering, the renormalized-forward-scattering method
is used. Comparison of the calculated and observed LEED intensities suggests that
both the Ga and the P atoms on the (110) face may exhibit a contracted outermost
layer spacing. The surface layer is compressed by about 5% such that the top layer
spacing is reduced by 0.1 = 0.028. The rippled geometry of surface reconstruction
is not clearly observed. This indicates that the GaP (110) surface atomic struc-
ture is different to that of GaAs (110). By comparing the structures and properties
of the GaP (110) face and the GaAs (110) face, it is concluded that the GaP (110)
face is relatively unstable and reactive.




APPENDIX C

The problem of a wave propagating along z-direction is a rectangular dielectric
waveguide with dimension a and b as shown in Figure 4 is formulated and solved. An
exact analytical treatment of rectangular waveguide is practically impossible.
Therefore the approximated analytical approach developed by Marcatili (a) is followed
in solving the problem.

Assuming a traveling wave propagating in z-direction as shown in Fig. 4,
Maxwell equations

XA = ¢ 2 E .,
IxH = ¢ n? <= 7xE T
can be solved to give c 4
3 3
_ : 2,2 _g2 Z —Z7T L e e e e e /
EX = ['-‘/('1 K 8 )][3 X + uow ay \])
3H 5E
S 21,2_p2 —Z 4, 2 27 e e e e e e m e
Hg [-i/(n%k%-32)][3 7t 5y (2)
3E 3H
. o 2,2 a2 —Z ., LT e e e e e e m e e e e
E, = [-i/(n*k*-8%) 103 55 - wuy 3% (3)
3H 3k
Ho o= [-i/(n%k2-32)][8 =2 - wt n? =21 - = - - (4)
X aX Q 3y
1 3H aHx
E, = e N? 1w (3% - 3}‘) ''''''''''' (5)
i 3t aEx
H, = g;;'(g}x - 3;‘) -------------- (6)

where n is the index of refraction of the dielectric; k is the wavevector in
free space; w is the angular frequency of the wave and 8 is the propagation
constant in z-direction.

Substituting (2) and (4) into (5), and (1) and (3) into (6), we have

3%E 3%E
e (n%3-82) E, 20 - e e eeaa s (7)

3x2 3y?

e b e e —_ - =




asz asz 2,,2_32
=~z * = + (n%k?-32) H,=0  mmemmsemm e e (8)
Two different types of modes can be supported in the waveguide(b), e.g.,
E;q : polarized predominately in x-direction and

qu : polarized predominately in y-direction,
where p and q are positive integers indicating the modes of the wave propagating

in the waveguide.

=X
£°  MODE
pba_

In region 1 with refraction index n, as shown in Fig. 4, the waveequation (7)

can be solved to give

E,(x,y) = A Cos k (x+g) Cos ky (ymn) = e e e e e e e e - - (9a)
with Hx = 0, where £ and n are the phase factors of EZ.
Other components of the wavefunction can be obtained by substituting (9a)

into egs. (1), (3) and (4):

n? £ k
Ho= - A (V2 (L) sink_ (x+8) Sink, (c+n) ====n===-- (9b)
z 8 o kx X
(n%kz-k2 )
E, = 1A < Sin k, (x + &) Cos ky (y+n) == «=-=ca-e--- (9¢c)
-i1Ak '
Ey = _lB Cos k, (x + ) Sin ky (y+n) == acmaeeaea- - (9d)

Substituting (%9a) into (7) we have

202_22 2 |2 2 e e e e e e
n]k g kx + ky (10)




For small incident angle, B>>(k; + k;), eq. (10) can be approximated to be
2 n.k Cose = npk  for 3<5°.

The wavefunctions in regions 2, 3, 4 and 5 with indices of refraction Ny
Ny Ny and N> respectively, as shown in Fig. 4, are solved. When boundary con-
ditions are matched between region 1 and the neighboring regions, i.e., regions 2,

3, 4 and 5, we obtain the four transdental equations:

= ne 2 2 2n2 12 4
tan kxa = n]kx (n3Y5 + n5Y3)/(n3n5 kX - n]Y3Y5) """""" (11a)
. N5,
tan k5 = (HT) (K/Yg) === s s mmmmmm s e m i m e (11b)
tan kb =k, (v, + Y4)/(k; S YY) memmmsmmme-mea- - (12a)
tan k. n = -Y4/ky -------------------------- (12b)
v = 2 _ o2y,2 _ 2711/2
where v, = [(n] nz)k ky]
= 2 _ o2y,2 2q1/2
vy = [(n] - n3)k® - k2]

Yy = [(n% - ni)k2 - k%]

v = 2 _ 2y.2 _ 211/2
rg = [(n] - ng)k® - k7]

A computer program is currently being developed using Newton's method to solve

equations (11) and (12) to obtain kx, k,» B, and the power attenuation constant a.

REFERENCES:
(a) Marcatili, E. A. J., Bell Syst., Tech. J. 48, 2071-2102 (1969).

(b) D. Marcuse, "Theory of Dielectric Optical Waveguide", Academic Press, New
York, 1974.

(c) I. P. Kaminow, W. L. Mammel, and H. P. Weber, Applied Optics, Vol 13, No. 2/
Feb. 1974.
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APPENDIX D

Publication citations and presentations supported or partially supported by
this research grant:

1. "Decomposition of Aluminum oxide by Electron Bombardment." B. W. Lee and
J. M. Kuo, B. Am. Phys. S., 25 (3), 238, 1980.

2. "Study of MIS Polycrystalline Silicon Scolar Cell Using Auger Electron
Spectroscopy,” J. M. Kuo, B. W. Lee, B. Lalevic and W. A. Anderson, B. Am. Phys. S.,
25 (3), 409, 1980.

3. "Chain Method of LEED/MEED Intensity Calculation for Diatomic Surfaces,"
N. Masud, C. G. Kinniburgh, 0. J. Titterington. Presented in Conference on Deter-
mination of Surface Structure by LEED, IBM, T. J. Watson Research Center,
Yorktown Hights, NY, June, 1980.

4. "Study of MIS Siiicon Cell by ESCA and AES," Y. S. Wang, H. J. Yu, C. C. Hsu,
B. W. Lee and W. A. Anderson, presented in the 27th National Symposium of American
Vacuum Society, Detroit, October, 1980. Submitted to J. Vac. Sci. Technol for
publication.

5. "Stability of MIS Silicon Solar Cell," B. W. Lee, J. M. Kuo, B. Lalevic and
W. A. Anderson, submitted to J. Yac. Sci. Technol. for publication.

6. "Atomic Structure of GaP(110) Face," B. W. Lee, R. K. Ni and N. Masud,
submitted for presentation in the Eighth Annual Conference on the Physics of
Compound Semiconductor Interfaces, Williamsburg, Virginia, Jan. 1981.
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A NONLINEAR MAXIMUM ENTROPY METHOD FOR SPECTRAL ESTIMATION

Summary

An intensive research study is made of the nonlinear maximum
entropy spectral analysis method proposed by P. F. Fougere of
AFGL. The research not only provides a much better understanding
of the properties of the method including spectral resolution,
convergence, etc, but also shows that the method can be perforr.
effectively with the PDP 11/45 minicomputer. The successful
implementation of tne method is described in the program listings
in Appendix I. Extensive computer results are presented or.
various data. These results clearly confirm that the nonlinear
method 1s superior to the Burg's maximum entropy spectral analysis.

Preliminary results on the multichannel (multivariate) maximun
entropy spectral analysis, the two-dimensional maximum entropy
spectral analysis, and computer graphics for the spectral dispicy
are also presented. An extensive bibliography of the maximum

entropy spectral analysis is given in Appendix III.
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I. Review of Research Progress
This research is concerned with the nonlinear maximun entropy

spectral analysis (MESA) method proposed by Dr. Paul Fougere of

AFGL. As verified in this research work performed at the S
PDP 11/45 minicomputer, the method not only provides a much better
spectral resclution than the Burg's method but also removes the
line-splitting and freguency shifting phenomena for sinusoidal
signals, as experienced in the Burg's method. By using tne double
precision, the minicomputer results are reasonably close 0 those
obtained at the CDC 6600 computer at AFGL.

The final computer program developed for the nonlinear
complex signal maximum entropy spectral analysis is chowr. in
Appendix IA. The program follows the mathematical development of
Fougere[l] but is guite different from the original computer pro-
gram developed by T'r. Fougere. Appendix IB is the compuzer
program for Burg's complex signal maximum entropy spectral analysis.,
By using the computer programs and the two-channel radar aata as
shown in Fig. 1 (see also[Z]), the spectrum of the nonlinear
method is shown in Fig. 2a (linear plot) and Fig. 2b (logarithmic
plot) for 10 filter weights. The Burg's result is shown in Fig. 3a
(linear plot) and Fig. 3b (logarithmic plot), also for 10 filter
weights. More detailed tabulation of the major frequency compo-
nents outside the clutter bandwidth (-0.167fs, +0.167fs) is given
in Fig. 4. The nonlinear method which is very close to the true
answer clearly i1s much better than the Burg's method. 30 iterations

are used in the nonlinear method which appears to be an optimum




number. The optimum filter weight is around 10 or 11 as

determined by Fig. 5 which shows the finear prediction error (F:Z)

according to the Akaike criterion. The solid curve is the lower

bound and the dashed curve is the upper bound as tabulated in

Fig., 6. The upper bound was originally proposed in the research

proposal{z] and it seems to be better than the lower hound due to

Akaike,

Major documentations already made which describe the research
progress are as follows:

1. C.-H. Chen, J. Chen, and C. Yen, "A minicomputer implementation
of Fougere's maximum entropy spectral analysis method," Techni-
cal report prepared for the Mini-grant, August 20 1980. This
report has detailed results of comparison between Burg's and
the nonlinear methods for sinewave and sunspot data.

2, C. H. Chen, "Spectral resolution of Fougere's maximum entropy
spectral analysis," to be published in the Proceedings of IEEE,
June 1981. This journal paper based on the work performed
under the Mini-grant provides a good comparison between the
nonlinear and Burg's methods, and the other method for complex
sinusoids. The Cramer-Rao bound is used as a reference.

3. C. H. Chen and C. Yen, "Note on computer graphics for maximum
entropy spectral analysis,"” Technical report prepared for the
Mini-grant, March 23, 1981. This report provides a three-
dimensional spectral display of sinewaves for both nonlinear

and Burg's methods.




A number of important results are included in the new research
proposal submitted to AFOSR in December 1980. Appendix I1I
provides an extensive list of references on the maximum entropy
spectral analysis. The following sections describe some new
research areas with preliminary results.

II. Multichannel (multivariate) Maximum Entropy Spectral analys’s
A mathematical presentation of this topic is given in Apper.dix

II. Several computer programs for multichannel maximum entropy

spectral analysis were provided by Dr. Fougere. The following
results are based on the time series of sunspot numbers, northern
light activity, and earthquake activity by using the third multi-
channel program. The data are tabulated in [3}.

Fig. 7a is the first channel (sunspot number) auto-spectrum
with linear (left) and logarithmic (right) scales, and 16 lags.

Fig. 7b is the second channel (northern light activity) auto- ‘
spectrum with linear(left) and logarithmic (right) scales, and }*
16 lags. '

Fig. 7¢ is the third channel (eartnquake activity) auto-
spectrum with linear (left) and logarithmic (right) scales and
16 lars.,

Fig. 7d is the cross-spectrum between channels 1 and < with
real part (left) and imaginary part (right), and 1€ lags.

Fig. 7e is the cross-spectrum between channels 2 and 3 with
real part (left) and imaginary part (righ ), and 1& lags.

Fig. 7 is the cross-spectrum between channels 1 and 3 with
real part (left) and imaginary part (right), and 16 lags.

By way of verification, 1t is interesting to note that the
spectral pearx for the sunspot ruumbers is determined accurately.
iII. Two-Dimensional kaximum Entropy Spectral Analysis

we corizider a very simple separable case in the two-dimensional
spectral analysis. The signal considered is sin(2Tx) sin(21y).

In tnis case the power spectrum is the product of the power spectra




of sin(27x) and sin(2Ty). In each spatial dimension, the power

spectrum can be determined by using the Fourier, nonlinear and

Burg's methods. The two-dimensional spectra are shown in
Figs. 8, 9 and 10 respectively, based on the Fourier, nonlinear,
i’ and Burg's methods. The nonlinear method clearly is much better.

Extension of the above procedure to a more general two-dimensional

4 spectral analysis is not possible. Although some two-dimensional
maximum entropy spectral analysis work has been reported (see
Appendix III), the success is very limited. Further research is
much needed.

i IV. Conclusions and Recommendations

¥ The nonlinear maximum entropy spectral estimation method ]

- proposed by P. F. Fougere has provided superior spectral estima- :
tion over the Burg's method in a number of data considerecd. The ’
computational requirement of the nonlinear method is, however,
significantly higher. Typical number of iterations needed is 20
to 30. The use of minicomputer has not created significant
computational problem as predicted. It is our strong belief that
the nonlinear method will become very popular in high resolution
spectral analysis for a wide range of applications in geophysics,
sonar, radar areas, etc. 1
Recommended further studies include the multichannel
(multivariate) maximum entropy spectral analysis, the two-
dimensional nonlinear maximum entropy spectral analysis, computer

graphics for the spectral display, signal decomposition, and




signal prediction and extrapolation.
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Log. of Log. of
No. of weight ——%}T%}%%_.Fm _%ég%%%%%_.pm

1 -0.,279 -0.224
2 -0.463 -0.381
3 -0.445 -0.332
4 -0.562 -0.418
5 -0.674 -0.496
6 -1.080 -0.866
? -1.539 -1.283 ’
8 -2.063 -1.762 '
9 -2.587 -2.006
10 ~-2.597 -2.175
1 -2.678 -2.176 L
12 -2.686 -2.075
13 -2.738 -1.971
14 -2.815 -1.764
15 -2.539 -
16 -2.824 -
17 -2.833 - ;
18 -2.810 -
19 -2.799 -

Lower Bound Upper Bound

Note:

N is the number of data points in each channel (32 in this case)
M is the number of filter weights

Pm is the error power

Figure 6







s




Fig., 8b (logaz;uh}ﬂié._plot}

L 2od

) Ry eTe |



Fig. 9a (11
linear pl
ot)

m\“‘“‘

“““\\\\\

o A
SOSINTIRY

Fie oo
e 9b (1
ogarithmic
¢ plot)




1}
.

W, \

e

. N RN o e 3 AR -




10

T

-

70

Appendix IA Nonlinear Complex Signal MTSA Program Listing

e

IR I
ot EQ I

Tudn bodbd oy b, L, b
Leo 0RO =D

AL e kg { g

R R RS S KR B

: !
TR
MR R

b
T S R A N S A R
T T 4

gy sl

s

TSR R TR N A R

=T RISk AT

IR A N RS I B N N

NS TR T NI S SR, 5

IR A C T R A
IR AT N NN PR A
IR SRS

QN - N A N ERTOTH R ]

S TR RGOS PI T S P I S IO T G R S T
=1, du

PO B R

N TN IR B S PO BN~ L A

AT LY )

DA T T 1 S I N IO P S A LI e S P S T
[T DR B
Pl R L

bid

TS TR




TS R AR R RS
Sl HO PG, Bk
T S A S s & PR R IR T KT SO B PR N I

D T S (R S A U BN SRR VIR LR I

v PRI . ,

R B R o o e Rl B G B N A SRR
) PSS U A VPR N P S 4 I SO S A I R N R O

' L N R L R R B E e SRR
- Y ha TG T L
‘ ) IBUNCI R RSN P

LIS S A A

3 “ 4 A} o
\ DR A y
3
| t [ A
~ !
;
O 3
: !
.l !

[EPETSRT RN R (VR S
LR R

SN E RN AT ST T

! SRR B N IR PRI &
e T R

|1|4‘._-1 R R e LA

Ve by

[RY SN R EROPR NS S B ST B TR RN SUN I

L b e e G O ) )

Yz =G i

R I R SRRt
TR et i
SRR S SR i
THE TG ONR v A R R N N IO NI R B | SR
PHE A CRERL S e s ES G ORI T, G I b
F =R 0 = MRS R

T e N A R N R B AT S

A
[ T Eo

S R R TR IR R ST R N W S St STV R W RTRTCI S
by DN

| TR S B L BN

palsia e i M

hobeoio -1

I TR T L S ]
O B I o o S D R A A B S TR R @R B IS o o S S SRR
ol R DR = o AN EURD I S RTRTE I ULVARE NG o o AU IPRE SO I S A L I

PN LW

[ S TR S A [
ivs b Ry
I N

e 1 vl LA
BROT v aREED (0T )
YOy MO 0T 20
B

Fidh




SESTI FINs ==k 2 O, T )
[ETHTRICHE S o S P R PR TN RIS GRS W A B PRI E R R TR B U i P S o R AR TR
I B R s T N

L T S B O O | T T S T o G Y B S P VR Y

EECESENE bk B X e, AR S SR XA L, L

TETE NS DA VAN (L )

F=i. 74 Wt

FIN = sut s CRR—1 8 )

BOCRD VS M ey (1D

S E R NG e

HEENSTH RN

L R I R T

ENEIS Y

i bbb b
] DL b e RRRL T <
R ] N T 3 IR QR I I S T
N S A B I S SO R S T

e RPLGRTOLO, L0y, kDTG 0 e T
- b e M, e
SR RS SO

P T N R AR A

R S S R AP

b o
i o i { ; - i
S Gl

i (SR S
o ARTAAY
AL AW I T W
(RIS P R = N RS

1

R SRR BN R NI L I =1 S SN R T S I
SN L N I I RN R R A S { SRR I

s
x
<=

Y] (RN

Pea il i '
T 2] S PETR DT NN U0 RS TN £ SN E SN TS SR Y O B IO S |
PR, TR |
) @b DAL G G- 4 B G b TR, L

S 1 SN PR P IV SR S

!’

[ A S B TS W
[ ST R A
(£ NN R R S (PR )

e T =0l Oy
Ptk

7 B
P el
Gid 4
ol S G
FICt

IS

et ir X T LR




EN

- e AT T T T T A T AT TN, T

O AR S AP
R T T B N S S e B T N G B B R I O T P R R T A
sl
St T P ST SN o SO IR S B SO SR BT SO R T S
ETIE P & R S S O 0 B TP S N S A IRV RT SIS RN A A PRI
PRI R e o
[T SR U TR AT W1 S SEIPEE S N S PR I o S M| S
L T L IO RS SR AR IEE S SN AR A S B NI TN S ST I SR
ol (DY (s
FLEERTL (o D i O (R
(I I A o
i

i

LR S R S T o A R A R

I e T S B BB T

il e oy e 1
TR P ST ER A O R R
FORT T F 0, e

T T MU R LR B [ SR S S R I B
-+ T O A
L NIRRT I
A et e e
PRI R '
- Pias ok i
- Lo i i, i
FoAm TR
TN R N T
] R L pH -
AR RTINS O R T e T U e 0 ey
B e RN A T S O N R I A NI A ST S R E S R
R SR N R N TR e T RO I R N R N S I S RN I
R I I e R 1 N E R RIS N IR I 5 S I RN S R
R TICHCA I (I AP
R o S P B I 1 R e O o P R R B e B N S T R AN PR S
[ S P R I o S nian it S I O PR AN B I o AT S PR
R | R T O T Ot St ol SN O K P B R T SO A S S O O
R T A S P e SR i BN PRI I I ER PR TS ST R SN AP
B Gdd o
RS LA Y D
: by e
Lify
o
Jvid
(1
e
Livt
[
L. b ~
n 2 Atk ey YR




- RS TI T N O SO S SR E AP IR A IR AT
ST S BT o SN AP BRI S Y S S A IR B AT A U TS D)
‘ Uil A CV bk, 0T Y, THIRR, T
o b, Do R=OE ), AT R+
L ol SO O AV S SRS ST S G S S I I et S SR (4 T W)
' LN B R BT SAU B SR U AR U1 S SO I | S B

'. RS B O O S o B I N B A S
_' R o T I PR IRt S R B R AR R B B TR SRR BT E

E ‘ IR TIN P AR YN A B N B AP B R T o SR R S
] T Y I S S SRS A TN I B IR S Tt 1 G AR BV S I T I PR IR IV T S O I T S
DG L B I T Tl I e I N N S s PR R IR ]
Pl (SRR SN SIS A O SO I B S O I 1 S SRR E
) I

N ;

[RTENDN S T SO SO S A NN SR S IR ) SO IR N I

_ SRS I EETL N G IV I o o S WM T
? (TSI SR R I o S O SEPTURE i SRS S I S < OO ol B I 1 S SR R T A
[ T TR Y IR O S (S P B NS SO o S PR VI SO U TH
i R R |
3 -
E ' =

P i LR
Fitd

SRR Ui RO X KL YR L Ak s
P B LIS TON (el XTI, v YL sk 2 )
s EREYH= A YT
B RS T R U

pobs ikl
ISR

- SESEHOLE T Oy X0 YR, 7l Sk )

PEDRE b BREC TR T KR, X, YR, Y, 2k, 7
P GO

RN OE S

bkt LR

RN

D) S ST IR R SRR A TR T S - ST A S S A
JRILIRY B S S SN TR Il AR S A AP S |
K- XR+Y

Al=X1+Y1

HETIRN

iDL




SRR e b o rei b, e
LS b BB bomp il bt a0 0, dabkga M

-t R S AT ST ST A R | P R T S B A o 1T EO R I S R IS e

-+ RIS R o SR T LR NI AN S GO B QRO R F S THN S & RN TE R | SO S\ SO S U T S R RO A I
IR T U T TR Bt U SR IV ISP S Y 8 RO S 3 TV L B SRR S
SRR REET RN ST S S I EE AL B T S I RS R I R B R R Y S AN KUY
Pl o
IR PR T SR AU N R T R
ol gt NS N IR R N
VWL T Oy D

ORI BEORG O S (N0 I N R S A I S

cARCL B O Ve, e

0 SRR USRI i Buisi= Dard b ISR o SRR
AT I R S RS
TR EE LY

SR RIS

e SN
(NI Y S I B

(T S T R N T

RS I

DEEAEHN R T Y e
SRR )

SR AR RN S RN

,
Lo

R AV SRS o SR

TR G~ e, i i
8] I SN

il Tre =O
VAY (NS )
= o] i i
Moo

Y R R BB TR A B Y S et B A I S B AT TR B

SRR S EER N SR
I CME Ca LIy 5y b b YW TR G bipey, e O n bt et sk Uy, i i
LiY O L0
SIS e E TR
RS h B R T
Vibd by g
R S U ST R T S R R

e

Ay




o S

iy
£in)
K]

AR

o
PSRN
oo

R R R R R T e R C R TR )
[ENEET T R S NN R RN I N AN )
e»\uvvflw,ﬁu-,-nu

- (Mi'\!H'rI/ R o R e Y S S K P A
i
(‘i = \ R S e P A AN
ﬂmwua-i LIy
T A b d d oty P, =
Th AR A=ailiZbny ) P, iy 10
AT NG TR TIN SN
(AT AT A O
X b
vxo-0yY .
1n| 1o

B

=i, M

SR R TR TR NI T o AN A
iR )
it
P =i g W :

IR A R O RN R IS S ) !
PR QY o oy msiy, i
ERE P '

i3 §-‘ii|'.. gy

I SR AT O
’l RN 'r R M N TR § I S IR N U VN SRR
ol R 7

‘r-:i* ERENE

BRI TR

-

T S O T B kIR S P PR

HOLEA T LAkt LY

R IR SR TR B UL S N S TS

luil |‘ .1“'l'|"l SRR R E T SY ST UK VT

b diueis, oty

ST AT N

TR Al Ry
KN A B f.‘b'\r’-—'/:!-l»!) / Hl.‘.r‘ &
e i )
O Es LY =i 70 LR L Y
(AT SR ST AR SR AT I ATUY S RIS

[T AW P SN

XOPY Lo+ Ci=a R srcl)

~0 TS T S R T T N SR R S SN S T R SR G
[ A TATIE S S B i B AN I
3 ) I -
BTy Ty Vipat .
AT oo
(N e [}
i o=
[ I [
EE i
AR & IR~y = -
Y
t « .
L- - -




i z l‘.,
i W
)

RIS

.{i' -I, ( )

£

s )

e lal

SRR

—

a Al
.

o
[
. s
AR
LY

Iy

a0
SR
o M
Pz et
ook diar
[ R

HOE e

[IREIRL

[EERE

S R
TR
Pl
[BERESNER)

.

(ol s 1
HO 0=y
TF i
boolend

[ !
bo
(IR
(P R YRR
Mty H

bty
{hae T
Pk ke
Lith "ty
Loyl
Loy M

b

SRR,

[0 T

PRH LR be-

b ti

Thoe
b

b

SEE T

wal biad dn e,

R R R I

I RN T P T )

b= 3 ol Uk e e

U !

SICR R RN SR N

s, g

LA e

Bfadioii s 10, i

[ I

SR

il
CEV A ystH ORI 7 s e A e

|:\
b=, 0y
(S
byl
[ I LN FER PR i
i P IS I R S R P

P




! koG
| I AT It AP S N SRR B S
] " .

S I N B IR A
v PO A e L
iy LN R RIS

b L

R C I B TN RO I

SRR IS N IR N A G TR
}'

TR TH ) A S XY ST R (P NI R O R SR SR PR P
- P, R e b
(ST P ST T S PSS
2 SR RC NI IR SR A O A S
-+ K I I (A T G R AVRV T SR B
et P ity o= s
WL R O T Y i e
it R LI PO A B O IS
USRI i
e Pk D e ER R TRIR IS I G B SRR R
T N B O U L o AU PO NP B SO O T O PO P OO SO I B
e [l SR A R T A | UTEE S I TR IS & £
R N A T
T R R A L i
U1 I IR AE A SN A T S I VRN SIS B I R

bbb
N

e TS SRR R I AU o W S I A R

P

Fhind

[




-~

-25-

Appendix IR Burg's Cawplex Signal MESA Camputer Program
DRIRAN VOA L2 IR N P RTATA R AR i

C WNEDE S CHMRFEING Cit, 2 L] LT L= G-
001 TN TR IR X
<100Q72 ROl FOEY PRECZZ) PFROED) PNEW 22, GHNRR T
1003 Pl 3000, GRGCZ0) BEEMOTO) HOLE CT0y S 0I
Q04 TSR T S G D I LEY YR L0 T O QGO
000 DAYl U SO G S ) o S o S T R P TR IR TU N =T AT I S o
O0A VR T Gy by
2007 5] FUwiam CF K, Tseaeestae TR DU LG SN, B XFANIT, )X s 7000
deler=: Bk Cmy DO NI, LG 58, B RRPARLD, T
QO 10 BV O T, ER L )
G010 Wil T (8 15
2010 i5 FORMOT CL2, Taeseskaest To- TEANL, DSvadk, TR, BT, To, b= ket /()70
a1 RENSDOA 20 TETART, D0, T, NJEvy, 10, 4
UND B 20 U TSR IO
a0tA Wby T Oy TSN, LG, DETORY T Tk, TR, e, T Rkl BRI D
W15 25 SN AN N N = SO A B AR S B
QLA il BRI
0017 N L se”
A01E Ok INE FILE 207 NT, L T Y0
RN Ry Ol INFLT (R UM SN, R NE W R
2UO WR TR (g 20 ) MM
0021 G FlsAT (20X, 7 F DA W ik R o= T
TS M Colt, We G, B, )
DM THLI = N PANCL, Y
D02 AT W & o W
IO 18] N T VN
OQs DW= 00T CRIZ =1 v 3e bk Ry L
0oy b TR L NZR YR AR -1,
QOIE [A B b, BEFLY
oy SE R R =FLDAT (ER-1) FkN=-
SIS N R B S IR G
O & =i, Nl
FREUCT r=REALIFECT )
B R ARy s R UTATE G S I I
CORTIN
L 7600 1= MM
O YA T y=rilaT el
Eofad b BMEEOS
L bR OO A FREUL L, R0, 1000, 5O, TG0
Q0D e R ICLOY AL Do, B )
0040 AT I 1 2
i 00al WHITE (&, 290
Q4 P FORFEAT 209, “awgns T/ CHORNNRL WV SRR
0043 e ma ) MK
0044 R FOSMAT DL
OON (IS [ S S v ST
0044 COLL BREEE T OV X NSRRI D0, 1000y A, G0
004 s IMAT N B RS I & S I A B S
Qe DI I Ed
o042 WHLVE (&, 07700
D050 o FiosMAT GOy,
Q051 bk N C Loy i Y LY
i:)(:).'f-fl-l b
aOEsE o= T, MUy
004 20 Fr=sb CT) 12 o (1)

~.
o

™~

Pz~ THARNED T WAL +e3t3-247 )

R > TR . Bt et




-

-26-

DRTRAN VO, 134 Q0 T00 14 P NTAT T C AR

VIS5 Fobo/ DA CND) 4
WA SAVE=F
057 WRITE (S, &0 F
03 FORMAT (Z1Y, “F =, k=12 7))
o Ly Y =i
IRYNY) iy 120 NH= L, LAY
& NIV = N L ]
O TN DAL BRECOMUM, MAL PRV, RERLE, G, GG, GOGM, HD
RYRH P, =G OMN Y s CONG GF (N ) ) =P ;
Ty HE b= !
QDAES 00 TF AN G sk s TO 1050
[WYo¥oN I VN LT ARG T 1LY O
VobT TE OO CRNEIN=- TS0 AR Y, THHEY . N OMR0 70 =0
O i Sl SERECONN, G2, 2k, BRI, P 0T
BTN [T TR C A R
0 Cish L =R
271 RS CA, =19 Ry
W At WEWRAG
YA DAL ERFLIGITOY X, = Modd T, 20, 101G, B, 700
/4 VIR T TR (i 1770 RN
IRV WHLTE (5, 172000 NN
"O7 6 30 FORPOT (20X, T B OF W TGHT = 7 T3 Taeastaas )
W/ b L HROMN, 15, 50
CALILL FIGYOYY, OALL, 12,00
TECOL RO FE a0y Cdid, PRITONGL O, =, vy
IF QLG LE QG D 140
RO 6, 229 ) X
CALY AL 0E, N
b NEREWENG
el WRORIN, 35, 5)
CELL FREFLOT O S, WOT, 20, 1010, B0, 7300 \
WRTTE (A 1070 Y BN '
Gl FTELOYX, Sl T 1) i ]
140 b
2 150 T TN b
0 (IR YIS N Ei Y |
091 Calil EY T
Q52 kil

[ I

[P

ROLITINES CALT R

BRL 0 TNFUT 0 R o ATAN  FLIAY 0 T b AL
NIMALG  NEWFAG, FREFILT, F D50 0 ONGEE L, b, g
SREC PRIV AL o EXIT

CRTIVNG =,0P 2

e T LEMT A
ME T, 21E5 (OETTHTY 4
. b3%%. o (OO0

#HTOMPII_ER ———m— IRE 33

FHAEE k0 FREE
DHFULLARATTIVES O0EAn Lamr
EXECLTARL R O1263% 141109
AZ=RMELY 01774 12744




~
1

-27-

CORTHAN VOA L Ozl A4 e AR=2 ik i

IR N1 SR TME TNEFLDT OX, N, SN, Y, 2D
OO COmMiN TRNNEX
G053 Sl X1
W4 REl YONT Y 2N )
T Y=
RESD(EZ T INDEXD)Y
TN %= 2
HEAD (T TN Y2
Do =1 N
200y =00
b DT TN
Do 100 oLl
XCL)=UTpRi4A Y Ly, 20T )N M X (A= 01, O v iaaile= (L, 0 )
10 DN TN
WhT itk (55 200
20 FORMATC 20, TOHANNSL T, U)X, TOHARNED T
D AQ =1, Wi
WRITEC, 20) Y

Dy, Z2¢(1)

E (
A0 FIORMATOPEX B2 2, X, B i3
) N itk
Rk TLRN
FiND

RO M=
CMEILLX

DTG = 7

B0 LENSGIH
TR ) (OO LOATY %

59D 2 {Q0O00L)

#COMETILER ~——— DR 34t
g o FREE

[ SR o)
DEC MRAT VRS
EARC R R
ASSEMIZLY




-28-

‘ SRTRAN VO£ 1 QO 11 FANEE L TR F Fis-E

' 001 SHEROTLar Wk ORM 5, 110D
. T8 4 REM. (1)

; 003 COMFL EX G

‘ w04 Dy 10 I=1, NN

‘ OV A-REALL(GCD)N)

06 FrATMAG GO T) )

a7 [FOTC ES UDWRITTTE S
PO IFCLC, EXURITRE (00 Z20)A B

i 0% 20 FORMAT (22X, "7 15 7, 70 5o 1 7, 7))
010 L0 GO T

il RETURM

LD R4 ENLH

SO DYAVINE]

RO IMES COLLEL:
3 R, AIMAG

DR TONS =g 32

S I NI o LENGTH
' WR 10 (QOO404 ) %

f ! FRCUIMF TILER === TRk 23
l | FHARR UzkD FREE
DECLARNMT V-5 002007 tAL 776
EXFCU AR KD J
NESEMILY

FORTROAN VO& 173 OO0 Bz =21 Tl - F ok i

D00 FIBCTITON GALkS (AR, ST0HGS)
OGO R =1 /720K 08 eRTARCL, ) )
OO0 10 CORYT THUR

OO =10 (RN, T i- )

Q00T Yo AT e X (=YY

D00A YTRY =R #RAN O, 1)

007 TFAYTITRY 0 YD 1o 10

GO0 GO et X s n TEMOE X)AOR

OQO*= Rt TN

D010 ]

RICEVETINRS AL R D
SEHRT . ATAM . RAN v EXE

VIET TN =20

Gy PENGTH
Fab-s 171 L OOOY )8

#4 OMPILER = VR 304

HHA-E =rD FRER
DFCLORAT LVRS OGA 7 4T
EXEC VR AR S 00 s LA
Era-k Mzl Y LT 2 s




-

-29-

. SORTRAN VO& 33 OC: 20 5L A=Ak AT i

o 001 SUEBRDUTINE BREC ORI, NN BRE S FRRG B G, 065 00T, Ho
' 002 DIMENMSION HO1)  FEE L) FEROI) RO ) a0 0 G0 ) 1ansli (L
‘ WDOE COFEL EXOG FREES RERS ML OGS, GGG, FL R D TN, T
OC0A XERD=(0, , 0. )
i SO0 N NIN--
, 0L TR OGN NKD Q360D T 20
: 2007 iy 10 =1 NLIM
{ WOOH FRF () Xk RO
SOQw 1 FER () =XERD
GO0 w0 Sn=XERD
Wl S0-XERC
017 s N =N
W o os0 =1,
Qa4 GF (N1 =R F ()
IR D Fozb (L) RO
S04 SN TR NN (B w0
W17 ==
1 | DDA =0
1 GGG MM Y ==T7 0 il S
V320 ITE (N FED Q)M Oy =556 01 )

‘ Th oW ER Oy Ty £0
o 4ag =1, N
b=ti=d-1
| B2y S Oy G50 ORI Y DS (GGG (R

DS 40 CUNT TN
Doo=0 k=1, M
=0 IS5 H G
DGEE CNEDY =100 (N
I B P
LD LN & T el S PO
FRERODY sPRR G 00 EL a- CEESCR Y Y3 (P RE Y b (el ) )
FhEE G =R F G+ Y S300E N ) < (HER R = T 00
; /0 LN THILIE
I0E oy 20 1=1, NN
1025 20 01 ) =GEh T
OO ReTHRN
O3, MY

RO ITNES CHallEL:
0N S

OFTILONS =/ 0+ 7

Gl Vr K LERNGTH

EFFC G (OOIQTEY

#HCOAR T ER ———-—— (MRS
FHASE skl FREE

DHCILARAT IVES 11794

EXECLUTAR = A 1AL

AS=EMELLY QIZon sl s

it




TAFTRAN YO&. 13

D01
32
003
“()4q
005
Q&
OO/
3013
Q%
S10
i
W2
13
W14
N Vi
DA
317
RN

QL

MR
e

|c_);l_5

160

20

-30~

OC: 33 Az E M- F i

SUEROUTINE QPthNNJG:QISF:KFUL,P,ﬂ1)
ODIMEMSTON S(1), SF (1), (1)

COMPLLEX G, 0%, Ok, Gk

ONF:-(1., 0, )

WRITE ('3, )R

FORMAT (12X, “#ase M b p= TOELE /0 mimsne
Fid=7 spa)gy

2 20 Eb=1, KFUL

A3(ANND

SINCAND)

DY 10 k=1, NN

Gh=05(K)

TEME=C #0A0~5 #90

SATUT #SARS TR0

ZA- TEMP
SC?=SEE+GH%CMPLX(CA.SA)
COY TN
S(MF):PQI(%ES*CDNJG(ECS))
Oy TRl

RETLIRM

ENL

RO INES CALLELD:

L »

ORTIONS

Bl Loz,
SFRI

ZIN s URLX L, TONG
=/0F 7

LENGTH
RS (00 L&n)n

#ECOMHILER ————m DR e 3
FHAZE LEEL FREE

DECHARAT IVES
EXFCUTAR £
ARSEMELLY

1A% 4
1h4E
tazes




-31-

ORTRAN VO£, 13 Q0 34 Q7 -MAR-E1

001 SUREROUTINE FRITONCLT, DT, =5, ¥X)
002 ReAL =(1), YX(1)

OQ Frhkrttl=1, ZRLDAT (N =1)Y /77
2004 YA == 50

005 [y L0 T, MO

I00L 10 YX(I)=YX{I-1)+FRF31

Q07 Ly 200 J=1, Ml

OOE WEITE CH Z20).L YXCH 20D

LR ISR
olo O PN T DN
1111 R LIRN
012 F i

LI

RO INES AN LED:
FLOAY

DT TONS = 08 2

LD LEMGTH
FRIT 174 (OOOHET) 4

#H#COME TLFER === (ORE 3

FHASE s FRER
DECIAREAY IVED QOAM: -
EXECDTARLE:  OO723
AZZFMIY O 140

w‘f St o A s g HAUE 1H B T
. . 7 )
- i

-t - LS S S

FORMATCTIOX, L2305 R0 72X Bl

/)

PGk




T

-

-32-

DRTRAON V06 1 QO B4 25 2= MO -

Nl SUREROUTINE FIGLOYX, CAL T, ki
W02 REAL CAL.CLY, YXCOL)

HIOF ZAL (1) =350

Q4 o o) I=1, 9480

0DON TECT. B 10 i 140

RINT Io=]--L/1a%12

N1 I TECT L B OG0 1 50

05 CALTT ) =0,

VOOw B T OO0

930 =0 AT Kb

il 100 COINTE TN

D s O 200 J-1, 960

RN B 200 YXO D=k LAY L)

w114 AL EREFL 07T OYY, DAL, 260, 20, 1020, 90, 77
115 TECEG FCL 2 YWRTTE (&, Z05)
ANE ) FORMAT (59X LIMNENKR S0 E 7))
N v THORG BD DY WKRTTE (&, 2103
alE 210 FUORMAT (X, G S0 AllE )
1w THROEG B3 SYWRITE (4, 210
D0 “15 FUORMAT (20X, “TIME  S0AL )
"yl CALL BRILL

e KE TIHRN

TRyac ENL

RUOUTINES CALLELL
FLOAT , EREFLOT, EBREL

DFT IO =0 1

Bl CRCE LENGTH
Fist ety (001077

##COMFILER e CIORE
HFHASE 10 FRRE
DECLNARATIVEE 1A 715
FXFCUTARLERS . POl AN
ASEEMBLY 01177 1a=sat

1

—




DRTRAN VO&, 3

01
2
TV
W0
W
[RIe73
W/

10

ROLITIMES
ALTHG O

CiFT 3 0mgs

Bl L1k
LG

##CLIMETLER

FHASE

BRI THNE
REAL. =(1)
oD o1o
CONT LMW
RETLRN
FiND

CALLET:

= 0R 3

LENGTH
74

OECLARATIVRES OO

rXRECHTARLE -

AZSEMINLLY

D070
GO A

COQOZ2/ )%

iR 3
L=k )

_33_

Oy, B =

AL S KRN

I=1, BFUL
IFC=(T). 5.

oSO =alLDGIals=ol))

FREE
VALT 5
AL
L7

AT VAT S

i

Bl




-3 -

i Appendix II

| On Multichannel (Multivariate) Maximum Entropy Spectral Analysis

1. Introduction

The univariate maximum entropy spectral analysis has now been well developed
and applied to many defense research areas such as radar, sonar and geuphysics. There
has been some work done to extend the maximum entropy spectral analysis to multivariate
case. Whittle [1] and Robinson [2][3] generalized the Levinson-Durbin recursion to
the multivariate case by fitting both foward and backward autoregressicns in a
stepwise fashion. 1In this thesis, Burg [4] has mentioned about the multichannel case.
However the computer programs for both multichannel and multivariate maximum entropy
spectral analysis were only recently developed successfully. Morf et.al [5] developed
an algorithm for direct estimation of the normalized reflection coefficients from the
observed data for maximum entropy spectral analysis. They also compared the spectral
estimation with the methods of Jones [6], Nuttall [7] and Strand [8), which are more
of a direct extension of Burg's work to the multichannel (multivariate) case. Burg's
algorithm does not generalize directly since the forward and backward autoregression
matrices are not the same in the multivariate case, and the forward and backward one-
step prediction error covariance matrices are different, although they have the same
determinant. In this report, the programs developed by Strand and Jones are applied
to real multichannel data and imagery data in addition to a set of test signals.
The merits of these methods are closely examined. In spite of programming complexity
the multichannel and multivariate maximum entropy spectral analysis will have increased

application as the real data are almost always gathered in several channels. Data

from several channels form a vector for multivariate study.
{ 2. Brief Mathematical Analysis
Let XisKogseoos X denote n zero mean vectors of dimension d each. The sample

estimate of covariance sequence for lag j is




Fs
W
=]

Z X, ,.x! (1)
t=1 t+j

‘ where the prime denotes the transposed vector. The forward and backward predicting

autoregressions of order p are given, respectively, as
| 20§, @
X = A X
! t k= k t-k
2
HONEE INON @
t k=1 k  Ct+k
where Aip) and Bip) are d X d matrices, and can be determined recursively [6] by

making use of the estimated covariance matrix in Eq. (l). The recursion starts with

s(f)= S(b)= R (3)
0 (s} o]

i The one-step forward and backward prediction error covariance matrices are

(£) _ (P) () ()
¥ S, = (1-Aa7B )5 )

| ) (4)
sC) = (1 - B APYs®)
p
‘ The forward and backward residuals are, respectively,
;!
k) _ _ E (P -
et xt A Xt—k’ t =ptl,...sn
(5)
(@, - §a® N )
Bt = X Bk Xt+k’ t=1,...,n-p :
k=1
The recursive equations are then given by
e(p) = e(p-l) - A(p)B(p_l) s t =ptl,...,n j
t t P t-p (6) !
(p) _ ,(p-1) (p) _(p-1) _ _
Bt Bt Bp et+p s t =1,...,0-p
The least squares estimates for the forward and backward autoregression matrices are
(P _ w1
Ap uv 7
B(p) = U‘w—l

p

where U is the sum of cross products of fwward and backward residuals at lag p,

U= 2 ePH 8Py (8)
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and V and W are estimates of (n - p)SéEi , (o - p)S;fi respectively,
1
n-p
-1 -

ve ] 8P iy 9)
t=1
n-p

- (p-1) ,_(p-1)y,
W tzl et+p (et+p ) (10)

Although the forward and backward autoregression matrices and the prediction error
covariance matrices are different, the multivariate spectra should be identical

when calculated from the forward and backward fits by

S(£) = n[a(n) ™" séf) [a%(£) )7
or by
S(£) = h[B(£)]™* s;b) (B*(£)] "}
where p
ACE) = I z A1((p) eankhf ;
k=1
B(H =T- | p{P) -2Tikhf

k=1
h is the sampling period and * denotes complex conjugate transpose.

The above approach based on the work of Jones [6] does not guarantee stability
and does not generally produce a non-negative definite spectrum as has been pointed
out by Nuttall [7]. Subsequently, Nuttall [7] and Strand [8] applied a weighted
arithametic mean error criterion in order to provide model stability and to ensure
positive definite stationary spectra. Another procedure suggested by Morf, et.al.
[5] that also meets the spectral requirements is to compute the spectrum from the
normalized reflection coefficient matrix p. To obtain this matrix, W and V are
factored by using Cholesky decomposition into the product of lower triangular

. : . . ® (£) (b)
matrices times their transposes. A new recursive procedure for Sp p

using p in place of Eqs. (4) can then be obtained. Other recursive algorithm has

and S by

been proposed [9] for the solution of the normal equations for both single and

multichannel data.
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Apperdix III

A BIBLIOGRAPHY ON MAXIMUM ENTRCFY SHiCTRAL
ANALYSIS AND RELATED TECHNIQUES

I. Introduction

Recently there has been strong research interest on high
resolution spectral analysis techniques., This is an important
area of defense research because of the numerous applications to
radar, sonar, and geophysical areas of defense interest. an
excellent publication 1s the Froceedings of the 167& and 1979 RALC
Spectrum Estimation Workshop. Maximum entropy spectral analysis
is one of a number of high resolution spectral analysis technigues.
The impact of the Burg's maximum entropy spectral analysis metihcd
is far more significant than the technique itself. Thus in this
report we present not only the bibliography of the maximum entropy
methods in one and two spatial dimensions but alsc a numbter of

related methods of high resolution spectral analysis. Cne common

assumption with all these methods is that the data record is short
and thus the conventional fast Fouriter transform method of spec- -4
tral analysis is not suitable. Frobably because of the snort length |
record, the maximum entropy spectral computatiocn is fairly sensitive
> the presence of noise. In the following sections, rererences are
arranged in the first author's alphabetical order. Each reference
is listed only once in the report. Effort has been made to provide
as complete list of references as possible.
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