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FOREWORD

This handbook is part of an overall effort to establish and maintain a
high level of expertise in our program business management operations. The
ability to apply and analyze vurious scheduling techniques is an absolute
necessity in doing our job of developing, producing, and delivering defense
systems. We must relate schedules of a myriad of activities and partici-
pating organizations to accomplish this program management job success-
fully. Our intent here is to present some basics and practical approaches
that will serve uas an initial training aid and give a roadmap of procedures to
integrate program office schedule information.

The key concepts here are the quantification and interrelation of the
schedule characteristics of program tasks through a systems approach. This

systems approach is simply an explicit structure that ties together the

engineering, financial, logistics, contracts and other functional perspectives
of a program. The ideas presented are workable, but we need more
feedback on tailoring schedule systerns to individual program circumstances
and information needs. Submit your suggestions to:
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Chapter One

INTRODUCTION
Eggpose

This handbook is designed to help those responsible for developing and
analyzing schedules of activities for programs in the defense system acquisition
process. Qur aim is not to replace the more detailed and comprehensive
treatments on scheduiing topics that are available, but to give a4 condensed
presentation of scheduling and analysis techniques and organize them in a practical
approach to sulving typical program office scheduling problems. The examples
used will draw heavily on actual experience with acquisition programs at the
Electroniv Systeins Division (ESD).

Background

The terms "scheduling" and "schedule performance” may seem a little arti-
ficia! to those who have dealt with management problems. There is no real way to
completely separate a set of tasks called scheduling and assign them to an
individual along with the responsibility for schedule performance. Schedules are
products of the planning process that lay out the expected time-frame of
g performance of activities needed to accomplish program objectives. Whether they
' occur "on-time" depends on how well each task is understood, in terms of technical

specification and resources needed, and if the interrelationships with other tasks
are known completely.

Scheduling is the process of obtaining the information on how long a job
should take, relating it to the other jobs required to deliver the product, and laying
out this data in a specific format to show when it must be done to fit all the
constraints we know about. That sounds fairly simple, but historically, in defense
and every other business, the track record is not good.

An analysis of our collective ability to schedule activities was presented as
one of "Augustines Laws" by Norman R. Augustine in the Spring 1979 Defense
Systems Management Review (page 55). Based on his own considerable experience
in government and iadustry, he derives the ."fantasy factor" that predicts any
activity will take one-third more time than is currently estimated. Unfortunately,
something close to that factor seems to Crop up in many programs. We believe
that the track recerd can be improved by establishing a clear set of groundrules for
scheduling activities (style, approach, techniques) and applying them consistently.

Schedules of artivities and events form one of the basic languages we use to i
communicate to get the job done. We "comnmit" to schedules by negotiating with
our bosses; all plans and budgets are meaningless without the schedule relating the
technical product and the cost. Especially in our business of developing and
delivering defense sysitems, when the new capability can be put to use is of
supreme importance,
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We include scheduling as one of the six functions of Business Management in
the sense that it is a subset of the tools needed to apply a disciplined approach to
program muanagement. Schedules are also a major part of our officially directed
Program Baseline, in other words, our contract with Hq AFSC and Hq Air Force to
deliver a specific product within cost und schedule constraints.

With the heavy en phasis on Program Baseline Management (AFSCR 550-18),
the credibility of our schedule baseline is receiving increased attention. The
technical (or product per formance) baseline and the cost and schedule baselines are
the three major quantities of the program management proce.s. Each is but one
dimension of a three dimensional whole. A change in any one of the dimensions
means that the basic program has been modified and the other two will be changed
as well. There is no way to describe a schedule problem without including the
technical and cost impac ts. The key is to define the relationships linking technical,
cost, and schedule during the major planning efforts and as plans are updated.

Past performance in the area of scheduling has been criticized by the AFSC
Inspector General (IG) and Program Management Assistance Group (PMAG) in
reviews here at ESD and at the other AFSC product divisions. The recurring
problems cited include:

1. Lack of a Program Master Schedule that integrates all major program
dactivities, major decision points, and officially directed program milestone dates.

2. Schedules of major activities are not backed up by more detailed
schedules of lower level activities.

3. Schedule uncertainty and risk analysis is minimal.

4. Schedule changes (contractions or extensions) are not analyzed to guage
cost and technical impacts.

5. Contractor developed schedules are not given an independent analysis for
credibility.

These problems exist for a number of reasons but we feel that the chief
causes are: (1) a lack of staff guidance and followups, (2) a lack of working level
knowledge of scheduling techniques and applications, and (3) an overall tendency to
downplay the importance of schedule planning in favor of cost and technical effort.
Our attempt here is a modest start to describe schedule characteristics as just one
indispensible part of good planning and analysis. We hope to increase the working
vocabulary of our program management language to allow straight-forward com-
munication on such topics as network constraints, uncertainty calculations, and the
quantification of risks and impacts of changes.

Scope

As stated earlier, we are not attempting to present a self-sufficient
treatment of the topics covered. There are many good detailed sources for basic
schedule techniques, and we assume that most readers have been exposed to some
of them in previous technical and business oriented courses. (A list of references
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will be given at the end of each chapter.) Each chapter will give a basic refresher

on the techniques und then present some application cautions (strengths and

weaknesses) and exainples. This procedure will be used for the next four chapters i
covering: Gantt Charts, Milestone Schedules, Networks, and Line of Balance.

Then, in Chapter 6, we will present a practical method for developing a Program {
Master Schedule based on a technique that allows easy nodification to a large-

scale network and lets us concentrate on the planning process and not the

mechanics. Chapter 7 will expand the Master Schedule by looking at the need for

Intermediate Schedules which break down major activities into the key component

activities along with the identification of those responsible for completing them.

Finally, Chapter 8 concentrates on techniques to quantify schedule uncertainty

from the basic time estimates for each activity in a network. This last chapter

draws fromn a number of sources and is a much more mathematical treatment than

the rest of the handbook. It is intended for specialized applications such as

Independent Schedule Assessments (AFSCR 800-35).

Chapter One References
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Chapter Two
GANTT TECHNIQUES

Description

Oric of the carliest approuaches to schedule planning control is a
technique known as Gantt Charts. Numed after its developer, Henry L.
Gantt, the Gantt Chart was originated to help Frederick Taylor (The father
of scientific management) display information for work planning and con-
trol.  The set ot Gantt techniques evolved into effective planning and
monitoring tools for operations involving many tasks.

The concept of Gantt Charting is relatively simple. Down the vertical
axis are listed the subjects of interest.  The subjects may be tasks,
organizations, or people. The horizontal axis is used to portray time
according to soime scale. Usually a bar depicts the length of a particular
activity.

As an example, suppose we want to chart the iajor activities of
business management people for the next year. The j.copl: become the
subject and their planned activities might appear as follows:

STAFF JAN, FEB, MAR,APR ,MAY,JUN, JUL , Al G,SL.P, OCT, NOV, DEC
MR. SMITH [LOG CONF] DSMC ]
MA3J JONES [SOURCE SELECTION] AFI

MS BROWN [VALIDATION] [FINREVIEW] [VALID Rt VIEW] [PROJECT X]

CAPT WHITE [SOURCE SELECTION] [SOURCE SEL! CTION]

CAPT MASON LEAVE
MS LEGG SELECTION SUPPORT REVIEW]
Figure |

At the beyinning of the year, Mr. Smith blocked out the major commit-
ments of his people. He could have attached the planning process from the task

end as well:
L]
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ACTIVITIES | JAN FEB | MAR APR MAY,JUN, JU L | AUGSEP| OCT,NOV, DEC

SOURCE [___ ] [ ]

SELEC TION

LOGISTICS l 1

CONFERENCE
VALIDATION - C—

PMP REVISION C—— 7]

FINANC: AL ] | 1 N

REVIEW

Figure 2

The time scale shown is the one most meaningful. The scale can be in
twonths, days, or whatever. Sometimes the bars renresent successive
activities where one must be conpleted before the next .tarts, as in Figure
3.

ACTIVITY .5 10, 15,20 , 25, 30 , 35 (Months)

DIRECTION 3
CONTRACTOR SELECT [

DESIGN  —

FABRICATION C ]

DELIVERY (3

DEPLOYMENT 3]

TRANSFER ' -
Figure 3

Gantt Charts with these characteristics are for obvious reasons often
called waterfall charts.

There are a number of innovations to make Gantt Charts more useful;
some of the more popular techniques are:

(1) Block shading to show progress.

TASK A 20708 ] (Task 50% Complete)

2-2
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(2) Sho w "as of" date with a vertical hine

|
Task A [T ——-~" S

TASK B C—F B

TASK C L

TASK D L

— s o o

(3) Annotate with explanatory symbols

1
TASK A BZZZA 4 ] bs = Behind Schedule
{
TASK B | ¢ = Complete
TASK C %m:: as = Ahead of Schedule

TASK D : I

Future Start

Strengths

Perhups the greatest asset of a Gantt Chart is its sitnplicity both to
construct and to communicate information. They are easy to develop and
update and the mechanics are compatible with pen and pencil or compu:er
controlled automatic plotters working from a data base. The sophistication
depends on the purpose and the size of the job, but do not let color-coded
window dressing influence your assessment of what is needed. Grease pencil
on wall charts have been very successful and the fancy presentations require
many hours of preparation.

The Gantt technique is quite good for showing the summary levels of a
total program which will give a quick one page reference for the phasing of
all major program activities. They are also very useful for expanding a
single schedule task into the detailed activities that make it up. An
example would be to show the time phasing of effort for the key people
necessary to complete an activity. (This will come in handy when we cover
Intermediate Schedules in Chapter 7.)

Figure 4 is an example of a repetitive process, the budget cycle, that
has at least three different fiscal years being worked at any one time. The
Gantt display shows this relationship quickly and simply.

2-3
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PROGR A BUDGE T ¢V Lt

CY 1979 CY 1980 CY 1981

””»_ LXECUTE :] '

wsof] inacT ] expeun: ]

wst] [erocran[ sunGer]  enacT | TExecute |

1982 L PLAN Jeroceam] mopGer]  enact | ]
1983 [pLaN  [PrROGRAMTBUDGET]]

1984 IPLANI

Figure 4

The Gantt technique works well if the activities scheduled are a fairly
constant level of effort or a fixed resource that is being used to support
multiple activities, such as test facilities or equipment. For more complex
aciinaties the Gantt Chast has limited capability.

&n_xlinysses

his brings us to what the Gantt Charts are not good for and the
greatest weakness is the inability to show interactions between activities
ex.ept on a very simple level. Don't try to use a Gantt display to lay out
the detailed plunning for any phase of a program. As soon as the number of
activities becomes large (say more than a dozen) the Gantt Chart will cause
more questions to be a-ked than answered about the relationship between
tasks.




Thes also fall short vhen used 1o schedule activities that are « ompli-
cated i nature. This is epecially true when the progress display fecture is
being usced.  In other woras, when the activity is not hest discribed by the
mere passape of tine tron start to finish, then o Gantt display cun be a
very nusleading way to ponitor performance.  The following are a4 few
examples of the contusion that can arise.

1. The task is fron.-loaded in terins of the «¢tfort and naterial
resources required, .

(
m%/ﬁ 1 75% Cornplete
|

|
time now (50% of elapsed time)

The display shows an ahead of schedule situation when it is in fact on-time;
it should be 75% complete at this point. In some cases it could be behind
schedule depending on how front-loaded the task is.

2. The bulk of activity is required toward the end of a task.

Zm 1 I 30% Cornplete

time now (50% of elapsed time)

The task may be ahead of schedule, but shows up as late.

The point is that a Gantt technique is not designed to easily show
completion progress on complex tasks and you can spend a great deal of
time explaining artificial performance vafiances which detracts from the
analysi> of the real situation.

The Gantt approach is also deficient in showing actual performance
versus the original planned schedule baseline. If the start and completion
dates are different than the plan, there is no simple way to displuy that
inforri:ation. This leads to the next chapter on Milestone Schedules which is
a modification of the Gantt Technique.

2-5
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Chapter Three

MILESTONL SCHEDULLES
Introduction

By far the most common scheduling tectigue at ESD is the milestone
chart. Milestone schedules are prepared by the contractors as « contract
data item or used by the SPO for a myriad of plunning purposes. They are
required for the Comynand Assessment Review (CAR) and Program Financial
Reviews for HqQ AFSC, and for a host of other briefings. A week does not go
by within a typical SPO without the requirement to update and prepare a set
of mulestone charts for one reason or another.

The milestone technique itself is quite simple. For a particular
activity, a set of key events are selected. A milesione is an event that
should occur if a particular activity is to proceed as planned. In Figure 5
the uctivity being scheduled is the engineering development phase of an ESD
project. Milestones were selected based upon the SPOs plan for
accomplishing the engineering development phase. By reviewing the status
of these milestones, we can assess the overall schedule status of this
activity.

Description

The milestone type of schedule uses a fairly standard symbology
consisting of arrows and diamonds, or some similar system, to show
originally planned event dates and changed dates. Figure 6 shows the
symbols we use on the AFSC Form 103, Program Schedule, and the
interpretation of various combinatijons of the symbols.

Figure 5 shows the application of the symbology from Figure 6. Line
4, ADPE Installation and Check out, was completed one month ahead of
schedule. Both lines 6 and 7, Equipment Integration and Software Develop-
inent were initiated one month behind schedule. The diamond symbol can be
used to show events that are rescheduled to account for changes as a
program progresses while the diamonds retain the c-iginally planned
schedule. So the milestone schedule allows us to improve o1 the Gantt chart
by monitoring actual performance, retaining the baseline dates, and incorpo-
rating changes in the plans for future events.

Note that the milestone scheduling technique is limited to telling us
what has happened or incorporating changes in plans projected from other
sources. It is not very useful for forecasting future schedule changes like
the Network or Line of Balance techniques that we will cover in the next
two chapfers. The milestone schedule simply records the manager's
assessment. For example, a manager might reasonably predict that the one
month slip in the start of softwure development will probably result in at
least a one month slip in the completion of the engineering development

3-1
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SYMBOLOGY AND USE

Standard symbols have been adapted for Air Force Milestone

Schedules.  The most common symbols use and their meanings are shown
below:

BASIC SYMBOL MEANING

‘[} ...... Schedule Completion

‘ Actual Completion

O Previous Scheduled Completion-Still in
Future
’ ® ... Previous Scheduled Completion-Date
Passed
REPRESENTATIVE USES MEANING
O 0 ...... Anticipated Slip-Rescheduled Conipletion

’ {} Actual Slip-Rescheduled Completion

’ ‘ Actual Slip-Actual Completion

' O Actual Completion Ahead of Schedule

ﬁ—ﬁ Time Span— Action

LXYYYYY

. {+ .... Progress Along Time Span

Q—-C> Continuous Action

Figure 6 (from AFSCR 27-6, Sep 74)




phase. The milestone schedule doces not tell him that - his experience does.
This is Yev to understanding the use of milestone charts.  Unless we
understand the activity and the interrelationships of the milestones, the
chart only tells you what has happened. However, .f we couple the
inforinatiocn on what has happened to the available ¢xperience/knowledge,
we can determine what may happen in the future.

Mitestone charts are also used to lay out the detailed scheduling within
most contractor Cost/Schedule Control Systems. This includes planning and
performance measurement down to the level-of indivicual work units or
packayes which can number in the tens of thousands on a large contract.
This quite naturally leads to an automated system and the inilestone
approach is very umenable to a cormputer treatment. However, heed the
cautions n the last section on automated milestone systems.

Structuring a Milestone Schedule System

For a complete large-scale milestone systern tle key s a well
structured organization of the various levels of activitie, scheduled. This
structure must relate to both the product (equipment aid services) to be
delivered and to the organizations (or individuals) responsinle for performing
the work required. A structure that accomplishes these requirements is
necessary to fulfill the DOD Cost/Schedule Control Systems Criteria
(C/SCSCXsee AFLCP/AFSCP 173-5 C/SCSC Joint linplementation Guide,
p.14) for contractor applications. The basic framework is the Program Work
Breskdown Structure (PWBS) which is the product criented description of
the total job to be done. Military Standard 881 A explaii s the WBS and its
application to the generic types of defense systems (elec tronic systems for
ESD). AFR 800-17 implements ths MIL STD for Air Force acquisition
programs.

The PWBS describes the program in levels where level one is the
systein to be delivered, level two divides this into the major system
equipment and services (Prime Mission Equipment, Systern Test and Evalu-
ation, System/Project Management, Data, etc.). Level three expands each
level two item into its major components, and each succeeding level adds
more detail to form a tree structure. Many Contract WBSs extend to level
six or lower, which canr encompass individual WBS item:s numbering in the
thousands.

The Responsibility Assignment Matrix concept adapted from C/SCSC
links the performing organizations with the parts of the WBS they are
responsible for. This can be used for both total Program and Contract
WBS's, but remember, the various contracts can only form a subset of the
total program activities that a PWBS must describe.

The milestone schedules are used to lay out the activities and events
in any of a number of cross-sections from this matrix. Figure 7 shows a part
of a Program WBS Responsibility Assignment Matrix. The intersections
identify both the work and the workers and schedules can then be called out
by responsible organization, by WBS item, or both. The level of detail is
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RESPONSIBIL ITY ASSIGNMENT MATRIX

Responsible Organizations

A
T2 «0‘290
& N
QL ~ S\TS«Q
Work Breakdown O Oéz'cf) AN
Structure L QY'Q_Y'(\T’\,\\ \%.{5 «
Level: SIS LS IO oS
NVQ oS & NS &
SE ST HIEITERELS
I 2 13 GO UTIOOIVNNTWR D
System ZX Y ) K ‘T YVYY T
Prime Mission Equip. — —- —+ AF -
Integration & Assem. 4 -+
Radar -+
Commun. Equip. .. - P~
ADP. Equip. |
Software — |
Displays -— L —1—
Auxiliary Equip. . . ~{4 4=} ——]
Training
Equipment — - — -— | 1
Services . . -
Facilities ____ ___
l
Peculiar Support Equip. —-
Systems Test & Eval.  ——jf }—-

Development Tests —
Operational Tests —— _
Test Support ... . —*

—] I
System/Program Mgt. .-

System Engr. — — — -

Project Mgt. —- 4.

ILS - — i —]
Data —. - . ___}. I
Site Activation - - -‘_j T—T
Common Supp. Equip. - — 1 —¢
Initial Spares - —— A_ﬁ.g?__‘

Figure 7
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varied by the WBS level required. As stated earlier, the contra: tor
application of this system will include schedules at levels five and si» of
work planning and performance in many areas of the WBS. The Program
Office application will normally be limited to a higher level for practical
maintenance of the system. (See Chapter 7 on Intermediate Schedules for
more guidance.)

Strengths

As with the Gantt chart, ithe milestone schedule can b: a very
effective method of communication. The symbology is relatively standard
and simipie to use. It also allows the presentation of actual progres against
a baseline plan and changes in future plans. The mechanics to construct
milestone schedules are also relatively simple, although it may seein that we
spend too much of our time with stick-on arrows and diamords and the
AFSC Form 103. As described earlier most of our contractors use nilestone
schedules extensively and they are usually the type submitted for the
Prograimm Schedule contract data item (data item description (DID) DI-
A3007) as well as their use in the Cost/Schedule Control Systems.

One very useful adaptation has been used for work performance
measurement. This technique is shown in Figure 8 below and consists of a
number of significant milestone points for an activity that correspond to
some measureable interim completion values. These are called “value
milestones” and in this example the first milestone acc-omplishinent repre-
sented 15% completion after all purchased parts arc received to begin
assembly. The second milestone increases to a 65% completion as major
subassemblies are all completed. This continues to 100% after compietion
of final tests,

Component Assembly and Checkout

15% 65% 80% 100%

0%
t t g q
L

]
START PURCHASED

[
S TESTING COMPLETE
PARTS RECEIVED ( TOTAL ASSEMBLY COMPLETE
SUBASSEMBLY MANUFACTURING
COMPLETE
Figure 8

As these more complex applications of milestone schedules are encoun-
tered we must remember that this scheduling approach is giving us a limited
view of what is in fact a network of activities. Milestone charts are used to
portray resllts derived from network analysis or a line of balance computa-
tion which is a variation of networking. We will cover these in the following
chapters, but this points up the deficiencies of the milestone approach that
we must keep in mind.




Weakiie ses

A~ with the Gantt chart, a . or weakness of the milestone technique
i1s the lack of a4 mechanisim to .how interdependencies or interaction
between activities.  Although tile-tone schedules are used extensively on

complex programs, they are usually the product of some type of network
analysis. In fact, the milestone technique is a good way to display various
areas ot 4 network in a more fanmiliar form, and we will look at this concept
in detail in Chapter 7 on Intermediate Schedules. The danger lies in our
tendency to focus on the milestone format and lose sight of the true
complexity of the relationship between the tasks we are dealing with and
the totul program.

The Responsibility Assignment Matrix structure discussed earlier does
give us a way to relate a large number of milestone cvents, but this
techiaque is simply setting up the first stages of a network and a full
network teatment should back it up. As an example of the problems with
the otrict milestone treatment, look at Figure 7 again. A milestone
schedule that shows all of the major events for the WBS item Systems Test
and tvaiuation, DNevelopment Tests is backed up by functional schedules
from seven responsible organizations. Each of these orpanizations must
accomplish certain key activities to complete testing tor this system. The
milestone technique will not tell us what the sequence «f activities must be,
where the constraining points are, and which activities are most critical for
managen.ent attention. In fact, there will be many opir 1ons about the above
informat:on, but the manager will be left to sort it out. The milestone
techniqu will not show it to us.

This type of problem becomes non-trivial quickly as the WBS level being
scheduled increases. There is an ever-present danger that activities which
show up on product (WBS) oriented schedules and on several different
functional schedules may change in one place while the impact in other
areas is not realized until too late. Again, milestones do not depict
interactions, the manager must tind them out.

Most programs require the contractor to submit nilestone schedules.
The contractor is generally expected to select the mi.estones which he or
she belicves will indicate the overall status of activiiies. The data item
description normally allows the government to approve of the milestones
which ar: selected for periodic reporting. BEWARE! There are many traps
in this arca. First, do not let the contractor report milcstones which no one
in the SP’0O understands. Avoid cryptic abbreviations. Avoid generating a
host of u phabet soup. The schedule is meant to communicate information.
It can not do that without careful selection of the milcstones. If you don't
understand every line in a contractor's schedule have it explained to you.

Another danger to avoid is the tendency for "micro-management." For
example, ane of the writers had a contract with a larg: contractor who had
autorated a technique for producing milestone schedules. Working with the
SPQO, generic milestones were identified for reportiag. Since the SPO
software enginecrs had espressed a requirement for Cornputer Program
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Component (CPC) level visibility below the Computer Program Configura-
tion Item (CPCl) cvel, a generic set of eight milestones were selected for
each CPC. Milentones such as start and complete design, and start and
complete coding ‘vere at first considered reasonable types of milestones.
Not unti] the SPO had let the contractor implement this type of schedule did
we realize that there were more than 400 CPCs and that the software
milestones would therefore number 3200. Similar mistakes were made in
other disciplines with a net result of a program milesione schedule which
had 10,000 events. Needless to say, the presence of so many "trees"
prevented anyone fromm even finding the "forest." Remember, micro-
managerment can kill,

Select milestones by having each functional Division Chief determine
what he or she cor siders important. Keep count of the milestones that he is
requesting and avoid the CPC reporting problem above. Get feedback on
the utility of the first few schedules from each division and revise the
schedule accordingly. Work closely with the contractor in developing a
schedule which will communicate information. Your requests for changes to
the contractor's submission can be made as part of your official comments
on the data item.

Another problem with milestone schedules is in determing whether the
time depicted for an activity is reasonable. Past experience on other
programs or independent assessments by the SPO divisions are good tech-
niques, but tend tc be subjective because of the lack of a credible data base
of historical experience. However, if your contract requires a Cost
Performance Report (CPR) and the validation of the contractor's C/SCSC
system, there is another method for determing the reasonableness of a
particular schedula.

. The contractor's C/SCSC system is required to have a scheduling
system which meets certain criteria. An essential criterion is the ability for
schedules at the work package level to support and track to the schedules at
the cost account level. Similarly, the cost account schedules must support
and track to the intermediate schedules and to the master schedule. For
any item on the milestone schedule, the contractor should be able to
demonstrate that lower level schedules support this iten.. These lower level
schedules can be 1eviewed upon request. If you are lucky enough to have a
data accessio. clause on your contract, you can also request copies of the
lower level schedules which support a particular item. However, beware
once again of micro-management. A $40M contract can have over 5,000
work packages - cach with a schedule. Insure that you use these requests
sparingly to support a one-time review of a critical area. Do not allow
yourself to get dragged into the trees. On the other hand, don't be afraid to
use this data. Spot checks help insure that the contractor's schedules are
credible.

Most milestone schedules from the contractor contain a narrative
describing why changes occurred. This narrative is never complete and
there is a tendency for SPO Divisions to bombard Business Management with
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data itein comments such as "Why did this slip™ or "Why will this itemn take
three o aths™ Do not accept these comments blindly and forward thein to
the cont:actor. A SPO cannot afford to communicate with the contractor
solely or even primarily through the monthly schedule. If someone has a
question, let him call his counterpart at the contractor's and ask the
question.  The only times that formal questions should be included in your
data comments are when the contractor refuses to provide an informal
answer or when the SPO OPR wants the answer formally documented for
some reason. These questions should be limited. Answering these questions
can tie tp a significant portion of the contractor's management resources -
resource that could probably be better applied elsewhere,

Milestone schedules require a significant amount of effort to generate.
Searchung out the status of an item consumes more time than making the
chart. Answering questions adds to the time. If you huve ever developd a
set ot nulestone charts for a Program Financial Review or for an internal
review you can quickly appreciate the amount of effort required. Remem-
ber this when you ask the contractor to do something.

Chupter Three References

1. AFSCP/AFLCP 173-5, Cost/Schedule Control Systems Criteria Joint
Implemeiitation Guide, | October 1976, (paes 10-16, especially p. 14 and
16, para. 3-3.c.)

2. MIL-STD-881A, Work Breakdowr Structures for Defense Material
Items, 25 April 1975. '

3. AFR 800-17, Work Breakdown Structure (WBS) for Defense material
Items, 2 May 1975.




Chapter Four
NETW ORKING

Introduction

In the previous chapters we have frequently cited the luck of a
mechanisi to show the interdependencies of schedule activities as a key
wedkness of the Gantt and milestone technigues.  Network analysis is
designed 1o perform precisely that function.  This anproach diugrams a
schedule by the flow of activities that inake it up i, the sequences and
patterns that actually relate the tasks, Network techriques are indispens-
able to syst -ms analysis in engineering the technicul aspects of our systems.
Applying a sumilar approach to scheduling is simply a re -ognition of the
complexity of the job we are dealing with,

Refore we even begin a description of network techliniques we must deal
with some of the criticisms of them as management tools for planning and
control.  There is no escaping the fact that networking is a major
undertaking for any program. The level of effort is h gh initially, and the
questions that must be answered to identify the real relationships and
constrain s between program tasks will involve alinost cvery individual with
a respons bility to do a job. But, the process of constru-ting the nctwork in
itself wili prove a valuable exper.ence to the program, because you will find
that many channels of communication will be opened up that would not have
existed otherwise. We will describe this process in more detail in Chapter 6.

Description

The term "networking" refers to any of a group of techniques that
portray the elements of a system in a scheme that explicitly defines the
relationships between the elements (i.e. sequences of operations, combina-
tion and divergence points, and the operations that occur between points).
When applied to schedules a network diagrams the activities or tasks that
are required and relates these activities in terms of their initiation and
completion points. As with the milestone approach, any single activity can
usually be broken down into the subtasks that make it up, or a group of
activities can be upgregated into a single equivalent schedule task with one
set of start and complete nilestone events. So the level of detail can be
adjusted to fit the application.

The first use of network analysis for scheduling large engineering
projects was initiated in 1956 by private industry for their own use and this
was qQuickly followed by an application on a defense development program
for the Navy, the Flect Ballistic Missile - POLARIS. The initial project was
called the Critical Puth Method (¢ PM) and the Navy application was the
now farmous (or infmous - depending on your viewpoint) Program Evaluation
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and Review Techmque (PERT).  Chapter 1 of reference | gives a good
accounit of these developments.

PERT and CPM are both lairly standard techniques and widely used
now. There is, however, a great amount of management emotion associated
with thiese acronyms, both pro .nd con, We will not get involved with the
controversy at this point.  Both are very similar approaches to schedule
netwurks and that is our subject now., Both also use the saine basic
symbology which is where we will begin. .

Szmbo@u

The baslc graphical ingredients for a network are a symbol for the
"point i1 tilne" events or milestones that start and stop each activity
(usually a circle or box) and an arrow between the events to represent the
activity itself. The direction of the arrow is from start to finish.

To start with an example, consider the activity on a program between
the initiation of the effort by the release of Program Management Direction
(PMD) by Hq USAF and the first desired result--the start of development
work by a contractor at contract award (CA). The network description is
shown below.

l
PMD
REL

27 5 Days

We have two milestones and the activity between points ! and 2 is
estimated at 275 days to complete. Now we will look at an explode i view of
the activity to show a complete network in Figure 9.

Thi, network spans the same initiation and cornpletion points. but now
there are 17 activities and 15 events describing the process to obtain a
contract award. The events are numbered so that any activity proceeds
from a lower number (predecessor event) to a higher number (successor
event). An activity is a process that consumes resources over a period of
time. The movement from one event to the next must represent progress
toward the final goal; if it does not, then you have not chosen nneanlngfu[
milestones for the events. The only exception is the use of "dummy
activities," shown by a dotted arrow, that do not indicate a time span--only
a dependency between events.

In Figure 9, the activity from points | to 2 is the coordination process
at Hq A''SC that results in the issuance of an AFSC Form 56 tasking one of
the Procuct Mivisions (here ESD) with carrying out the PMD requirements.
The curation is estimated ot 10 days. Proceeding through the network, the
AFSC Form 56 release initiates two activities. Activity 2-4 is the internal
ESD «oordination that assigns the PMD task to a SPO and makes an
asse »ent of resource requirements; the result is the initiation of the
Purc wse Request (PR-AFSC/AFLC Form 36) package that will detine the
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spectfie contractual requitemnents. Activity 2-3 s the effort 1o release a
Budget Authonization from Hg AESC that transmits the funds lor the
prograni to ESD (the overall progran badget requirements would have Leen
submitted and approved prior to the PAMD releasce).

Event 4 preceeds activities 429, 4-6, and 4-7 which are in sequence:
preparation and coordimation ot an Acquisition Plan that lays out the
business and contract strategy tor this effort; translating the program's
technical requirements into exact contractudl language; and setting the
financiul requiretents for the contiac t including estimates of the types of
tunds und the tirne-phased amount: needed for this contract effurt.  The
tinal coordination of the Purchase equest package (point 9) 1s constrained
by the approval of the Acquisition P an, in this case.

The next pont showing dependency is point 11, the release of the
Request for Proposal (RFP) to the industry source. (The RFP is prepared by
the Deputy for Contracts based on the PR package.)  This action is
constramned by the receipt of the Determination and Findings (D&F),
dapproved by the Secretary of the Air Force, which grunts the authority to
negotiate a contract,

Actvity 11-12 represents the 30 day period for the potential contractor
to prepuare the proposal. Once the proposal is received, there is frequently a
need to revise our assessment of the financial requirements (activity 12-13),
This must detinitely be accormplished before negotiations are completed and
the constraint is shown by dummy activity 13-14. The final task (14-15) is
contract writing, final approval, and distribution. (This example is repre-
sentative of pre-contract award activity in a fairly simple case, but each
activity shiown here could be broken down into further tasks and r:lation-
ships. Also, the time estimates are not necessarily accurate.)

Network Analysis

With the basic symbology established, we can now start the unalysis of
the network. This will be an abbreviated treatment of the subject since any
of the sources referenced at the end of this chapter give sever..l hundred
pages of detail and applications. You will find many other sources as well.

The first step is to find the longest path through the netwcrk, and in
PERT and CPM this is termed the "critical path." For the example in Figure
9, the critical path follows points 1-2-4-5-8-10-11-12-14-15 and tt > duration
1s 275 days. You must add the durations sequentially for all pos:ible paths
to find the critical path. In this case two other paths are: 1-2-4-:.-9-11-12-
t4-15 - 230 days, and 1-2-3-7-9-11-12-14-15 = 175 days.

The critical path in a network becomes the focus of m.nagement
attention because any slip in the completion of an activity _will cause an
equal shp in the final milestone, assuming that the other activit.es remain
the same. With the same logic, a decrease in the duration of ary critical
path acnivity will decrease the duration of the entire network. That is true
until ot of more of the other possible paths takes over as the critical path.
That introduces the next key concept which is called "slack time."
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Slacik tune reters to the difference in duration between the cnitical
path and an alternate path ot any pomnt an the network. For exainple, in
Figure 2, the slack in path 1-2-4-6-9-11, at pou t 11, 15 155-110 45 days.
That means path 1-2-4-6-9-11 could increase by 45 days betore matching the
critical path lengthy or 1f the D&EF approval (activity 8-10) was obtained in
40 days nstead ot 90, then it would no longer be on the critical path. The
slack tine varies at cach pomnt n the network, and the amount of slack at
the stairt ot any activity can be a good indicator of the importance of its
schedule pertormance to the overall project. *

For a large-scale network the ceitical path and slack time calculations
are made by what are called "torward pass" and "backward puass" operations
along !l paths of the network. The forward pass establishes the earliest
expected completion (ELEC) dates for each event by adding the expected
activity durations to that point (the longest time is used for points where
severdal paths merge).  The backward pass starts at the final cvent and
traces the paths back to the start point. This establishes the latest
allowable completion (LAC) date for each event by subtracting the activity
durations trom the LAC for the previous event. The difference between the
carliest expected and latest allowable completion dates at each puoint is the
slack t1iue for that point. Along the critical path the slack is cero. (EEC
and LA times uare the same).

With the ccncept of slack we can see the inportance of the estimates
of the tune required for each activity, The critical path may be something
quite different than we expect if the accuracy of tiune estimates is not
taken 1rito account,

Time Esnimates

The most difficult characteristic to define for any activity is the
expected duration to complete it.  This time estimate will set the
benchimark that schedule performance is measured against, but that perfor-
mance track record for both industry and government is far from good.
There scems to be a constant interaction between the expectations and
interpretations of the asker and the doer when we develop time estimates.
The natare of that interaction is not very. well understood in many cases.
Referer. e 1, page 78, gives a humorous account of the interaction between
an indiv dual and the boss during the negotiating of a "reasonable" duration
for a production run. Both are participating in a gaming process where each
1s trying to anticipate the other's logic and expectations with the result
being a little dubious to both.

One of the first appproaches to improve estimates is to break an
activity down into greater detail and estimate sinaller picces of it. That is
the basic rationale for the network approach because it allows us to add
many sinaller dactivities to give an expected duration for a single overall
task. But,”we are still taced with the problem of estimating accuracy for
the lowest level activity., The next technique to improve accuracy is to use
multiple estimates for each activity.




The «tforts tl at we normally deal with in acquisition scheduling are not
always wcll defined and frequently have not been done before, at least not
in the way that is required for a particular program. If the product is not
new in some way, :hen we would not be piven the job. This means there 15 a
degree of uncertainty involved and the time estiinates should take that into
account. The use of several time estimates that are combined through some
weighting scheme is a good approach and PERT ernploys such a technique,
We will discuss the merits of the PERT technique in Chapter & in some
detail and offer an alternate scheme to deal with uncertainty in a
quantitative way. At this point we will only look at the PERT scheme,
which is used widely in our business.

The objective of the estimating process is to arrive at the length of
time for an activity that is the best representation of the range of possible
circumstances that may occur. We will leave the statistical details for
Chapter 8, but thc "expected time" is the characteristic that best describes
an activity for purposes of network analysis. This is the mathematical
approximation of a 50% total probability of occurrence or a weighted
average time.

In PERT the cxpected time is derived from three time estimates for a
single activity, these are:

1. most optimistic time (a)
2. most likely time (m)
3. most pessimistic time (b)

The most optimistic time estimate is about the shortest postible
duration for the activity assuming that everything required happens in the
most time efficient manner. Again, see Chapter 8 for the statistical
assumptions, but this represents about a | in 100 chance of occurring. There
is also no assumption of unusual external influences or interference from the
results of any other task.

The most likely time estimate represents the duration that would occur
most often for a repetitive activity or has the greatest chance of occurring
for a one-time activity. This is not necessarily the same as the 50%
cumulative probability point, hence the need for this treatment,

The most pessimistic estimate is at the far end of the range of
possibilities and has about a 1 in 100 chance of being exceeded. Again,
there is no assumption of unusual external influences (acts of God, strikes,
etc.) and it should not take into account the outcome of any other task.
Each activity must be estimated as a stand-alone entity from the network
(statistical independence).

L]

The expectec time (Te) is then given by the following formula:

Te=a+4m+b
6
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This apjroximates a cuinulative 9% probability of completing the activity
i that 1ime or less. The formula was derived by the developers of PERT
and is g simplitied form of u more complex relationship.

The expected time estimate is the value that should be used for the
networh calculations, but remember it is an average duration that should
give a 50/50 chance of accomplishrnent on or before that point in time,
There are useful techniques for developing confidence intervals for network
points that will answer questions such as: "At what point n time will we
have a /5% or 90% chance of completion based on the estiinates?' We will
present these techniques in Chapter 8.

The important concept here is to use some consistent and logical
scheme to integrate multiple tile estimates for each activity in the
networkh.  These multiple estimates can come from the same source or
multiple sources but you will find that most estimates will be derived from
question and answer sessions with program office and contractor personnel.

Strengt?_lz

Network schedules give us the logic and organizational structure to
combine many activities and incor orate the complexity of the relationships
between tasks. This lets us gather schedule information from all available
sources within a program and then integrate that data in a graphical form
that clearly shows what we know about the way the program will be
executed, At the same time tie process of building the network will
highligh what we don't know and ;tive us the chance to fill in the gaps where
possible.

A network is ideal for the planning phases of a program when there is
still some flexibility in the time-phasing of activities. A good network
analysis of a program sets a firm foundation for getting things moving in an
orderly -ashion when the go-ahead is received for a project. If this initial
effort 15 tied in with an organizing scheme such as the Responsibility
Assignment Matrix, discussed in Chapter 3, products from the network
schedule can be extracted either by responsible organization or the WBS
items. We can thus provide sub-schedules for the effcrt that a program
participant must accomplish over a period of time (this could be a simple
milestone chart or a network in itself). These products are well suited to
docuinents such as the Program Management Plan (PMP). AFR 800-2 states
that the PMP is directive on prograin participants!

A 1network schedule can be developed at any level of detail and the
inore detail we can incorporate the greater the accuracy of the schedule
predictions. No one will argue much with a very generalized schedule of the
prograin, but as soon as we start showing the level of detail that explicitly
defines the interactions between groups for specific tasks there will be
plenty of efeedback. Some of 1he exchanges may be emotional as an
individual feels his area of responsibility is being encroached, but they will
be exc honges of information. That is the objective in the first place!
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' Network analysis can be used at uany phase during a progran's life cycle,
but the objective and the use of results will vary. An analysis performed
during the Full Scale Engineering Development phase may indicate that we
have a low confidence of meeting the directed date for an Initial Opera-
tional Capability (IOC). That may be a very unpopular result, since most
program parameters are already set (especially the budgets). But this type
ot analysis can give ideas of where to concentrate on improving schedule
performance. It may also show us that current plans cannot be accom-
plished and should be changed! .

Weaknesses

There have been strong arguments voiced against the use of large
network schedules as a management control technique. These criticisms
have centered on the PERT and CPM approaches, but apply to networking in
general, Once an effort is underway a large network can becorne unwieldy
to maintain as plans inevitably change. PERT-type efforts to control entire
prograins or contracts within a program can collapse of their own weight.
The result may be a monthly report that is simply a minor rehash of the
initial plan and not descriptive of the current situation. With networks
bigger is rarely better.

A network is an approach for setting up a management information
system. There are other ways of fulfilling the information needs of project
imanagement (i.e. planning, organizing, directing, and controlling), but no
approach will work unless we properly scope the amount of effort needed to
support it and make a conscious decision to commit those resources. A
network-based system can require a relatively large arnount of time to setup
and maintain, although the degree of the application can be tailored by the
level of detail incorporated (and that is our suggested approach).

If there is not a clear commitment by upper level management (SPO
Director and Division Chiefs) to implement and use a network system it will
not be a medium of information exchange. The management style of an
organization is chosen by the boss, either explicitly or implicitly. It soon
becomes obvious to the mermbers of an organization what information the
boss thinks is important and this is where the real effort is focused.

Computer based network systems are the next area of problems. Large
network applications are normally automated to some cxtent since the
amount of data being maintained is extensive. Most contractor developed
schedules are some form of automated network. Although there are efforts
in process to provide this type of computer support to our program offices,
the access to these resources is limited at this point, so we have a very
limited ability to handle large-scale networks internally.

The PERT and CPM systems have also been criticized for their
tendency toefocus attention on the critical path only. In Chapter 8 we will
show the mathematical detail, but there can be a considerable amount of
"optimistic bias”" in the expected time predicted by the single critical path
calenlations. We can get a general idea of the extent of the problem for any
application by identifying the number of alternate paths through the
network that dare close in total length to the critical path (vay within a foew
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%). The slack titme will be low on these paths. If there are rnultiple paths
close to the critical path length, then the expected time will be optimistic
to some extent and a4 more complex method should be used.
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Chapter Five
LINE OF BALANCE
Introduction

The hne ot balance technique s a special application of networking
that is used for many repetitions of a set of activities, such as on a
production effort. It is a good mechaism to provide overall schedule status
information for a large project and will pinpoint problem ureas for & more
detailed analysis. A line of balance system is not typically developed or
maintained by a program otfice, but they are employed by contractors on
many of our systems,

The basic idea for the line of bulance is to time phase a large number
of identical networks by setting the planned cornpletion date for each one
and then backing up the events that comprise it to find when they must be
accomplish+d to meet the planned date. Since each network is identical (as
with manutacturing operations) we «an find out how many of each type of
event must occur at any point in time to met the objectives.

The line of balance consists primarily of three components; the
objective, the program and the progress chart, [t is the purticular line on
the progress chart, that gives this technique the name "Line of Balance.,"
Contractor reports’ will contain the actual graphics portraying these three
components, and we will look at Low each is constructed to make this
product useful to the program office.

The first component of the line of balance system is the objective
which is a graphic display of the curnulative end item delivery forecasted
(typically what is called for in the contract). The actual experience to date
would also be shown. For the example, shown in Figure 12 (stolen from our
sister service,reference |), the contract called for 30 units to be delivered
by the end of April. Only 14 have been delivered. Using the fingers and
toes of you and your neighbor, you can easily see that delivery is falling
behind by 16.

The second component is the program. This is a flow diagram
representing established events (control points) for the process. These
points are the key material, compounent, fabrication or assembly points
necessary to deliver the end item. The lead times for these points are
shown graphically on the chart or against the scale on the bottom. What are

The Air Force Data item for thi, is a Production Analysis Report, DI-
P3455/P-109-1; the Army has used DI-P-1607, Line of Balance Reports; the
Navy has used UDL-A-23001, Chart, Line of Balance.
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the riteria tor a point to be desipnated "key"?  First, the point should
represent g measurable progress toward completion of the item, and second
1t should be a potential hang-up or bottleneck for the process that can be
isolated for munagement control. The program or lead time diagram stiown
in Figure 12 represents the points that one unit goes through from start to
stop. The scale is usually in work days; thercfore initial purchasing inust
begin 24 work days before end item delivery. All other things being equal, a
| day shp here would slip the ship date by 1 day.

The third comiponent is the progress charg. This .thart shows the status
at each of the control points. In our example, the nimbers 1-12 along the
horizontal axis refer to the checkpoints 1-12 on the program chart. The
scale ulong the vertical axis is the number of units. The scale retlects units
0-80 because that is what the contract calls for--delivery of 80 units, So far
we can see that 60 units have passed through check point 1, 45 through
checkpuoint 2, 49 through checkpoint 3,..., and 14 have een shipped.

And now we get to the line of balance itself. The line of balance is an
actual line drawn on the progress chart. This line -~hows how many units
should have pushed through a given point by a certaiti date. Exarnining the
line of balance drawn in the example we note the diiferences between the
line and the status shown by the vertical bars. These differences reflect
situations ahead or behind schedule at the given points. For exainple, note
that activity is ahead of schedule at points 1, 4, 6, anc 9. Activity is behind
schedule at all other points.

The line of balance itself is constructed froin information on the
objective, the program and the progress chart. The line is different for each
point and is calculated as follows. For example, let's compute the line of
balance at point 7. Say today is | May, how many inj uts should be at point
number 7?  Since the lead time for this point is 12 work days {from the
program), we should check how many units are required at "ship" on 16 May
(12 workdays hence). Looking at the objective chait, we notice that the
schedule calls for 41 units to be shipped on 16 May. Therefore, 12 days
earlie-, i.e., on | May, we need 41 units through checkpoint 7. Since there
are or ly 19 units we conclude we have troubles.

Strenyths and Weaknesses

The line of balance technique is a special application of networking so
it shares most of the strong and weak points. However, this method is not
as difficult to maintain as a full network would be for a large production
effort. The tiering of many smaller networks is a much easier operation,
especially for computer applications. It also condenses the presentation of
current status to only flag significant problems. ' On the other hand, it will
not isolate the part of an operation leading to a check point that is causing a
behind schedule condition. The manager still has to ferret out that
information.

. " PP RO




Uaxample

Fipgure 13 15 an example of a contractor prepared line of bhalance
report from the TIPI Program Othice here at ESD. The program part of the
chart has o maximum lead tune of 18 months for each unit delivered. The
contract «alls for 18 units to be delivered by April of 1980, and each unit
has 81 checkpoints or major milestones to complete. The line of balance at
the "as of" date siows 4 combination of checkpoints alead of and behind
schedule,

A number o points are complete for all 18 units, while there are
problems indicated at 8, 13, 16, 17, 18, 25, 30, 31, 32, 35, 36, 38, 40, 41, 42.
In this case there was much dialogue between the SPO and the contractor on
problem areas.

Chapter Five References

I. Techniques for Work Scheduling, Ariny Management Engineering Training

Activity (AMETA), course handout, Rock Island Arsenal, 1ll.
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Chuapter Six
MASTER INTEGRATED PROGRAM SCHEDULE

Introduction

in the previous chapters we have coverced the major scheduling
techniques that will be encountered within a Program Office. We have also
focuscd on the need to schedule program activities in a way that clearly
shows thie dependencies or constraints between them while using a structure
that atlows us o track directly to the definition of the total job to be done
(the Program Work Breakdown Structure) and the organizations responsible
for getting it done. The experience here at ESD has shown that the most
difficult part of the planning and scheduling process for a program is
defining and relating the many tasks that the program office and other
gevernment people must accomplish. We are much more adept at laying out
what our contractors must do. That is why we stress the term program as
more inclusive than contract in the WBS and Master Schedule.

In thus chapter we will present one very usable approach to developing
a Master Integrated Program Schedule (MIPS) based on techniques that have
becn successtul in one ESD program (SACDIN-ESD/DCV). This approach is
based on a mechanism for networking coupled with a procedure for pulling
together ull of the expert information needed to construct it. The next
chapter w:ll show a practical way to rnaintain and report information from
this netwurk through a milestone schedule system.

Definition

The term "Master Integrated Schedule" is frequently found throughout
weapon system acquisition literature. Adopting a definition from Major
John Douglass (reference 1: "Development of an Integrated Master
Schedule"), an MIPS is:

.. a detailed program schedule which portrays all of the
major elements of a program and all related development efforts
in such a manner that the interrelationships are easily seen. The
schedule is updated regularly and is recognized by all program
personnel as the only schedule authorized for publication outside
the program. The schedule is reviewed and validated at least
monthly by the program manager.

Adding to that definition, the MIPS represents the Program Baseline
Schedule. It is a schedule prepared by the program office to address the
interrelatiors and interactions of all government and contractor organi-
zations 1n the support of the program. It is not a contractor prepared data
item,




Bd(.‘k&! ound

Although the term "Master Schedule” 15 treq enthy heard, g product
which resembles the above detiniticn has been lacking i many E£SD SPQOs.
This . onclusion 1s supported by past staff assistarce visits. Based upon
findinys of the Hg AFSC Program Management Aststance Group (PMAG),
the saine situation exists throughout essentially ull SPOs within AFSC. To
date, most SPOs, have not developed (or have not | een able to develop) a
Master Integrated Program Schedule.,

tnstead of 4 MIPS the typical scheduling inf srmation within a SPO
consists of:

4. A single viewgraph used tor the Command Assessinent
Review or in-house briefing which depicts the overall program schedule.
This s trequently referenced us the baseline or master integrated schedule
but it only depicts 10 lines of top level schedule inforination.

b. Contractor data items. These come in all shapes and sizes.
Seine are good, but even the best generally only o idress the contractor's
actuions.  They generally do not adequately cover the actions and inter-
actions of the many other agencies (including the SPO) which are key to the
total program schedule.

c. An assortment of schedules in the Program Management Plan
(PMP), Test and Evaluation Master Plan (TEMP), Integrated Logistic:
support Plan (ILSP), MOAs, and many other pluns which are frequently
inconsistent with each other and generally fail to co-er all critical program
acCtions.

None of the above available scheduling inforimation items by them-
selves represents a MIPS. After numerous interviews throughout ESD, we
believe that the reason for a lack of a MIPS within our SPOs is due to the
lack of an easily usable and responsive technique for developing and
rnaintaining it. Our people know how to plan their individual disciplines
well, It is frequently the physical work which causes any inter-disciplinary
planning effort to be abandoned or causes a desperate and normally
unsuccessful turn to automation for help.

Anyone who has tried to build a network of any complexity recognizes
the immense amount of work required to draw (and redraw and redraw) a
network until an acceptable product is developed. When we consider that a
MIPS for a major program can require 200-400 events, it i1s easy to see why
most manual attempts have failed.

The failure of manual attempts has frequently made SPOs turn to
cither automation or to outside contractors (or both) for assistance in
developing a MIPS. To date, results of their efforts have received mixed
reviews. ~There has been no sustained use of any single automated
scheduling networking technique at ESD. Automated efforts tend to
produce large amounts of schedule data which can be useless unless someone

can analyze the information. Obviously, the computer is no panacea.
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Outade contractors are also not the complete solution. We frequently
assurne that our nability to develop + MIPS 1s due to a Lick of internal
talent anu attermpt to remedy this by outside expuer tise. Over-relisnce on a
contractor can 4lso lead to problems <mce the mtormation must still come
trom and be understood by the prograrn office people.

Objectives

This approach builds on the study performed by Major Dceuglass (refer-
ence 1) which discusses the problems ot developing a Master Schedule within
a SPO uand otfers excellent, reual-world advice based on numerous PMAG
experiences and observations. The objective is to pirovide an effective and
sitnple to use technique for developing a4 MIPS that:

d. Miniezes the need tor extra training.

b.  Distribites the schedule workload evenly throughout the SPO.
This maxumzes the involvement of all divisions and their functional
disciplines in the MIPS development process.

. Emphasizes the actions and interactions of all government and
contractor organizations.

Jd. Supports numerous "what if" exercises and allows for easy
assessmient ot schedule impact based on budget changes.

e. Supports internal workload planning, recognizing that staff and
prograin rescurces have limited flexibility and that worklozd planning is
essential.

f. Decvelops “"the" master integrated schedule. The MIPS serves as
the baseline for the planning of many organizations. A single recognized
MIPS is essential for the efficient and integrated planning of effort by these
organizations.

» g. Enhances communications on schedule issues and which can serve
X as a diagnostic aid to schedule problems.

h. Can identify schedule problems early and can reduce the drain on
SPO resources created by "fire fighting."

FLEXIBLE NETWORKING

Definition

The flexible network is a tool for providing the entire SPC with a
visible and easily understood picture of the total program schedule. It
consists of & network of events posted on a large wall surface or on boards




ablived ¢ wallse The events are connedcted to depict interdependencics,
Sy o the suceess ot the tlevible network s the case of preparing and more
tuportait v the case ot changing the network,

Procedure
Fo tevelpa flexible network requires certain materials:

4. A rcomin which you can post a network on the wall. The network
size shoull be 16 ft long by 4 ft high. A longer area is desirable and the
techiuque  wil work with only an 8 ft surface. An ecasily accessible
conferend < roc s 1deal.

b.  The wall surface should be covered with a cork type surface.
Homeosat:s boards (4" x 8') with o yray surface can be obtained from base
supply «tmnels. However, a cork nurface obtained through local purchase
Makes a cetter Jooking display.  Mounting the boards is a great self-help
project.

. Small (2% an. by 1% 1n.) «olored cards are used to identify each
event,  Different colors are used to indicate that the event is the
responsibility of a particular agency (SPO, contractor, AFTEC, AFCC, etc.).

d.  Map tacks (the type with the spherical head) are used to post the
event curds to the cork board.

e. Black elastic thread, available at your friendly sewing supply
store, is used to connect the events. The elastic thread is tied from one
tack to another to depict interdependencies.

The above materials take a bit of effort to assernbhle, but the labor
they save in the long run is many times the original effort to get started.

With muaterials in hand, you are ready to start developing a network,

step 1. Form an MIPS teamn within the SPO. Business Management
represent.ation on the team s essential since that division will have the
ultinate responsibility for rnaintenance of the network. However, the team
should be chatred by the most qualified "planner" within the team. The jdeal
chairman 1s someone who has been assigned to the SPO for at least two
years and who has a solid working knowledge of the total program. He or
sie may «ome from any division, but the knowledge ideally would be in more

than one tunc t.onal area.

The teani s filled by four or five other people from other functional
divisions. The best candidates dre not necessarily the most experienced
ones. Instead, aggressive and imaginative people should be chosen.

L]
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Tiis MIPS project is an opportunity for providing soine of the SPO
entry level people with a pood aght into the other SPO disciplines; an
isight that local training course: cannot reproduce,  The team will be
require:l on a tull time basis for the first two weeks and on a half-time basis
for the tollowing two weeks. This is a significant amount of work; however,
the aitcernative is to continue expending, all SPO resources without o definite
plan.  The team should be tormally chartered by the System Program
Director (SPDY with a license to ask questions and require responses.

Step 2. Review other MIPS efforts.  Contact another SPO that has
condus ted the same exercise and mahe an appointment to view their flexible
network. At this time, networks ure available at the SACDIN SPO and at
the L-3A SPO Business Managment Divisions.  Seeing «n actuual network
makes 1t easicr to bring the team up to speed and is a good investiment of an
hour or two.

Step 3. Determine the scope of the network., The network can be
built tor a single project within a basket SPO, for a single major program, or
for 4 nuinber of small related projects which have significant numbers of
interdependencies. It 1s not applicable to building a network of projects
which are unrclated except by their technology or their assignment to the
sarne program office.

Step 4. Gather data. The initial set of data should be gathered from
written sources. These include:

a. DCP, PMD, AFSC Form 56 and other progra n direction.

b. PMP, TEMP, ILSP, CRISP or any other SPO plan which exists.
Draft plans are adequate for this purpose.

¢c. Contract(s) delivery schedule(s), this sched ile is contained in
Section H of the contract.

d. Contractor action schedule., This is a d..ta itern available
within Business Managment and in most divisions. Some contraciors deliver
both schedules and networks. Both are useful sources of d.ta.

e. Contract GFE schedule. This is usually an attachment to the
contr.act, Ask your PCO for it.

f. Any other source of either schedule or planing information.
Note that useful information is not limited to informat on that indicates
both un event and a time. If a Test and Evaluation M. ster Plan (TEMP)
indicates that Initial Operational Test and Evaluation (IOT&E) will be
conduc ted and that a Logistics Supportability Plan will b+ written-but fails
to sdy when, this is still useful information. It will support the obvious
question, "We plan to do this, when and who plans to do it?" Memoranda of
Agreement are also good sources of data. They f equently require
significant actions such as the provision of test resotrces without any
refercnced schedule. The scheduling of these resources i: a key element of
the MiP’SN development.,
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Step 5. Develop mitiad network. Having assembled your materaals,
your team and your data, you are finally ready to start. Divide up the work
surface into time periods. You may want to expand the scale for the first
year to provide ample space.  Uise the map tacks and the black elastic
thread to imake vertical lines dividing the board. If you decide to change the
titne scale, you will only have to move the tacks.

Fill out the action cards like this:

N Q..3 2

Event Description

Purchase Request (PR)  package
assernbled for external coord.

WBS Interface: 5.2.1.5

OPR Schedule Date

DCVX 6 Nov 80

Figure 14

The cards are large enough so that use of any uncommon acronyms can be
avoided. The network is supposed to answer questions, not raise them. Use
different colored cards to represent the SPO, the contracior, procurement,
and any other agency that play» a major role in the program (e.g. AFCC or
AFLC). Use a separate color to identify miscellaneous orjanizations. (An
alphabetical code will also let you tie in to a Responsibility Assignment
Matrix scheme, reference Chapter 3.)

Using the source data, select events which you consider significant.
Do not waste time arguing over whether an event is significant. 1f you wind
up with too many low level events, it is easy to remove them later. Many
seemingly Iow level events tend to be critical path activities. Source coding
of system spares is an example of a frequently ignored event which can
significantly impact the program. A delay in source coding can delay the
development of Support Equipment such as Automatic Test Equipment (ATE)
which in turn can delay Initial Operational Tests. Make a point not to argue
over what is a signiticant event until after the first week. What you should
be constantly on the lookout for are events that constrain the start of
activities.

Do not duplicate the contractor's action schedule in total. Select
some key cvents where the government and contractor fori,ally interface
(e.g. providing GFE, accepting delivery, major design reviews, major
testing, ¢tc.). Do not necessarily select the contractor's internal milestones
as events for the network (e.g. start software spec, submit Preliminary
Design Review agenda, etc.). Remember that your objective is to develop a
program (not contract) network. You need to highlight the non-contractor
actions required since only the SPO can plan these actions.
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boey on the responsibilities of outside apencies. These are our major
scheduling problems. 1t s the planming of the work of the numerous other
agencies involved which is the primmary objective of the MIPS network.

It you are not sure when to schedule an event, tuke a guess, When you
are not sure who is the OPR, take another guess. If you are wrong, the OPR
will be quick to identity it.

At first, the density of carly events will e quite large. We often have
little problem in i1dentifying the fires which are due in the next few months.
The expanded scale for the tirst year of the network should alleviate some
of the overcrowding. However, if the network becomes overcrowded, don't
be concerned. You can clean it up later. DNon't be concerned with eye
appeal. You are trying to make a master plan - you are not trying to make a
display for visiting tiremen.

Step 6. ldentify interdependencies.  Begin w.th the first event and
consider what following event is dependent upon successful completion of
that event. Tie the black elastic sting between the two events. You will
quickly become adept at tying knots. At first, soine events will seem to be
totally indepcndent from others. This usually indicates that other signifi-
cant events are missing. Most program event. are interrelated. The
exceptions (e.g. Command Assessinent Review, Program Financial Reviews,
and Budget Submissions) are generally few. The finctional areas also tend,
at first, to be independent of other areas. This inde-endence also indicates
that some events are missing. Most functional ireis do have significant
interactions with other functional areas.

Continue the process of identifying interdependencies until you have
tried to connect each event to at least one following event. Note that
certain major events (e.g. PMD release) may be nccessary prior to the start
of numerous sther events. Try to depict all of these interdependencies.

Step 7. ldentify problem areas. Make small triangular "flags" out of
red paper. P a flag to any event for which a prohlem exists. If you had to
guess at the date or guess at the OPR, flag th: event until the data is
confirined by the OPR. I[f your written source data provided two different
dates for the same event (a common occurence), tlag the event. If an event
occurs too late to support a following event, flag it. If an event provides
inadequate lead time for procurement or for other activities, flag it. All
lines in the network are interpreted to flow forward. If a line flows
backwurd due to incorrect planning, flag the line. Events which need
further study to identify interdependencies also should be flagged. Try to
identify as many potential schedule problems as possible. The intent of the
network is to identify these problems so that they an be resolved.

Step 8. Conduct initial division level reviev.. Schedule each Division
Chief andstwo or three of his or her staff for a two or three hour review of
the network. Schedule the divisions in series. lduntify the conventions and
explain all ot the events to the Division Chief. Do not limit the review to
one tunctional area.

6-7




Seeh to ver:fy the information for that OPR or any information upon
which he or she can shed light.  As soon as further information is provided,
‘mmediately move or correct the event if the change is sinall. If the change
> major, mahe detailed notes to support making the corrections later. A
major benefit of the flexible network should quickly becorne apparent. It is
casy to make cven major changes without redrawinyg the entire network. A
small shift of an event can be ade without even retying the elastic string.

Attempt to resolv  the flags in that division's functional area. If you
can't resolve the division's tlags, :nake a suspense for solving the problem.
Try to issue one day suspenses.  Avoid suspenses in excess of one week.
Many ot the following events may be affected by the flagged event and
early resolution is essential. This etfort should be the nurber one priority
within the SPO at this time.

After verifying your initial data, ask the Division Chief to identify
events which should be added. Do not be surprised if hittle information is
volunteered. Some people do not like to post their plans because they fear
being evaluated against that plan, or for other reasons. Others will
volunteer a host of data which may be significant in their area, but which
may not be applicable to the MIPS network. Try to limit this data to those
areas which will involve interactions between functional areas or between
organizations. If an event only connects to events within that division, it is
not a likely candidate for the network. It is, however, an excellent
candidate for the Lower Level or Intermediate Schedules discussed in the
next chapter.

After this set of questions, ask the Division Chief to identify any
events which should be added for other divisons or organizations to support
that functional area. This question usually leads to a significant outpouring
of useful data. While people may hesitate to identify their plans, they are
normally quick to identify the support they need from others. Remember
that each Divison Chief will have his chance to identify this type of data.
This methodology has proven very successful. While most divisons will
quickly identify their need for contracting action, only the PCO will be
quick to identify when a complete contract package (e.g. PR, CCB
Directive, SOW, etc) must be provided to contracting for action. The PCO
will also be quick to identify the SPO, contract pricing, JAG, contract
writing, auditor and other support he requires to complete the contract
action. The MIPS network is an ideal tool for procurement planning.

After the interview, post all of the new information and continue with
the next interview. Interview all Division Chiefs. Interview the MITRE
project leader. He or she frequently directs more resources than any other
Division Chief and these inputs can be vital to the scheduling process.
Include the PCO and your liaison officers in the interviews. Continue the
interviews sequentially.

Step &. Revise the network. After the first series of interviews, the
network will look like a cluttered spider's web. Try to clarify the network

6-8
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by eluninating events which you now know are not truly significant.
Rearrange the lines to eliminate the clutter. Try to keep tunctional lines
clear.  These revisions can be initiated during the interview process when
there are slack periods. Bon't postpone these updates,

Step 10, Staff Review (without Prograimn Director). Schedule a review
of the entire network by all Division Chiefs without the SPD in attendance.
Attempt to again verify data and to resolve flags. This is the last chance to
provide data prior to the SPD review. Stress the, fact that all flagged items
will be briefed to the SPD who will in turn expect briefings on the Division
Chiet's efforts to remove the flags.

Step 11. Review the MIPS Network with the SPD. After the division
level review, schedule a three hour review with the SPD. He may
recommend inajor changes in the schedule. If he does, make the changes,
and repeat steps 8 and 9 again. After you successfuily review the network
with the SPD and avoid major changes, you have establised a baseline
schedule. Take a break. Then get set for a regular series of reviews and
updates.

Schedule AMuaintenance

Once the network schedule has been developed, tracking, controlling,
and updating come into play. Schedule maintenance will continue through-
out the program. It is a dynamic process that 1aps many sources for
inforraation.

Schedule accomplishment is measured by more than the passing of
calendar dutes. Accomplishment may be represented by milestone events
ac cornplished, percentages of tasks completed, and by expenditure of
resources. The most obvious measure is if the event has come and gone
(e.g., the request for proposal is on the street, the contract has been
awarded, the first article has been delivered). Accomplished events will be
reporied by various means including contractor reports, and scuttlebutt,
One thing is certain: You will miss half of this information if you wait for it
to come to you. You have to stay on top of it. Start developing your
contacts early.

Another aspect you should be aware of is that "schedules ain't what
they seem." People can tell you that an activity is 90% complete, but
frequzntly this means only that 90% of the allowed time has passed. A
better meusure would be that 9 of 10 meaningful sub-milestones have been
met. You will have to develop a feel for what is "meaningful."

Becuause schedule and cost go together, some schedule accomplishment
is measured in terms of cost. In contractor cost/schedule reports, schedule
varia wce may be quantified by comparisons for work performed (earned
value) and work planned. If the performance is less than the planned, we
have an unfavorable schedule variance measured in dollars. This is but one
indicator of schedule perforinance. Whether this unfavorable sign is
corrohoraled by other schedule data will remain unknown uatil you check
the other -lata.
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Fiaving developed the schedule {and updated it as necessary) .and
having «stablished a satisfactory muintenance system, the next sta e is to
crank ' ways to predict schedule performance. Trends can be id:ntified
and propress can be forecasted at an extrapolated rate. Time series inalysis
and s¢ ue parametric equations can be used to predict, but these inust be
tempetr.d by risk assessment. It 1s a good idea to 1dentify the key risk areas
early 11 the program. For example, software schedules are always risky;
contry. t award estimates are usually optimistic; and fab-ication normally
encoun.crs a delay. You will need to know how snuch "cushion" you have in
each arva before the whole program has to slip. Keep in mind how far you
have cme, how tar you have to go, and what pitfalls you might encounter,
We wil show methods for dealing with these questions in a quantitative way
in Chay ter 8,

Chapter Six References
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Chapter 7
INTERMEDIATE SCHEDULES
Ihtrodu 1100

Atrer the Flexible Networking effort is completed, the second phase
of a Master Integrated Program Schedule can be implemented.  As we
discussed in Chapter 3, milestone schedules can be produced as an output of
a4 network sched e to address limited functional (oricnted to the perforining
organtsatiand o lower level WBS aspects of the program. We will use the
term "intenmedite schedules” to identify this type of oarput. For example,
aantecnscdiate schoedale ught depret the Technn al Order (FO) piocess and
identity when Fretiminary TOs would be available, when verification and
vaitdation o planed, and when the TO's would be printed. The intermediate
scacdule shiould be limited in general 1o 10-20 alestones tor o particular
ta ¢t ol the program.

With the 1 exible networh and the contractor's schedulus, there nay be
SO drestion s to the need for "still more schedules.”  However, the
intermediate soedules dare 4 necessary element of a MIPS.  The flexible
network wsuath will not addresses wll the major proyran events.  TFor
exariple. v hile  he network gy depnct when « key niece of GFE s required
by the contract r, it may not depict when it will be ordered, who will order
it, or when 1t w il be shipped. These events are, however, critical and must
be planned. This is the role of the intermediate schedule. Major events
inoin the flexit {¢ networih are sclected and an intermediate schedule is
develop:d whic! jdentifies how the netwark milestone will be met. But
rewcinber, the - ciwork is still the oiticial baseline schedule and the single
p2int tencorposate and distribute changes.

Sehcdule Llements

The interriediate schedudes wonatly cover a functional arca. a flow of
lo istis eveids leading to the Gelivery 0 TOs, o flow of contiguration
management eveats leading to Functional and Physical Contiguration Audits
(FCA/PUNY), @ tow of enginec g events Jeading to the developient of an
externul interfuce, or other sumilar functional flows are ideal candidates for
miterme dhate schedules,

Outsicde A =ncies, Intermediste schedules identify when a functional area
require. upport trom another ageas o The TO tlow will Wdentity a support
require.nent for printing by the Air Logistics Center. The FCA/PCA flow
woll indicate a requirement for manutactueing support. The engincering
mterta e flow it mdee ate the need jor an Interface Control Drawing vith
another agency, The anterm-bate scbodule not only identifics the requited
autside apency capport, at alse ides toes when that susrort s required. Ths
permits the participating ardd o of arting et ey Lo dotermine f the




requited  support can be  miade available to support the current  plan.
Internediate schedules tahe the generabities that exist in MOA's and other
agrecents and convert them into specifics.,

The intermediate schedule is an ideal way for insuring that outside
suppor i requirements are clearly identified. The major functional schedules
can be made o standard part of the Prograin Management Plan (PMP)
through the Responsibility Assigniment Matrix approach from Chapter 3.
The total bouk of intermediate schedules or only a select few can be made a
reference in the appropriate MOA's. Organizations would then be cornmit-
ted 1. sapporting a specific program schedule. If an organization has a
problcin with a change in the schedule at a later date, they have the chance
to identify this problem during the update/coordination cycle of the
intenediate schedules. The intermediate schedule offers a solid technique
for communicating detailed schedule changes to supporting organizations so
that they cuan change their support plans accordingly. A key benefit of this
approach is the identification of additional interdependencies between
network activities as outside support tasks become more clearly defined.

Individual Responsibility.  The intermediate schedule 1s assigned to an
individual within a functional area. The individual's name is listed on the
schedule and provides an easy point of contact to outside agencies.
Responsibility for planning and monitoring a particular facet of the program
is assigned down to the level that the actual work is being accomplished.
This has an added benefit of improving the use of MITRE resources. Many
SPOs do not have sufficient visibility into their MITRE support staff which
creates a barrier to effective communication and limits the effectiveness of
the MITRE resources. By assigning specific schedules to individual MITRE
engineers, this problem of communications is avoided.  (The actual

assignment is done by the MITRE project leader.)

Problem Tracking. The intermediate schedule also ofters a inethod for
insuring that fewer of our problems fall through the cracks. Frequently a
problem is identified and there is no clear-cut means to insure that the
problem is resolved and not forgotten. By using the intermediate schedule,
a suspense can be issued to a SPO Division or external «rganization to add
an miermediate schedule which specifically addresse. and solves that
problein, :

Identification and Assignment. The selection of eveints or areas which
require an intermediate schedule is an important process. Too many
schedules will overload the SPO's limited resources. Too few will result in
the expenditure of resources without adequate planning. The SPO needs to
start out with a '"reasonable" number of intermediate schedules and to
gradually grow to a complete set of schedules. A 'reasonable" number
depends upon the nature of the program and upon the number of resources
assiynieds to the program. One rule of thumb is to determine the total
number of protessionals assigned to the SPO. Include liaison officers, staff
support (from AC, DE, PK, TOM, TOIl) and any other resources either
collocated or non-collocated. Include your MITRE support. It is reasonable
to cxpect that every professional assigned to the SPO can produce and
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maintdin one or two intermediate schedules. In many SPO's, this calculation
will produce more than 100 detailed intermediate schiedules--an inpressive
data base to sturt with. (Note that workload inequa.ities may result in one
person huaving more than the "averaze" number of schedules. This may
requitre two actions. Business Manageinent should examine whether critical
areas of work were missed. If this is not the case, the SPD should review his
assignment of resources to insure thdat resources and workload have been
properly balanced.)

With the number of intermediate schedules in mind, review the
flexible 1 etwork. Determine which events are critical to the program and
assigh intermediate schedules to the OPRs. Determine which events require
significant in.eractions between external agencies and assign an
interimediate schedule. Determine those events which the "lessons learned”
book indic ates ire problem areas and assign intermediate schedules. Try to
distribute the workload to all of the divisions. Every division provides
unportant and ritical support to the program and every division should be
assigned intern ediate schedule responsibility.

Coordinate the draft list of intermediate schedules. Don't back down
too soon. OPRs will identify a host of reasons why a certa:n area is not a
problem aurea. OPRs will also clain that insufficient data exist to make an
intermediate schedule. Assign the OPR a reasonable suspense and keep the
schedule on the list. Quickly accept any additions. The divisions are the
best source for identifying critical activities.

Have the divisions assign an individual OPR for «ach of their schedules
during the coordination process. Try to push the level of responsibility to
the Jowest level to improve comrnunications. Try to avoid assigning
schedules to division chiefs, branch chiefs or group leaders. However, if a
supervisor insists on keeping the responsibility at his level, don't argue. Let
him run his shop his way.

Suspenses and Coordination. Assign a one month suspense for the first
increment of schedules. Remember that developing an intermediate
schedule does not simply require putting a plan on paper. It may require
making the plan, Require the divisions to coordinate their schedules
throughout the SPO during that month and prior to the submission to
Business Management. This gives them a chance to iron out any of the bugs
in a particular : chedule.

After all of the schedules have been obtained, publish them as a draft
book and circtlate copies to the divisions for comment. Allow another
month for the divisions to determine if there are conflicts between the
schedules or 1t there are contlicts with the contractor's schedules. It is
important during this period to insure that the SPO has gotten it all
together.

L

The ne«t »tep is to issue the revised book of schedules to all external

agencies. Senc one to everybody, especially those agencies that will provide
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upport the SPO.  Identify 10 all gp encies that the book of intermediate
schedulc  tepresents when their support 1s required and will become a
required tcterence in all MOA's.  This 1s your opportunity to find out if the
external support can be muade available when 1t s required.  Allow the
agencies another month for review and cornment.

Altar comiments are i, make the necessary revisions and issue the
tirst ofticwal book of intermediate schedules. Have the book signed by the
SPDL It now represents the official program otfice schedule and should
become a part of the Program Management Plan by reference with key
products i luded.

Schedule pdates and Baseline Trackig.  All SPOs have o requirem-nt for

baseline s hedule management.  This means that some technique is required
to identity and track changes to the program schedule in g sanilar fashion
that chanyes 1o program costs dare tracked. The intermediate schedules can

provide this schedule management vehicle,

Every two or three months, have the OPRs update their intermediate
schedules, The update cycle should be based on the extent of known changes
and upon available resources. Asscmble the book and coordinate it
throughout the SPO. The coordination cycle for an update stould be less
than two weeks since the majority of the information will not have changed.
After that cycle, send it 1o everybody once again. Apain ask for commments,
integrate the comments and publish the updated, signed book of schedules.
The book will serve as an ideal track of all schedule changes and will serve
the same function as the cost track data maintained within the SPO.

manually without automation. By distributing the workloud, the average
individual should have to prepare two inilestone charts every three months -
not an unrcasonable workload. However, automation has been successfully
applied to this technique by the AFSATCOM SPO and several others at ESD.
The automiated technique uses a mini-computer with a plotter to draw the
schedules. The examples that follow (Figures 15 and 16) were drawn by the
plotter. The benefits of automation are significant. The drudgery of
making the milestone charts and updates is drastically reduced. The OPR
simply fecds his marked-up schedule to a secretary who inputs the data into
the computer. The output is a professional looking schedule. This allows
the SPO tu spend more time in planning and less time in drawing the plans.

An u Iditional set of benefits also comes with automation. Sorts of the
schedule data base can be performed. The computer can identify all events
which were supposed to be complete by a certain date. This generates a list
of potential problem areas for review by the SPO. The comptter can also
generate o list of events scheduled for completion in the next 30/60/90 days
to provide the divisions with an activity forecast. Other uses are also
possible.

Getting the intermediate scheduies automated, however, can consume
considerat.le effort.  Unless a systermn identical to existing systems 1S
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procurcd, a4 SPO must expect to spend sipnificant resources in developing a
systeimn. Buying computer hardware for this purpose 1s also a difficult
process. Hiring g contractor to establish the systein adso is difficult and
drains SPO resources in the management of another «ontiact.  While the
long terin benefits of automation will outweigh tius drain, the major
problem s that the fascination of automation may detract from the primary
SPO obLjective - development of intermediate schedules.  Note that the
computer will not make the plans - it only will draw them. We recommend
that automation be deferred until atter the SPO has published its first book
of intermediate schedules and worked the bugs out. Robert Townsend in his
book of management cautions and anecdotes "Up the Organization"
(reference 1) gives sound udvice here.  He suggests that if your current
system of reports is not running smoothly, then putting it in the computer
will only "speed up the mess." He also advises that a manual backup
capability can come in very handy.

Chiapter Seven References

l. Townsend, Robert, Up the Organization, Alfred A. Knoph, Inc., New
York, 1970.
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Chapter Laghit

COMPUTING UNCERTAINTY TOR A NETWOR

ntrodue o

Lp o this point we have covercd the basid schedrehing techniques and
layed oot the approach and procedurcs tor developing o Master Integrated
Progoan. Sobhedule complete with o tlexible network and intermediate
sehed e W have presented this material in g non quaatitctive manner so
Uy tow we will address the more mathematical aspects on some detail.
Ihas by et concentrates on the methods we can use 10 deal with the
neoviab b ne ertaanty surrounding schedules of program g tivities.

Voo as ol uncertainty os not norially used as a oo tement control
U hpie or for the ontimuing effort of schedule raaintenar ce, although it
oo be e orporated as a regular product of a computer-basec system.  What
weowil e principally aiming at here are the initial efforts during a planning
stage as o network 1s constructed or one-time assessments or forecasts of
program nrogress to support tinancial planning, cte. These techniques are
aibyo usetnl tor an Independent Schedule Assessmient, as defined by AFSCR
J0G- 35, conciucted along with an Independent Cost Analy s for key program
decisinn nonts,

Basic 1111 T Trobubility

The primary ssumptions used 1n developiny the PURT statistical
approach were:

1. The uncertainty of completing a schedule activity or task is best
described by a Beta type of distribution for the probability or completion on
a particular date or time interval. Figure 17 shows a Brta curve for a task
measured in weeks from start. The cumulative probabil ty of completion is
the total area undec the curve to any point.

2. The curve must be estimated without refercnce to any other
network activities on the saine path or elsewhere. Statisticul independence
15> a key inpredient to the calculations used. Also, the curve does not take
into acconmt unus ul influences such as accidents, strikes, acts of God, or
any extraordinary eftorts 1o compress the activity duration,

The Beta distribution was selected because 1t does not have to be
sytnmetrical (can be skewed right or left), the mathemati-al behavior of the
carve 15 well known, and thete was no better ualternative that suited the
PERT dt'\a-l(gp(‘l‘s.

o
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Probat ility
of
Completion

0O 1 2 3 4 5 6 7 8 9 10 11 12
Task Duration: Weeks

FIGURE 17

Without trying to get too deeply into statistical theory, there are a
few bas.c characteristics of this type of curve that are used in PERT. The
mMost optimistic time occurs at point a and represents a very small chance
(about 1'®) of happening. It should be arrived at by considering the shorte .t
possible ainount of time tor a task, assuming that everything went weil.
Remeniber, at this point the vbject.ve is 1o pin down sorne of the "naturat"
characteristics of a task, and there is a length of timne that could Le
achieveu if euch subtask was accon plished in the most time efficient way.
(This 1s not “crashing," however; no extraordinary means for shortening the
activity time, such as overtime, is assumed.) The fact that this time would
rarely (it ever) be achieved agrees with the 1% probability of oc currence.

The next point on the curve is the most likely length of time shown at
m or about 8 weeks, This is sitaply the high point on the curve, but it does
not necessarily represent a cumulative 50% chance of <ompletion by that
date. In fact, it was the intuitive assumption that the most likely time was
not ejudl to, and usually earier than, the >0% point that led to the
statistical treatrent of 3 time ¢ stimates in PER Y,

The fingal soint that must be estimated to define the curve for an
ad ity 1s the most pessiimisuc time b, or 12 weeks. This point represents
about u 39% chance ot completion or only a 1% chance of being exceeded.
The assumption for estimating b is that cverything required to complete the
task tukessthe muaximum tne; every tlang goes wrong (al. Marphy's Law).,




Miter estunating the two extroae tines and the most hikely tme for
the ac tnviiy, the expected tiney, Te e be caloalated Ly the simple formula:

Te delinnab
6

Fte expected tune should approxinate g 50%  hane - of completion
and thus s the most usetul charadteristic ot uan act vity for laying out a
program ioctwork.  Although the formula is simple ¢ woupl, the statistical
theory that backs it up is tairly ditticult to fottow. C iech reference 1, 2 or
3 for a detailed treatment.

Ihe major chfticulty with the PERT method is obianing representative
estimates for the two extremes, o and b, and the mo 't pessimistic is more
difficult f the two to get a handle on.  The most like ly time is much more
readily available and probably is the basis tor most milestone schedules
already in existence for a program. We will present un alternative method
later that can hel; efiminate some ot this difficulty, but the overall strength
and wedakness of either method lies in the estimating process itself.

The use of multiple estimates lor an activity allows us to construct a
network that is much more representative of the real-world problems
inherent in the program. It also lets 1s make use of mathematical statistics
to characterize each activity and to calculate results at the total program
level, These results can either quantify what we alrcady felt was true or
show tl:ut plans need to b changed to modify the schedule performance.

On the other hand. the basic accuracy (or inac ‘uracy) of the inputs
cannot be improved by any form of calculation. Tie best we can do is
structure the methods used to derive the inputs s the most confident
information availuble can be ferreted out and applied tu the network.

PERT and Risk Assessment

One of the most powerful aspects of the statistics used in PERT
calculations is the approximation of the inherent spread or variance of
completion gimes for an activity., For the Beta type of distribution the
variance (q“) is given by the formula:

«2 = a-b 2
6

The standard deviation is simply the square root of the variance or one sixth
of the range from the most optimnistic to the most pessimistic time
estimates,

l'he real benefit of this number c-omes as the statisti.;al theory is again
applied in two important steps:

I. The variances ( ¥ %) of sequential activities (such as along the

network critical path) are additive to give a total variance for completing
the entire path, or to any interim pomt along the path,

x-3




2. atier aboeat tour of ot ac iy des are added, the total distribution

of completion tunc tor the project s approntiately a noraal (symunetrical
or bell snaped) cutve with a vantance equal to the sann of the individudl
activity vartances along the cortical parn of the networr.

The scecond <tep allows us 1o take advantage of the well documented
characte: istics ot the normal distribution by virtue of the most famous
theorem m statistics: The Central Linat Theorem (tor ti e mathematically
curious sce reference 2, page 200).  this simply mean:. that the possible
completion times for cach activity wil add up, to give .. normal curve of
probability tor the duration of the entirc project.

This greatly simplifies the calculations along any 1. twork path.  All
we need s the center point of the final curve and the total variance. The
center pomnt 1s the expected time tor the path which iy the sum of the
individual activity expected times, Te (50% cummlative  cobability).  The
total varwance is the sum of a4l activity variances on ne path, and the
square root of this total gives the standard deviation of the norinal curve.

For the criwcal path of a hypothetical progra:r with 11 major
activities on the 'ritical path, the range of uncertaint. in duration for
completing the entire project is shown by Figure 18, Ti.- ¢ sential date are:

Expected Time, Te 58.4 months

2

Totul Variance, g = 210>
Standard Deviation, ¢ = 4.64% months

116% CUM 190% CUM 4% CUM
I | !

Probability 1 ) {

of 1 | !

Completion 54 Vo, = -1¢d :dd = 63 Mo.
{
\ |
| |
\ (
1 !
| |
! !
| \
|
2

50 55
Project Duration: Months
- FIGURL 18




! AL ust one example of what can occur g program schedule, the
addition of all ot the most likely tune estimates for thus exarnple gives 52
months, which is over 6 months less than the expec ted time, with only about
a 10% chance of occurring.  Moving up higher to reach an 84% total
confidence of completion tukes 63 months or |1 months longer than the
total of most likely times.

There are inany sources for tables of the norinal distribution, but
Table | below is 4 summary of some of the key joints based on adding or
subtracting fractional values of the standard deviation from the center point
of the curve. The cumulative probability for any point is reached by
totaling the area under the curve to that point.

Cum Probability Variation from Cum Probubility
of Completion Te (X9) of Completion

1% -2.32 +2.32 9%
b 5% -1.64 +1.64 95%
10% -1.28 +1.28 90%
16% -1.00 +1.00 84%
20% -0.84 +0.84 80%
309 -0.52 +0.52 70%
40% -0.25 +0.25 60%
* 50% -0.00 +0.00 50%

Table I (Ref 2, p. 222)

Commeints on PERT Probability

There are many sources of analyses on the usefullness, strengths, and
pitfalls of the statistical approach used in PERI. Each of the references
given for this chapter deal with the topic in much detail and should be
examined for a good understanding. Reference 1 is particularly readable
and complete (see Chapter 4 and Appendix C).

The heart of the method is the technique used for the basic time
estimates for each task. The use of multiple point estimates is much more
useful than any single time estimate because experience has shown time and
again that tie¢ single estimate won't happen and is more often optimistic
than not. (Statistically, the probability of single point occurrence is zero.)
Even critics «f I ERT, CPM, and network techniques in general, agree that a
range of estunates is the best approach; the argument comes from the math
used tou «comb.ne them.

Trying t» estimate the hypothetical 1% and 99% confidence points on
an assumed Beta distribution is a pretty tricky business for an activity that
will occur only once and hus not been done quite the same way before, if
ever. lsihg some other type of distribution has been suggested, but each
has 1ts own pittalls,




One way around the problem with estimiatingg the key points of a
distribution is a method used in Operations Research or decision theory. In
this miethod we estimate the probability of occurrende of certain events, or
group ot events, that will have the preatest effect on the duration of an
activity. For instance, the time rcquired to prepare and coordinate a
Purchuse Request package with all of the supporting document.ation is
heavily dependent on the number of problems that are identitied during the
variou, «vordination cycles and must be corrected by revisions. We could
estilnate, based on some prior experience and correlating with other
program ctforts, that the whole job should take 6 months with normal
problems (moderate recycling for revisions) and about a 70% |-robability that
we will Cchieve this figure. The other alternatives are costimated at 3
months w.th minitnum probl.ms, but only a 10% chance, and 7 months with
soine mapor problems with business strategy, funding, etc., causing another
month ot - ework on the pacl.age, but only about a 20% chance of happening.
We assuin.- that one of these 3 possibilities will occur (10:70+20 = 100%).

In the next section we will show that all of the statistical simplicity of
the PER 1 technique is retained with this appreach, and the basis for
estimatin s tied to alternatives within the range of expertise available to a
progran: oifice. It also allows us to deal with another network problem
more easily.

The other major drawback to a strict PERT or CPM unalysis is that
they botl. concenirate on the critical path only. This becoines a problem
when the ¢ are a rnumber of other paths through the n-twork that have a
mean or -xpected time close to the expected length o the critical path.
The unce tainty of completion (variance) for these paraullel paths interfere
with the -trict critical path results, and there cun be a jood possibility that
one of these other paths may exceed the critical path length. The problem
is usually compounded by interactions between the path: by either common
activities or merging points.

This problem with PERT and CPM has been given a good deal of
coverage in Operations Research and Management Science publications.
Reference 4 gives a good idea of the order of magnitude of the optimistic
bias errors involved if the single path treatment is used.

The example in the reference, a fairly complex program (1,100 activi-
ties) consisting of |1 identical parallel projects and 100 common activities,
was found to be as high as 50% in error (worst case) by comparing a critical
path calculation with a simulation involving the entire network. Even for
less severe situations (3 parallel paths) the single path length had to be
increased by 8 to 25%, depending on the average variance of the activities.

Although some useful techniques will be presented in the next section,
full network simulation (a computer-based technique using  many
combinations of possible outcomes for all the activities) is the best upproach
if a program contains many multiple paths through the network that are
close in expected length to the critical path length. The question to ask is:
"How close is too « lose? There is a rule of thumb answer.




Reterence 2, p. 239 shows that it the ditference b -tween the inean or
expected values of two parallel paths 1s greater than twice the larger of the
two standard devidations, the error 1 using the criti al path only will be less
than o 1ew percent. The rule sunply states that the two distributions are
not "interterring” with each other and any joint efted t can be ignored.

In sunimdary the PERT or CPM statistical approach does have some
basic eriror sources and we have covered two of the major ones here:

l. the activity time estinating method, and
2. su'e path analysis of uncertainty.

Both of these can cause an optimistic bias in the expected cornpletion
tilne for u jrogram. Reference 1, p. 463, outlined the results of a series of
cases in winch the single path analysis of uncertainty caused 13 to 30% error
(optimistic ). The possible error in the basic activity tume estiinates is
difficult t. pin down, but is potentially the largest consistent source of
errors, ana definitely the most important part of the whole process. This
leads to our treatment here of a practical alternate method, which also
allows us to deal with some of the other PERT error sources.

Network Analysis with Discrete Time Estimates

As described earlier, the approach is based on estimating several
alternatives for an activity with each tied to the possibility of a discrete
event, or group of events, o -curring that will have the greatest effect on
the time nceeded to complete the activity, The objectives of this method are
to aid the «-timator by relatiag the task duration to effects within our grasp
of person.| experience or resources and to still retain the simplicity of
uncertainty calculations for the network. It even allows us to apply some
full networl statistical calculations, if the network is relaiively simple or
computer resources are available for sitnulation.

As described in the previous section, this approach associates a time
estimate with the probability of occurrence for that particular task length.
The sum ot all of the discrete probabilities for the alternatives must equal
1009%, since one must occur. This section will concentrate on the network
calculatior 5 used with this method and what the results look like.

The notation used, for < onvenience, is shown in Figure 19 below. The
activity 0-1 is estimated with three alternative durations: 6 months with a
50% probability: 6(.5); 8 months with a 30% probability: 8(.3); and 10 months
with 20%: 10(.2).

O, 2O

6(.5) Tez = 7.4 months
8(.3) g5 =244
10(.2) R = 1.56 months

Figure 19
8-7
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Phere are several ways o dec cawathe this discrete type of - tatistical
distritution, but we will use the sit plest first (Reference 9, p. 91-95). To
calculate the expected or nean time multiply each alternative length by the
probubihity of vecurrence and sum the products. In this case:

Te 6 x .5 « 8§ x.30+ 10 x.20 7.4 months

The variance (or spread) is given by squaring the difference between
each Lme estimate and the mean, multiplying again by the ussociated
probattiity, und adding the products, or:

, 2
g  (7.4-6)" x .50 + (7.4—8)2 X0« (7.14-10)2 x .20 = 2.44
The standard deviation s the square root of this:

g 4/2.44  1.56 montns

With these parameter. we can proceed with the saine single path
probu ity calculations as shown with PERT. That is, the expected length
of a path is the sum of the activity expected lengths and the total path
variai - is given by the sun of the activity variances. We can also apply
the Cgentral Lunit Theorem for about four or roere aciivities in series to
give un approximately normal final distribution, as Hefore, with the variance
and meun known,

T

So the estimating process can be improved while still kecvping the
simplhity of calculation thut PERT gives. But, for "trouble spots" in the
netwcrkh where the single path analysis is in errcr, we can us: another
appro.ici to dedl with interfercing p.rallel paths.

I this casc we assume two aciivities are constrained at the start and
completion events, as shown in Figure 20, the expected times are close to
the s.ime length, and the standard deviation of the shorter path is large
compured to the mean.

Da )

0
7(.2) Te2 = 10 months
10(.5) T4 - 3.0
12(.3) d = 1.73 months :
6(.1) 9.9  month:

Te2 :
8(.6) g = 11.49
o 15(.3) g

= 3.38

Fipure 20

months
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Fo calculate the effect of both ac tivities together we muast find the
joint prebabidity dstribution and then calculate the expected  tine and
varlance trom it

The joint distribution  detines Gll ot the po.able combingt ons ol
completion titnes tor both activities along with the probabnhity that any pair
of times will occur together. The longest time of the pair is chosen for the
joint probabiitics because it s the one that coastraite the distribution (both
must be completed).  In this case the probabthty o1 1ask 0-1 taking 10
months 1s 50% and that of tusk -2 tor a 15 month daratien is 30%. The
probability ot both of these alternatives occurring i the product o! their
individual probabilities or 56 x 4G . (19, or a4 19 <nance. But, f this
happencd, task 0-2 would constran the total completo o to a 15 month total,
S0 we get ajoint probability ot 15 (L15).

The total distribution can bee ot ap ina simple oot shown i Jable 2.
For each mtersection in the matris, the probabilites are mnltiphied and the
wngest tine ot the pair is chosen, We then add all v probubitities for any
given length that oceurs tn the product matrix to get e total distribution,

Parallel - Joint Probability Matri»

Task 0-1 Joint Distribution
12(.3) 12(.03) 12(.13) 15(.09)
10(.5) 10(.05) 10(.30) 15(.15)
7(.‘777)— r 7(.02) 8(.12) 15(.06)

6(.1) 8(.6) 19(.3)
Task 0-2
Table 2

Table 3 shows the resulting distribution and the new values of
the expected time and the variance. The expected tune is increased by 16%
and the joint standard deviation is inbetween the two original values.
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Joint Probability Results,

Task Lenpth (Probability) Te q 2

109+ .15 4+ .06) (.30) 4.5 (11.()—15)5 x .30 . 347
120(.03 + .18) .20 2.52 (ll.6AI2)2x.21 = .03
101 (.05 + .30) (.35) 3.5 L6197 x.35 = .90
8.12) - (.12) .96 (11.6-8)5 x .12 = 1.56
7[(.02) - (.02) 4 (11.6 7)* x .02 = .42
TOTALS: (1.00) 11.62 o . 6.38

Te o 116 months vs 10.0 from single path

g’ .38

g - 2.5 months vs 1.7 and 3.4

Table 3

Tuis procedu-e can be used in simple cases throughout the network to
take najor intecactions into account by condensing them into single
cquivalent activities. Large scale interactions, such as long paralle! paths
tnust be  treated by some form of computer simulation. The matrix
calculations get out of hand quickly!

The important thing to remember is that after you. have identified areas
of a program schedule that will cause errors in a critical path analysis, they
must be dealt with somehow. Even a "seat of the punts" addition of 10 to
20% to account for the optimistic bias in the mean is better than nothing.
But if you can deal with these areas quantitatively, the rule of thumb or
inanagement judgement can be left for issues that rcatly don't have a better
alternative, The schedule sturts losing its value as a well disciplined
communication device if we let "windage” calculations take over.

The discrete probability calculations can also be used to condense more
complex areas in the schedule, This is done in steps to combine sequential
activities and then the equivalent parallel elements. Figure 21 shows a
typical problem urea that cannot be treated with the critical path only, and
it can be reduced to a single equivalent activity.




Series/Parallel Interac tion

202) Te _ 4

4(.6)
| TN 6(.2)

4(.3)
1.2) Ve =2 5(.4) Te = 5.6
2(.6) 8(.3)

(s f)
. 4(.2)

2(.2) | 5(.5) Te = 5.4
4(.6) . 7(.3)
6(.2) Te = 4 2(.2)

3(.6) Te =3

4(.2)

Figure 21
Th- critical path, 0-1-3-5, gives an expected duration of 12.4 months ]

with a standard Jeviation of 1.8 months. Both of the other possible paths
give total expected times less than one standard deviation from the critical
path value: 0-2-4-5 = 11.6 montns, and 0-[-4-5 - (2 months,

The first step is to combine the series activit es 0-2 and 2-4 and the
same with -1 and l-4. This is done with another sitiple matrix of the same
form a- Table 2, except the activity durations are added for each joint pair
since the two are occurring in sequence. Table 4 shows the matrix and
results tor combining activities 0-2 and 2-4.

v g e

Series - Joint Probability Matrix

T sk 0-2 Joint Distribution Result: 0-2-4
_l__‘.2) _3(.04) 5(,12) 7(.04) 3(.04)
26) | 4(12) 6(.36) | 8(.12) 4(.12)
3 2) 5(.08) | 7(.12) 9(.04 5(.16)
2(.2) 4(.6) 6(.2) 6(.36)
7(.16)
. Task 2-4 8(.12)
9(.04)

TABLE 4
811




The e basic procedure s wwed to get the parallel jomt probabilities
for paths 6-2-4 1 conjunction with path 0-1-% {rcterence Table 2). Then
activity & 5 s added 10 a series matria calculation giving o single distribuy-
tion that accounts tor path 0-2-4-5 and the etfe ts of antersecting path
0-1-4,

The neat step s to run the straight series calculations for the critical
path 0-1- 3.5 Again combining by matrix torm and two at a ime. First 0-1
is combuicd with 1-3 and that result with 3-5. (Note: the ar thmetic is o lot
easier if you round off sensibly and throw out insignificai t points in the
intermed.ate results, or program it in your calculator!)

The final matnix is a parallel combination of the two rajor path
results, and in this case it contained 9 x 8 ¢lemnents, The detailed
calculations tor this exaimple were run in about an hour and 1 half with only
a stmple calculator.  As discussed earlier, this exarnple 1s :n obvious « ase
where single path treatient 1s not very accurate and the resalts bear that
out, The critical path gives an expected time of 12.4 months while the
matrix combinations give 4.4 months for the 50% confidenc s point. In this
case the standard deviation was almost identical: 1.8 mot ths single path
versus 1.84 months for the whole network, but there is 1o mtuitive way to
find that out beforehand.

Full Network Simulation

If you are fortunate enough to have the uccess 10 comiputer resources
with a networking cupability, the best way to treat this typ: of problemn is
to make multiple runs of the entire network. In a Monte Carlo simulation
the discrete probability estimates for the duration for ea h activity are
coupled with random number generators. So, with each "run' one duration is
randomly selected from the possibilities for every activity n the network,
and then a critical path analysis is done giving the total proj.-ct duration for

i" that run and all the activities that were on the critical path. As the number
of runs made increases, the times selected for each task by the Monte Carlo
method begin to approach the discrete estimates. That is, for an estimate
of 8 months and 60%, the number of times 8 months is selected will
approuach 60% of the total number of runs.

E- A full network simulation may give many ditferent cr.tical paths and

' one useful cutput is the number of times that a specific activity was on the
critical path or its "criticality” to the program. Reference 6 shows a system
that has been used on some Navy programs. It is based «n full network
simulation and gives outputs such as task criticality and a spectrum of
eurliest and latest start and complete dates for each activity. It will also
accept various probability distributions, including the discre:e type we have
been using here.

What weshave presented in this chapter are some techniques that can be
used manually, but they are also adaptable to a range of automated
treatments starting with programrmable calculators to do the matrix arith-
metic,
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13 Lxlu.;_‘ tncertainty .‘_‘_',ld N .I:

No matter which quantitati e method is used our objective is to express
the tots! eftect of the idividual elements of schedale uncertainty on
propram completion. The heys are 1o establish a clear set of ground rules
tor estimating schedule ranges for activities, tdentifv interactions and
mterdeperdencies, and use g consistent and explicit method for combining
these 1n total.

Altho igh getting to this point may secin an insurmonntable workload, a
final sc he dule with completion dates expressed as a confiden e range is only
the first ngredient for sk assessment.  Uncertainty calculations give us
answers (o questions  like: "When will 1 have a 75% confidence of
completion™ Risk assessiment attempts to quantify the impact of a 25%
chance ot not completing by that same date,

We ¢nnot make the point too strongly that schedule performance is
intimately related to the cost wnd technical sides Hf program performance.
Fach side can only be separated as a one dimensjonal look at a 3-D problem.
There are alw.ys impacts, and the trick is to tie the schedule range to the
other two pdarameters in any way possible,

Summarz

In this chapter we have covered some fairly straight-forward methods
for dealin; with schedule uncertainty in a quantitative fashion. We lookad
at the PLRT probability treatment, some of its shortcomings, and presented
several w, ys around PERT or CPM problem areas.

Statistical methods can be employed to quantify the collective wisdom
of program participants about when tasks will be coinpleted. The results
can be used to define risks inherent in plans and budgets. The methods used
should not add significantly to the normal errors in the basic estimating
process, so improvements to the input data (i.e. by adcing sources) should
increase the overall accurucy.
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APPENDIX A

LIST OF ACRONYMS

AC = ESD Comptroller organization

Al PE - Automatic l'ata Processing Fquipment

Al CC - Air Force (ommunications Command

AFLC - Air Force Logistics Command

AFSATCOM - Air Force Satellite Communications Program Office (ESD/DCK)
AFSC - Air Force Systems Command 1
AFSC Form %6 - AFSC Program Direction

AMETA - Army Management Enginecring Training Activity
ATE - Automatic Test Equipment

BA -~ Budget Authorization ]
CA - Contract Award

CAR - Command Assessment Review
CCB - Configuration Control Board
CPC - Computer Program Component

CPCI - Computer Program Configuration Item

CPM - Critical Path Method _‘
CPR - Cost Performance Report :
CRISP - Computer Resources Integrated Support Plan
C/SCSC - Cost/Schedule Control Systems Criteria
DCP - Decision Coordination Paper

DE - ESD Civil Engineering organization

D&F - Determination and Findings

DSMC ~ Defemm.e Systems Managemeunt College

DT&E - Devel .pment Test and Evaluation

EEC - Earlie:t Expected Completion time
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ol - Hlectronde Systoems Division

FUA/P A -~ Functional Jvonfiguration Aucit/ihysicsi “Tontfiguration Audit
GFE - doverment Furn.shed Equipment

IG - Inspectcr General

ILS - Integr.ted Logistics Support

iLSP - Integrated Lougistics Support Pl.u

I0C - Initia! uperational Capability

1I0T4E - Initial Opera'ional Test und Evaluation

JAG -~ Judge fdvocate (ieneral

LAC - Latest Allovabile Completion time

MIPS - Master Integrated Program Schedile

MITRE - MIT lesearch Engineers Corp. - ESD's Systems Engineering support - a
Federal Contract Research Center.

MOA - Memorar dum ¢f Agreement

OPR - Uffice of Primary Responsibility

PCO - Purcha.ing Contracting Officer

PERT -~ Progrowm Evaluation and Review Technigue
PK ~ ESD Cont:ructs organization

PMAG - Progrum Manigement Assistance Group - HQ AFSC
PMD - Program lManazement Direction

PME - Prime ! ission Equipment

PMP - P-ogran Management Plan

PR - Purchas+ Kkequ:st (AFSC/AFLC Form 36)

PWBS - Progr. . Wor< Breakdown Structure

RFP - Request for Proposal

SACLIN - Strautegic Alr Command Digital Network Program Cffice (ESD/DuV)

SPD - Cystem Program Director (also called SPO Director)

SPC - System rogram Office (used same as Program Of:ice here)
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SUW - Stuatement of Work
TEMP - Teust and Evaluation Master blan

TIFl - Tactical Intformation Procenving and Intorpretition Program Office
(EsL/DCR=-1)

Ty - £SD Technical Operations orgunization .

W3 -~ Work breakdown Structure
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