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ABSTRACT

"Performance testing under unusual environmental circumstances almost

always involves repeated-measure designs. Most tasks, however, show practice

effects with repeated administrations, effects that may appear in the group

mean, the variance among subjects, or the correlations over subjects among

trials or repeated testings. There c-mes a point in many tasks after which

practice no longer produces changes in performance; as we will put it, the

task stabilizes. Our criteria for stabilization are: the group mean no longer

increases, or increases at a slow and regular rate; the variance among subjects

no longer changes; and the correlation with earlier trials remains the same

from one stabilized trial to the next. finally, the correlation among stabilized

trials is constant. Stabilization in this sense is virtually essential to a

performance test battery. When it is absent, practice and environmental effects

are confounded; interpretations becomes very difficult; and problems of design

are greatly complicated, in some cases Impossibly so. It is desirable, there-

fore, to determine in advance whether or not a task stabilizes with practice

and, if so, how long it takes. It is additionally desirable that a task oe

well defined, that is, that. it stabilize at a high level; Treferably the average

correlation among stabilized trials should be greater than .90. The present re

port concerns ten tasks each of which was practiced for 15 days by either 18 or

19 subjects. The ten tasks were: Complex Counting, Grammatical Reasoning, Code

Substitution, Stroop Color-Words, Arithmetic, Letter Search, Critical Tracking,

Compensatory Tracking, Time Estimation, and Spoke Trail Making. The ten tasks

were practiced in the order given. All. subjects were Navy efilisted men between

.......... R 19 and 24 years old and with 20/20 vision. The ten tasks were all analyzed

"according to the criteria mentioned above, begiining with the mean and variance

and then determining the stability of cross session reliabilities. Analysis of

A. the ten tasks was straightforward and according to the criter.'a -aentioned above

r'--. ,j



with respect to the means and standard deviations. In order to determine the

"stability of the correlation among trials, a series of two way ANOVA's is

applied to the correlation matrices. Each ef the ten tasks was subjectod to

this same step-wise analysis. Some tasks, for example, ,.rithmetic, stabilized

"completely. Others in some respects but not in others. Some tasks had more

than one dependent measure and in these cases, stabilization sometimes occurred

±n one dependent measure when it did not occur in another. The bulk of the

report is given over to detailing these results and describing the application

of the ANOVA employed.

Marshall B. Jones is with the Department of Behavioral Sciences, Milton S.
Hershey Medical Cehter, Pennsylvania State University, Hershey, PA 17033.

Final Report on Navy Contract No. N0023-79-M-.5089, May 12, 1979.
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cedures or evaluation of results. Their use does not constitute official
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All volunteer subjects were recruited, evaluated, and employed in accordance
with procedures specified in Secretary of the Navy Instruction 3900.39
series and Bureau of Medicine and Surgery Instruction 3900.6 series. These
instructions are based upon voluntary informed consent, and meet the provi-
sions of prevailing national- and international guidelines.
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STABILIZAT.ION AND TASK DEFINITION IN A PERFORMANCE TEST BATTERY

Marshall B. Jones

Kennedy and Bittner (1977) have recently detailed the need for a

performance test battery to study the effects of unusual environments

over prolonged exposure periods. The same authors also point out that

it• performance testing in environmental research almost always involves

repeated-measure designs. This latter circumstance has definite conse-

quences for the properties that a performance test or battery should have.

When a task or test is administered on repeated occasions, it usually

shows practice effects; and these effects may appear in the mean, the

variance among subjects, or in the correlations over subjects among

trials or repetitions. If practice is continued, there comae a point

in many tasks after which practice effects no longer appear; as we will

put it, the task stabilizes. The mean becomes asymptotic or increases at

a slow and regular rate; the variance among subjects remains the same from

trial to trial; and the correlation with trials earlier in the practice

sequence remains the same from one stabilized trial to another; in addition,

the correlation between any two stabilized trials is constant. Not all

tasks stabilize, however, and among those that d some stabilize more

quickly than others (Jones, 1972). Furthermore9 different tasks may stabilize

at different levels; that is, the average correlation among stabilized trials

may vary from one task to another (Jones, 1970 a & b).

w •rIf a task does not or has not been stabilized in a group of subjects,

its use in a repeated-measure design is compromised from the start. If the

data are analyzed by univariate analysis of variance, one of the requirements

I ~I 1
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of a repeated-measure design, compound symmetry, may not be met, with serious

consequent difficulties for the analysis (Winer, 1971). These difficulties

can be overcome in large measure by resort to multivariate statistical methods,

but only if the subjects outnumber the repeated measurements, preferably by

a considerable margin (Morrison, 1967). This condition, however, is often

difficult or impossible to meet in field experiments under unusual environl-

mental circumnstances.

If the battery or tests from it are used to monitor individual performance,

Further difficulties arise. If a task has not been stabilized, the correlations

among successive trials will very likely show "superdiagonal form" (Jones, 1969a).

That Is, the correlation between two trials decreases with the separation between

them and, hence, is largest when one trial immediately follows the other. This

pattern has been interpreted by some workers to mean that the differential compo--

sition of the task is changing and by others to mean that the abilities possessed

by the subjects are changing (Alvares and Hulin, 1972, 1973; Dunham, 1974).

Under eIther interpretation an individual's performance could deteriorate or

improve over a given span of testings for reasons that have nothing to do with

concurrent environmental stresses or events. If the task is changing, the

subject may do poorly because he happens to be weak in the abilities or other

factors that are prominent in the differential composition of the test 'ýver thatV
jK. particular span of testings. If the subjuct's abilities arc changing, then

clearly his or her performance may change also and altogether independently of

external factors,

The presence of supordiagonal form also makes it difficult to know "what

AI • is being measured." To begin with, there is the ambiguity as to basic inter-

JLk
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3

pretation. Is it the task or the subject who is changing or, perhaps, both?

If the task is changing, then the interpretation of performance changes with

every stage of practice. If the subject is changing, then he or she possesses

a somewhat different mdx of relevant abilities at every stage cf practice.

For all these reasons a test, to be included in a performance test

battery for environmental research, should stabilize. For many trials or

administrations the test may show practice effects but there must come a point

after which the test (or subject) no longer changes. It is additionally desirable

that the test stabilize at a high level, preferably greater than .80. We will

call. the level at which a task st:abilizes, that is, the average correlation

among stabilized trials, task definition. A task is well or poorly defined

according as this average ranges up or dow-n from .80.

The primary concern of the Naval. Aerospace Medical Research ]~aboratory Det.

is with inertial environments, a partIcular interest being the very low frequency

motions (< 1 Hz) which occasion seasickness and air sickness. In this connection.

a research program is underway to develop a test battery for evaluating the

performance of a subjlect who may be exposed to such motions. The general plan

of chls Performance Evaluation Test for Environmental Research (PETER) is

discussed elsewhere (Kennedy and Bittner, 1977) ; other findings are reported

in Kennedy and Bittner (1978 a & b).

j This report concerns ten tasks each of which has been practiced for 15 days

by 1.8 or 19 volunteer subjects. In each case our chief concern will be whether

of the report is organized into three sections. The first develops the analysis

,I

t o be used throughout the report, withi Critic~al Tr;!ckl~ng serving as an I llus-ýtratLive

S~task.
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!I, The second section presents the findings for five tasks all of which

s•iabilize quickly and have acceptable task definition: Code Responses,

Grammatical Reasoning, Arithmetic, Stroop Color-Words, and Two-Dimensional

Tracking. (Critical Tracking also stabilizes with acceptable task definition.)

The third section presents results concerning four tasks (Complex Counting,

Time Estimation, letter Search, and the Spoke Trail-Making Test) which either

do not stabilize or, if they do, have unacceptably low task definition.

1. ANALYSIS

Squpenl.aL1g1nal form

Each of the ten tasks to be studied in this report was administered to a

,group of 18, sometimles 19, volunteer subjects for 15 consecutive working days.

The resul th to be studied take the form of 15 data points for each subject on

each tas;k, each poInt representing that stuhject's average performance on one

day. On one of the tasks studied, Stroop Color-Words, three measures of perfor--

.mance were obtaLned for cach subject on e-ach day; on another task, Arithmetic,

two measures of performance were obtained; and on the remaining eight tasks only

one measure of performance was obtained. However, one of these tasks, Spoke.

Tral._-.Making, existed I.n two ftor.,s, experimental and control; in effect, it

cro ti, tuted two tas.ks,.

Group msans and variance." for each task on each day have already beenif•:."•, presented in another place (Kennedy and Bittner, 1978a) . Therefore, while

"occasional reference may be made Ln this report to means and variances, the

, focu.s wil.] be on correlation. Our concern wll.l be to determine which tasks,

1 if any, are differentially stable, That is, does there come a point in practice.

Son the task where the pn.us tion of 071e subject relatlve, to another doei not change,

VP--



except for random error, as long as external circumstances and subjective

conditions remain the same? It should be underscored that instability, as

we use the term, does not consist in differential change pe3r se but, rather,

It in endogenous change, that is, change resulting from practice alone. If the

relative ordering among subjects changes in response to some unusual environ--

Rmental circumstance, for example, an immediately preceding holiday or partial

failure of the air conditioning system, the fact is no argument against stability.

Indeed, sensitivity to altered environmental or subjective conditions is

generally desirable in a performance test. What is not. desirable is a change

in differential structure as a function of simply taking the test or taking it

again.

But how are we to know whether a change In differential str,,"ture is endo--

pionous or not? Plainly, this question must have a satisfactory answer or other-

wise no attempt to determi-n task stability can succeed; fortunately it does.

CorrelatiLons among trials of practice are usually patterned and, when they

are, are always patterned in the same way. This pattern, moreover, is almost

always associated with change in the mean or variance; and the more pronounced

the change in the mean or variance the rarer it is that this pattern is not

found. -n addltlun, this pattern is easily shown to depend on uni form external

circumstances. That hs, by altering test circumstances or subjective conditions

"the pattern can he disrupted or even obliterated (Jones, 1969b) . Finally, this

pattern IF naturn].]y and easily explained in terms of continuous endogei.ous

processes, ezach iintaklng root at a definite point in practice, continuing for

a series of consecutive trials, and then dropping out. On all counts, therefore,

S--"this pattern appears to be the correlational counterpart of endogenous differential

- --. .--,

[1



6

change. To determine whether or not a task has stabilized it is sufficient

to find out whether or not this pattern is still present.

The pattern in question is "superdiagonal form." The correlations are

largest between two trials (in our case, days), one of which immediately follows

the ,miler in practice. Correlations between trials that are separated by one

trial, for example, days 5 and 7, are smaller. The greater the separation

between two trials the smaller the correlation between them is. Hence, the

smallest intertrial correlation is found in the upper right-hand corner- of the

matrix.

The correlations in any one row all involve the same first trial, with

the second trial being more and more removed in the practice sequence. Similatrly,

the correlations in any one column all involve the same second trial, with the

first trial coming earlier and earlier in the practice sequence. The require-

ments of superdLagonal form -;:e that

That is, the correlations must decrease along the rows to the right and up the

C: 01 Utomn s

General versus local differential change

The idea of stability does not apply to the task itself or even to all trials

of practice on the task but, rather, to all trials p1 ast a certain point or, better,

to all trials between two points In practice. In our case we will start each

analysis by asking whether or not all trials after day 5 are stable, that is,

triaLs 6 through 15. Once, however, we recognize that stability is specific to

,$-



a series of trials, not generally beginning with trial 1, then we must also

recognize that it exists in two distinct forms.

Consider our own case, that is, trials 6 through 1-5. If these ten trials

are part of an overarching superdiagonal form that begins with trial 1 and

continues through trial 1.5, one consequence is that trial 6 must correlate

more strongly with the first five trials than trial 7 does; trial 7 must

correlate more strongly with the first five trials than trial 8 does, and so

on. In other words, continuing differential change in trials 6 through 15 means,

among other things, that each successive trial in this 10-trial series Is more

and more removed from the first five trials. As practice continues, each

successive trial correlates less and less strongly with a fixeu set of preceding

trials.

At the same time, an overarching superdiagonal form implies that the corre-

lations amn trials 6 through 15 have superdiagonal form also. If differential

change continues over these ten trials, then intertrial correlation over this

same series considered entirely by itself must be patterned in the superdiagonal

way.

We will call these two kinds of instability _general and local differential

change. General differential change takes place relative to an external set of

measures. In this report these external measures are always preceding trials of

practice on the same task. The idea, however, of general differential change also

includes change relative to other tasks. If the correlations between successive

"trials of practice and a reference test regularly either decrease or increase,

~ the fact is evidence of general differential change. Local differential change

is change within a series of consecutive trials. A series of trials that shows no

V.
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-- change with respect to external measures may nevertheless be changing from

trial to trial internally. Local change is not just another aspect of a

single underlying differential process. Local and general differential

clhange are two different things and do not necessarily occur together.

This last point is central, in part because general and local differential

change do not have equal claims on our attention. Suppose that all trials on

a task after trial N. are entirely stable in the general sense. AMy local

instability that the task may then show is altogether specific to trials

after NA on that task. A structuring of specific variance, however, has very

few, if any, practical consequences. It has no appreciable effect on. the

ability of the trials at issue either to predict external measures or be

I predicted by them. Let S, consisting of trials sin+l' sim+2' ' . ., sm+n, be

entirely stable in the general sense and c an outside criterion. Then the

correlations between and c are all the same. Suppose now that the

correlations among the s mn- are either all the same or patterned in the

""siperdiagonal. way. How much difference does this last variation have on the

multiple correlatlon between S and c? The answer Ji!, not much unless the

M L superdiagonal pattern within S is steep; and steep superdiagonal patterns

,( q (hence, rapid local change) do not exist or have not been observed in the

absence of general differential change.

, In actice, of course, we do not test for all possible kinds of general

change. In this report we will look for it only in relation to preceding

(or, occasionally, following) tri..c.½ on the same task, not other -asks or

"criteria. If, however, a series of trials, S, is stable relative to preceding

f V
4
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trials and the average correlation among trials in S (task definition) does

not greatly exceed the average correlation between these trials and jyst

preceding trials, then the probability that the trials in S change appreciably

with respect to any external criterion is low. Virtually all of the reliable

variance in S is accounted for by its relations with just preceding trials and

* these trials, by hypothesis, all correlate equally with trials in S. It is

technically possible for another task or external measure to show differentlal

change relative to S but not likely and certainly not in a large way.

Local change is, therefore, a distinctly secondary matter. If general

stability exists, local change has few, if any, practical consquences. If

general stability does not exist, local stability unlikely and cannot in

any case gainsay continuing general chuige.

In the next two sections we will consider how to test for general. and local

differential change. We will then tiake up one or two matters that concern both

probloe ms.

Testing for goneral differential, change

Table I contains the correlations between the first five and the last ten

days on Critical Tracking. Table 2 presents the analysis of vari;ance for these

same data, with the row and column effects broken down into linear and nonlinear

N] components.

i-i .The row averages show large and overwhelmingly significant increases for

to.1:ie first five days. The regression coefficient for the rows is 40.11.8 or a

predicted increase of +0-.472 from day 1. to day 5. T iL result mce-ans• that the

first five days deFniste'y involve differential change. If we let: S consist of

"-,the first five trials, then the last ten trialn are an, external measure; and with

,,.Li;;
_ _ .- :i' .
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j-jrespect to thiii eexternal measure the trials In S show regular (.inereasing)

Sciange. It i.s clear, therefore, that Cr:it.ical Tracking does not stabilize

>il e fore hily 6.

Tlhe malllin ci '•ii. I however, is that the I inear component in the column

ave rages is nrot .;ipnILci(aiit (F - 0.93) when tested against the residual

moan tqunare. Tie regression coefficient for the columns is -0.004 per day.

T'i'hee Forei, the p rcd I cted average 0 ecr hLes by 0.036 from day 6 through day 15.

Notc, howev'r, that the non'lInear component in the columr averages is

t;[,goi leant at t he .05 ].vew S. S loCe t-he1 hV o flie.s•isO of P ndogenous change does

isot rtequ F n i iear Iut n] y m1on1otoni[ c diecrease a-long the columns , the nonlluear

compilu'lit Iliight lnvolve re a]. elhemnnt- , of di-ffrentia l change. Crit:Lcal Tracking,

lOw w'Vr'Y , i:; o a ;o-i,"t Iii p011t. 'The non linear component Is s .gnificaut

iii'c;�qil, thl c• ltvm ,ve , cages de'part Irn'goIat-iy from telt, linear regression line,

not t.becasei lie ic grtc,'t;i Ii 111c ,L it:tsell non]. I near. We hiive already pointed

out., Ito1weVi', that i rc•gii ar vm-iit:ions ill the column mlian do not constitutet

,v lderlce o i udogeloll's ch; sige. OnI a Monday, for •nstance,• the correlations

:t.i' ;eiii't Inare Iu)WeSr "tli;oii in Other day., of the week, presumalbly because the

0,Olih jees have lost soicu of' their edge and, perhaps_ some of their motiF vation

as.q Well over the weekend, The resul.t, though it might well] lead to a significant

iitotii1 [near col.unnli conloponent, do•es not constitLute evidence of endo genous differential

"[ q. ' clhane. '[lile chaige res]id..ts from an alt[-ora•lou in external circumstances (the

wv..iW.'i' il) , sot f'•om, practice ittei I

We may. eoc I olde, theref ore, that CrH tical Tracking i. qtable with respect to

Sprccedinlg trlal. :, fter day 5. But Is CrIt] cal '.rack.Ing after day 5 stable with

-ct-,-ect- to o tliert external niaO.s tires thani preceding ti a].i'? Tie evidence we have

jt o ltillIs (0 iii' i iii hl i)reLct

FEMM'I.-
': ,,zI
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The average correlation among days 6 through 15 on Critical Tracking (task

definition) is 0.784. The mean correlations, however, between days A and 5 and

these same ten trials are .760 and .807 respectively. In short, all of the

reliable variance in days 6 through 1.5 is accounted for by their correlations

with days 4 and 5. Another external measure, therefore, would almost have to

relate to days 6 to 15 through somei component that these ten days share with

days 4 and 5. it could be, of course, that some components in days 4 and 5

increase over the next ten days and so01: decrease; but this seems unlikely.

If, howeveý, all components that days 4 and 5 share with the next ten days

are stable, then the correlations between another external measure and days 6

to 1-5, mediated as they would almost have to be by one or more of these components,

should also be stable.

All in all, therefore, it seems' fair to conclude that Critical Tracking is

generally stable •fter' day 5.

"Testing for local differenti al change

A. The problem. 'TabFe 3 presents the correlations,- amongc days 6 through 15 on

Critical Tracking. 'he question is, does this matrix have significant elements

of superdLagoUal F orm? That some such elements appear In the matrix is clear

from visual. tnispection. The correlatt.on between days 6 and 1.5, for example, is

smaller ( .71) thian any correlation in the superdiagonal . In tact , the average

of the three correlation:; In tie upper right-hand corner of the matrix (.88 +

.71 4 .50/3 = .70) •s also smaller than any correlation In the superdiagonal.

But are these di Efereuces s1-[glfl'cant? That Is. the question to which we now turn.

.. •sampl.ing varlat ions all correlat ions among trkals In S are equal (the matrix isB. Background. If a task Is stable over a serles3 of trials, S, then except fo r

F
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flat). One possib'le approach to our question, therefore, might be to test

the observed mat,'ix against the hypothesis of a flat matrix at the population

level. Fortunately, Lawley has advanced ax test for precisely this question

(Morrison, 1967, pp. 251-252).

UnFortunatclty, there are serious problems with the use of this test for

our purposes. If Lawley's test results in a significant valve of we will

conclude that superdiagonal form is present. That is, the alternative hypothesis

to equality of all correlations among trials ill S is superdiagonal form. Th e

probl ci is [ihat Lawley'.s test may res-ult in a significant value of for reasons

that have iLoth Ihg, to do wil th .ouperdfagonal form.

Supposc, for examplle, that the Corre 1 ations among trioais hl S can be

perJect Iv deserl[bed by a saiglu common Factor with unequal factor loadings.

Such a matrix wIL]. not be fIlat and, If the loadings are appreciably different,

* wi 11. r1nmo!t: certaiuilv vl' ld a sa. nitfi cant ro;ul.;t by Lawy'ya's test. This result

wo ldi he s L.orIolys l ntt1 s fit torpreted, however, by a conclusion in favor of

outtperdiagotla i forut. A uuit].-Factor matrix never has superdiagona] form aitdi

:iuperdt;1Foll 1orm call ti yver be oxjl]ti[ned In tourms of a single common factor.

"Law I iv' t L.st woi'k' weh. I.L utiigh at I.ong ,is not signiUficant. That' is,

,I.F al I corrt't FlJtou.i tiifltii)r¶lv s Illn S arn t-Wably regarded as equal, then local

It d[[Fc~ferenia;l cluii, hutis l ob!;n I. IiAis si gulf [cant, however, we can not:
NX

conretude that dcFfferential cixitro' sii pregen . To draw this conclusion we

amustr take .SoOE other approach,

A likil.y possalbil1 itv Is loro-koi',a well-known procedures for testing the

simplex tiodel (Joreskog, 1970). 'the simplex is a specilal kind of superdlagonal

"o ttrll. Iore;rkolg hyplotll,';:zt-... a ,;impley. and then dvvelopso, first, a maximum-

I-"
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likelihood procedure for estimating the theoretical correlations and, then,

9L
a a test for finding out whether or not these correlations are adequate

to explain the empirical, results.

Unfortunately, Joreskog t s test is also inappropriate for our purposes.

To make the point directly, suppose that the empirical matrix is essentially

flat. Since a flat matrix is a special case of simplicial form, Joreskog's

model will fit the data perfectly, Hence, we would conclude in favor of the

simplicial interpretation or, more. generally, superdiagonal form and differential

change. But a flat matrix is the very opposite of differential change. The

trouble with the simplex model is that it explains both change and no change.

Hence, it cannot distinguish between them.

What we need is a hypothesis, like Lawley'a, that posit, no differential

chiange and an empirical statlstlc that reflects It. Then, if we do not obtain

significance (and the test we uste has sufficient power), we may conclude in

favor of stability. On the other hand, if we obtain sIgnlficance, we can

conclude in favor of differential change. In the next section we present such

a test.

C. Diagonal comparison!. We beg:.n with a change in notation. Let r. be

rhe ith correlation, reading down and to the right, in the iii diagonal., readilng

away from the main diagonal. Tlluq, the third correlation in the superdliaglnal

(.92 in table 3) is r3 1 and the Fourth correlation down in the last column

(.78 -in table 3) is r 6 4 . Plainly,

N.. and

F.... : i"__ '-
I iiIIF " • i[
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We advance the model

where Cd Is a fixed effect associated with diagonal j and all 46 . are

random variables drawn from a normal population with a mean of zero and

variance, 7 Except for error, all correlations in any one diagnonal

are, we suppose, cqiial]. The least-,quares estimator for is A.

.] this estimator is unbiased.

The coumparisons. we propose to make are ba.;ed on the differences among the

diagonals. Let

and

Then coiisder the quantitices

I,!. -•, = I;

{[•ach " reprerqents thc difference between the average correlation :in the Jth_

5la.d the average correlation in all diagonal- greater than that is,

to the "northeast" of the jth diagonal. C! is the difference between the

aver;,,-e c:orrelatlon in the superdiagonal and the average of all other correlations

hi.n th, matrix. C2 is the difference between the average correlation in the seuond

diagonal- and the average of all correlation,, that span more than three trials.

li'nally, note that no comparison is defined for an-1.

The quantities, C), are co_,mparjisuns; that l.s, the sum of the eoefficients of

r . Ill C v;iuishes. All correlniteons in the j th d:L.agonaa., (i--J) of them, are.1

F ; . ,.
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multiplied by (1/n-j); and all correlations in diagonals (j+l) tc (n-i), N of

them, are mul]tiplied by (--I/Nj+I). Hence, the sum of all nonzero coefficients in any

one C is zero.

Furthermore, the (n--2) comparisons, C.,, are all orthogonal to each other.

Given any two comparisons, one of them (say, Cj,) has nonzero coefficients only

for correlations all of which are included in R j+ Therefore, the sum of

cross-products between the coefficients in C. and CG, is

' I _____

N. 'j LA 1+1

The next step is to calculate the sums of squares attributable to the (n-2)

orthogonal comparisons, •;S(C.). Since each comparison has one degree of freedom,

SS(C.) ;and MS(Cj) ire the same. Finally, we will determine the expected. value
I I

of HS (C).

The SUM Of squares a(--ibut-abc W C. -
W2L

where a L is thei coeffLcLent of r . in C JHence,

~ jjja - (•_$L)

All told, therefore,

.The expected value of- this ,uantil.:y )- ";)

where i. is the nopul-atlon c-ouutc. rpart of R. That: is

"It on 1-V remai-is t:o deterIrilrw- a proper es rt mat -o of

FI " , : ,
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In this coti..ection it may be helpful to contrast the analysis into

djqigonal cotimponents with simple analysis of variance. Table 4 presBents

the. sources of variation, sums of squares, and degrees of freedom for an

SaT.ilysis of the n(n-l)/2 correlations into between- and within-diagonal

components. This is a simple (one-way) analysis of variance with unequal

numbers in the (n-.i) groups.

Table 5 presenLs the sources of variation, sums of squares, and degrees

of freedom for the same correlations analyzed by diagonal comparisons. In this

ligiht the diagonal comparisons are simply another way of breaking down the

beotween-diagonal variation; in fact, the two sums of squares are equal. That

or.(,J ,ii =(' r-, ,.

U1h1Ce, the witih.1n-diagonal SS in the simple analysis of variance is the same as

C 1-fihe resi~dual SS in the- diagonal. comparison~s. I'lat is,

We then Find that = ".

[n both an.lyses, It shUould beT noted, the degree-s of freedom cove to one less

than the ..mber of eorrnlatlnn.; in the matrix. In the case of the simple analy'I.s

Sthis one degree of: freedooi is rh norbh(cl byM In diagonal. comparisons it is

as-.

S:•borbe byJ
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The residual or within-diagonal SS may be further broken down into linear

and nonlinear components as a function of trial or day number. This further

analysis, however, is entirely straightforward and will be taken lip in the

context of a concrete example. Thie formal framework for an analysis into

"diagonal comparisons is now in hand.

D. The first five days on Critical Tracking. Table 6 presents the correlations

among the first five days on Critical Tracking. Note that the correlations increase

strongly in the comparison diagonals. •his tendency for Lhe correlations to

increase with practice -s common where differential change is taking place,

especially if it is rapid. It is not, of course, in itself evidence of

differential change. A unit factor matrix with inereasing factor load.ings,

for example, would show the same effect. A decision as to whether differential.

change is preserints depends,.,olely on the di;.gon•l comparL4 ons. At the

sans t~ime, regular change witthin diagonals :is an assignable source of variation

and should not bo incled in the error term.

Table 7 Intpresents the analys-s into diagonal comparisons for the first five

llays on Critical Tracking. Thle diagonal comparisons absorb t'hree degrees of

_rendom and the linear components within diagonals absorb another thiree degrees

I, t.eedom. The residtal term also has three degrees of freedom. None of the

S;Li ,.0. for the ctiagonal comparisons reaches significance at. the .05 level..

1i1 this Case, however, a conclusion that no local- chiange is taking place is niot

.,arranted because with only five trials the analysti.s doe.s not have sufficient

dower.

Te.. Thi last ten days. Table 8 presents diagonal. statts t~es For the last ten

i ,ays on Critical Tracking. Included are r.* RI+], C11 and SS( ). The average

L ', 7, .. 7L.+
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correlation, ir, is largest in the superdiagonal, second largest in diagonal

nJ
2, and smallest in diagonal 8. Tie rank correlation between r1 , and 4,

-0.79, is significant at the .01 level. This result is sufficient in itself

to conclude that some local change is still taking place in the last ten days

of Cr:;tical Tracking.

41.Te analys--ts into diagonal comparisons is presented in table 9. None of

the diagonal compmarisons is significant at the .05 level, although the F ratio

for dIagonal 1 falls midway between the critical values for the .10 and .05

levels with 1 and 28 degrees of freedom. Certainly, the local tendencies

toward superdiagonal form in the last. ten tr:La.1.s of Critical Tracking are not

A (stiffIcient to ulnse't our earlier conclusion that the task. stabilizes after day 5.

Trais format-io•ns and power considerations

The model, used In testing for general differential change is

wher •,u and eare fradoimd effects and as Xsual, is a normally

di~stributedt random variabLe wit'h mle-at equal to zero and variance, , .•s

Lodmp].ls bilatcl compound symmetry. That is, the expected variance along

any two rows .!<1 th.I.e sa;aml aud tihe expected varlauce down any tWro co.lumns is the

" alneC. Similarly the exp~cted covuriance I,,tween any two rows (or columns) is

the same as between any other two rows (or columns)

-. These consequences may uut, oif cour-se, he supported by thc facto. if the

0 col0umns evi-dence stabi] lity, .l.t t8 likely tmat the co.l-umn varianc.es will be

shomogeneous However, if the rows show differentiaL change, as is usaual, i.t

ios mokenley thuts the later rowfs with higher average r',s will. have smaller variances.

".... .F..."- • " ' ''*'i-' Th.. *ii • 'a' •: . . . . ." .. .. .. .' : " III" A • -F " ." 2'"Z "' _ "&
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Further, if there are changes in the variances along either the rows or

columns, it is unlikely that either of the two covariance requirements will

be. met.

The best approach to this problem is to subject the correlations to Fisher's

z transformation. The effect is to "lengthen out" the intervals toward the high

end of the correlation scale and this, in turn, tends to homogenize the row

and coluim variances and, hence, to improve the case for compound symmetry

in all respects.

A related problem arises in the local analysis. When there. is differential

change, the correlations within a diagonal tend to increase. This increase,

however, may not be linear but negatively accelerated, especially if the

correlatIons exceed .80. Thle root cause here is the. same as in the previous

problem, namely, that numerically equal intervals are larger ',igh in the correla-

tion scale than they are lower down). 'lle solution too Is the same as before.

Fisher's . transformation lengthens out the intervals at the high end of the

scale and thereby straightens out the regression with trial or day number. Tlhe

importance of this straightening out Is that It purifies the error term, by

removing from it a known source of systematic error.

As Intimated earlier in at least two places, power may also be a problem.

If we f:ind no significant difference from one coluum to the next in the general

analysin, we conclude that the task has stabilized. Clearly, however, this

conclusion raises the power question, What is the probabi]ity that we would

have obtained a nonsignificant rusiult if the regression coefficient along the

columns had been b # C? With five days or trials, the power of the general

"analysis-, is certainly not strong., onnigb to warrant a conclusion of stability.

. •With ten days, however, It Ifs much stronger, although even longer series of trials

-' .. "-

• . .; ..

.,.- . .. .... . .. . .... ... ... ... ... ...i I--VI
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would he desirable. TFhere is, however, a limit to the amount of work that

empirical investigators cart be expected to do in order to meet statistical

re(uiremeI ts.

In this connection it is worth noting that failure to meet the require-

ments of compound symmetry in the general analysis, while it gives the

analysis a positive bias, also increases its power.

The power question also arises in relation to the local analysis. If we

find no significant diagonal effects, we conclude that superdiagonal form is

absent. but what is the probability that we would have obtained a nonsignificant

result If ( t -- t. k) had, in fact, equalled a definite nonzero amount? Here

again- our only resort is to longer sequences of trials. Finally, power decreases

as onel movces away from the main R Lagonal.

2. FIVE STABLE AND WELL-DEFINED TASKS

Code Response s

Tabl.ýe 10 presents t:he analysis of variance for general change in the last

ten davs rtilatlve to the first five for Code Responses, TIhe key result is

tie value of F (0.52) for linear change along the columns. The row effects

make it clear that stabilization could not be fixed any earlier than the sixth

i day. 'ITle means for the first five days are not only overwhelmingly significantLhut increase regularly, with one small inversion, from .539 on the -first to .781

on the fifth day.

The diagonal averages among the last ten days (table 11) show shallow and

certainly Innocuous tendencies toward superdlagonal form. The average corte-La-

.ton among the iast ten days is .72. This value is definitely low for task

-r -: -.. . .. . . .,. -
S..... ;: •'tm••'. . . . - ______' _ -_--_-_-___"_-_-_-___.... ........ . ...... __,, ....... - "__ .
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definition, perhaps too low. Certainly, a stable task with good definition

would be preferred over Code Responses.

Grammatical Reasoning

The results for Grammatical Reasoning are novel in two respects. The first

is that the last ten days are not stable relative to the first five. The linear

column component is strongly significant. When this happens, one moves to the

next trial and sees if, perhaps, the task may not stabilize from this more

advanced point in the practice sequence. In our case, we test the last nine

days (days 7 through 15) against the first six. If the linear component is

still significant, one takes still another step into the Tri' tice sequence and

tests again. This process continues until the trials that the subjects have

practiced after the one being tested are too few to provide an acceptably

powerful test of general differential change. Our couvention is to stop at

day 10. Thus, we start by testing the last ten dL;s against the first five and

end, if no stabilization results, by testing the last five days against the first

ten. If the linear component along the columns is still significant, we conclude

that as far as out data go the task does not stabilize.

Table 12 presents the average correlations for the last nine days against

the first six in Grammatical Reasoning. The linear component along the columns
.is still significant (-=20.6) -- but only because of the low average on day 15.

The regression coefficient (average r regressed on day number) is -0.0122. If

S " +day 15 is dropped, this same regression coefficient becomes -0.00125; the latter

f-•" •: is ten times smaller in absolute terms than the former. Table 13 presents the

analysis of variance for general change in days 7 through 14 on Grammatical

~ .. Reasoning relative to the first six days on the same task. Grammatical Reasoning

'Awe,'
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is clearly stable over this stretch of eight days. It remains to justify

dropping day 15 or, at least, to explain what the implications of doing so

are.

A• The first point we need to recognize is that a task may stabilize for

Sawhile and then start changing again: it may platea'!, if voU ikeo. Grarmiatical

t4 Reasoning is definitely stable from day 7 through (lay 14. Its, being so, however,

in no way requires that it remain stable thereafter. It is perfectly possible

that the low column average on day 15 is simply the start of a new phase in

differential development on the task. The odds are against it, however.

The 18 volunteers who practiced Grammatical Reasoning knew that day 15 would

be their last day on this task. It is possible, therefore, that some of them

performed somewhat differently on this last day than they ordinarily did. In

other words, the subjects may have responded on day 15 to the fact that this

Sday was to be their last on this task. Such a reaction is an exogerous effect;

it is a response to an altered subjective condition (the task is ending).

Occurring, however, as it does at the end of practice, the effect of such a

reaction j s to produce the semblance of linear change.

We cannot be sure, of course, that this interpretation is correct.

The main point in its favor is that the regression coefficient up to day 15,K that is, from day 7 through day 14, is essentially flat. In addition, nonlinear[ C change over this series of eight trills, while significant, is modest. In general,

the column averages are not bouncing around a great deal. Hence, the marked

fail on day 15 requires more of an explanation. Finally, the effect is not

isolated; we will see it again in other tasks. We conclude, therefore, thatLGrammatical Reasoning would probably remain stable more or less indefinitely after

' ..

I " . .
I
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day 6, provided s:ubjective conditions also remained the same.

Table 14 piQesenis the diagonal averages for days 7 through 14 on Grammatical

Reasoning. With the exception of diagonal 6 the fll-off away from the main

diagonal is regular. It is also quite shallow, however, and poses no problems

of any consequence. Task definition from days 7 through 14 is high, 0.881.

Arithmetic

Arithmetic also presents novel problems. This task has two measures,

number attempted and number correct. rrne results for general change in the

last ten days relative to the first five are presented in tables 1.5 and 16.

Note that linear change along the columns is significant in both cases. The

regression coefficients, however, are both p1ositive! They arc also very small

and, as it happens, equal, +0.0027. What are we to make of this state of

affairs?

"1The intertrial correlations for Arithmetic are very high and tightly bunched.

The correlations on number attempted range from .85 to .97 and on number correct

from .86 to .97. The residual term is miniscule. 'he change along the columns

for all 10 day! comes to only +0.024, certainly a small amount. But what about

Sits direction? Hlow are we to account for the increase in column correletions

over the last ten days.

The answer lies in 11he row effects. Tle changes here are much larger and

more signlf..cant than the column trends. And they too go the wrong way! That

is, the r'ow means tend to decrease from day 1. through day 5. On number attempted,

; for example, the average correlation on day I is .952 and on day 5 it is .895.

These results altogether exclude differential change of the superdiagonal

sort. In the sense that we have been using the ter-m, Arithmetic is stable from

.. f,,
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day i. For the. first week performance seems to acquire rather more random

eleuints and thereafter gradually to lose them. The effect is to create a

shallow bow in the correlation pattern--but a bow created by slow swings

in specific variance. 'elie correlation nhatrix is a Spearman unit hierarchy with

soniewhat smaller fti'_ctor Load ug., around day 5 than elther before or after. This

pattern, howevm * is consistent i.,-t'h stabili.ty, in fact, stability of a rock-

solid ori.der.

When they caine ixto sorvice, our volunteers had already learned all the

art tlulm2tic they would over know. They were already stabilized on this task

and no change would ssubl;ejueot7.y occur in. common variance , that is, between

one day and any other, local change In Arithmetic is negligibie ond task

del Violtion very high, 0 .941) for number at temp ted ;and 0.948 for numlber correct,

'JhIto Strooli Test.

ITie Stroop Test yields three roesaSres: 0. ocks/weo vls, colored words, and

colored blocks. Tables 17 and 18 present the analyse; for gen-ral change in the

last ton days for- the firc- two measures. Both navasures are stable after day 5.

Colored blocks prrsent.•ta IMore col l.:cated picture. The F ratlo for the

1 Inear column componlet Is 7.47, :Just short of significance at the .01 level.

'lix regrow: lu cooff1 dent for the column averages i.F -01.00.5 or a do crease of

" 0.045 over the 10-day period. As in Grammatical Reasoning, however, this decrease

j stems euti~reily from a low average for day 15. If day 15 Is dropped, the

coffl.lcient beeomesi ever so slightly positIve, +0.0005; and linear column change

is no longer significant (F-0.33).

N Our i.uterpretation of tihese rosults i.t the saumi as for Grammatical Reasoning,

r. 1 that Is, that I ni al L probabi I Lty the low average on day P5i I:s attributable to an

t'.," -•' , •1
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altered subjective condition (the -task is ending). In this case the

interpretation Is supported by the clear stability of the other two measures

Son the samnv. task. We conclude, therefore, that the Stroop Test is stable on

all three measures after day 5.

Table 19 presents the diagonal averages for the last ten days on colored

blocks. Superdiagonal form appears to be entirely absent. The same, more or

less, is true of blocks/words and colored words. Task definition is good for

all three measures, 0.827 for blocks/words, 0.,867 for colored words, and 0.883

for colored blocks.

Two-D:iiie•s ional. Tracking

Although it was not di. covered until after the experiment was completed, the

softwai;' used In Two-Dimensional Tracking contained a "dead" spot. When the

cursor was placed on this spot, it remained there with no further control

moxnvements. When the experhimenters finally disc~overed this dead spot, they

intervIewed the subjects concerning it. Sever,11 of the sub]jects reported that

they di.scovered the. spot around day 8 and subsequently made use of it front

Utime to thne to ''heat." the taski. Thie exi.stence of this spot and its di..scovery

by Settl stlubjects (not all1, apparently) fundaienctally altered the task after

. day 8 or thereabouts.f'jlablu 20 presents the analysis of variance for days 6-9 on Two-Dimonsioual

tI'r.ackIng relative to days 1-5 on the same task. The linear column component

"Is vanishingly small. 'TIhe rugres!sion coefficient along the columns Is -0.0002.

With only four trials as a basis, the test for linear column change Is admittedly

not powerful.. Ncverthele.ss, our .jiidgment is that %Two-Dinensional Tracking

stabilizes nft:r five days. Note, by tle way, the strong l.Inear component

down the rows. Tie row means show regul .c change through day 5. Henee, stabiliza--

.I lot ca-ii-nnot bo said to begin any earlier than day 6.

O
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Table 2.1- presents the correlations between days 6-9 (the so-regarded

Sstab ilized triatls) and days 10-15. For tihe. fi~r st three days (10-12) the

correltations hold up well, but then they fall dramatically , It appears,

therefore, that beginning sonn-;time in the third week T'wo-Dimensional

Tracking underwent rapid differentIal change, presunvably because of the

dead spot and its disc1eovery. It Is bothersome, of course, that the dead

spot seems not to have 11;h(a an imnediate effect on differential processes.

On the other hand, It appears to have had no effect at all on group processes.

ThLie moen and am var ICucc.Ishow no dlsturhances at all as a result of the dead s;pot.

I ooking at the two curves, no one would suslxect that anything unusual had

* happened toward the cud oI Lhe second week or at any other time in practice.

'I'lils jupot:l has obv.DI9 o11tis mc hodoloiCal imiportanice since, Iz t: de rscoros the

sons;il.tivity of d. f ffcromit A. proces.ses to changes that would otherwise go

snounet i.ced.

Ta'-;k defoinit!ion in days 6-9 on Two.Di'melnsiooal Tracking is passable but not

good, 0.167.

3. ,OUP UNST&BLE OR TLLDEFINEI) TASKS

G, C 1'p PJ v~x-° Go ltl :1 -

Tald- 22 presmnts the analysis of variance for general chlange in the last.

ten days of Complex Counting relative to the first five days on the same task.

4,' The I. ratio for the linear c0olumn component It; strongly ;ignificant (F-,2.63)

'11liTe 11 ear column component is st.l]l signif:LIcant when the last n:ine. days are

,lctccd for generral change rolattve to the first sIx days. In fact, the linear

column componcent rema ins ,al. got f-t cant for the aIt: eight, seven, nix and five

. aclay, . Table 23 presments, the. resultsit for days '.1..'_5 vor';s theW flnr:;t ten days.

J-*; 
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The F ratio for the linear column component is smaller than in table 22 but

still strongly significant (F=14.1).

This time, moreover, the decrease along the columns :Is not due solely

to the last day. The re-,ression coefficient for days 11-15 is -.0.021 and for

days 1.1-44 it Is -0.017, smaller, to be sure, but not greatly so. The linear

column component for days 11-14 relative to the first ten days is, moreover,

still. significant, albeit at the .05 level.
.iThese gradually lowering levels of significance as one moves further sod

further Into the practice. sequence suggest that at some potint Complex Counting

does, Jindeed, s;tabilize. TIhat point, however, Is not reached after ten days

of practice.

T'lime Estimation

The resul~ts for Time Egstimiatlon are much the same, :1t- for Complx Counting,.

Tab le 24 presents t:he average corre-hationsi of the la.gt :Hve days4 with each of

the f i rst ten day.,;. The main point -Is that the1see ;averages Incre-:.te ri ght up to

and including day 1.0. lle.nce, the first ten trials], are changi.ng relative t-o the

last five as, an external, measure. 'i'hre- Is, no Imos.s[hi.ti ty, there(fore, that Time

Fstimo ti.on stabi.L t.zes any earlier than day 11. Th'le cinetion Is, does it stab:i.Aze

then?

Table 25 presents the analysis of variance for general change In the last

five days relative to the first ten days. Linear change from row to row .is

enormous ; It yields,; the largest F value wee have seen, thus confirming the

conclusion already reached that differential change continues through day 1.0.

Since L.i.near chani•n from co'1nlumn to col1utau :Is also strongly scigni.ificant, F=1.5.4,

.. •'.. I it would sueem that Time Est:imation is- st:I.ll not st'able after ten days-

I.. -.. , ]
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The~re As, hocwever, reason to pausk. for a moment * The correlat-Lon average.t

For d1AY ii iSe lower thani for any othor day In t~he last week. If day 15 i~s

oniitted, the regresslion coeffici-ent al~ong, the col~umns drops from -0.038 to

-0.018 and( t~he I[nea.r columin compo-nent Ls nio Longer si-gnilficalt . If the 'Low

r to r day .1-5 can be rua!solab ly at-tri~buted to al-tered sublective conditions:

(et 'k Is endinug) , then a ease coul~d be. inado that Time Esti~mation stab ilize.-

after teni days . We do not think, howe-ver, that the Low r onl day .15 can be so

attribntud.

In tho II rot; p1 acle, ho t~hi clurnoi anld row averageS jounee around a good deal.

In. hl '1111.' Inc -t Iat Ion. '11W drop, for example , f rom dny 112 to dlay 1.3 isalmost

a: l:Arge w tHie drop Frouin day 1.4 to (lay 15 . Si1mlhti ry , as~ can be seeni In

C ~taleh 22, Hito row, nyE'raj,,' alý(o chanuge ,;Iurp)ly Fromn one dtay to the next. Rencev

1:11 (1-1 cpFrom1 dyV 1/t tO daly I.) IS I y 110 l~la.U~ler Of 1CM1S ans unkluqe occurrence In

Lin the sooli 0111 P Ido , 1I oca ! c-liaitt" appe are to eon t [11110i 111~ Tme TO Etit-miat ion

t 11n-olq', the. last 1 I ye daysv! . 'l.d ile 26 p)resets;Illt the d111)onoal.i s tati-it:I'c~s for

d lys 'H I t~ll rsgh P. "land ta h lo 27 the anal~yol. s into diagoniaL c~omponents . Theu

F' ntato Fo r d lagolu I 1I (1. 1) 1l !isIvjdn;`LtcAW-t at. the .1.01 v Iev.]. In adli. ti onl

;i1i I t, ot0ulp; uc I l; L10!; are poe 1.Livu , anld the p robabhI 1 1ty of thi1s re cu'L.t is1)-.4

by I1 t'go I I . iii is as lt:cn d'iiio, that A'.,-,, how~ many of Ci~e C arn poslit~ive

atiti how 1taitly X1gl 'gt .V(', io-Ai tN tOe S.11 llihy)i 0thiesj.Is ali IIo theý di.ajgCnal -oMponlent_.

1,1111e11.T L* t: I )at Ii oc(5I- (I I ffo rent: I11al. chluiqu, (-onlt;. nlmns 1.11 the l.ast: fiye days of~ p ract-~ce

miore ever, di.: d ; !; 0) Indepeuidenit:tiy. Comlbinl~Ing these four testto (Wf~ner , 1.967,

49- -~ pp. () I~ oi l Id; a val~uv o I: whi Iso is d.gnif. fcant at: the .07 vIfl.v . Lu call.

ibm Ill tII,ilu r' Io ro , ap)p)ea rs, Ito olie ati I. on!s 11 I I! e y I i day .1 1 thi ro g I- 11.5,iI
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Onl these grounds we conclude. that Time Estimation does not stabilize

after 1.0 days and probably not after 15 days. Task definition in the last

five days is marginal, 0.71.8.

Letter Se~arch.

Task dlefinItion for Lette), Search is, unacceptabily low. Thbe average

correlation amiong days 0-i5 Is 0.422 and among, days 11--i5 only a little butter,

0.510. Whatever else may he said about It, Letter Search isP nor. a sulitable. task

for performance tot;fting , whletheCr It stab liJesý or no0t. hence , We pursue Its

;nall, Is 11ifrthler.

Spke'ralI -Ilaki njj

Spoke 'Vra.L -MAkIng woe, hin of feet, two tasks , a ,tandard or cototask

and Lill xiperhimenta 1. %ar! atfion), 01n the evldenlce 1.n1 hand twi:,thetcit of theiise t.Oskt,

nlŽi'ts:- Ct:I rticqldresceults- f'or Irfrn ctesltingp. TCask defini11tion for the

eXpIIIri -menital f1orm Is too low. Ti1e avorage correlation among days 6--15 anld

11-1.-5 are 01.444 antd 01.50). reopco; lyVAe Iy'

'11ic, ease! of, the coniti(t. ta!ck hs wtore cmilplicated. 'lest lug the las;t tenl day;;

agalos t til is (I. ye moe fijids tin -F rat-to for Lice itiwlr oLumn1111 component whichi

icccIt; u.f .tu a V the .05 Levell. 'fc :bgthe last (lvii days ag~iLost thie first toen

0ttV f -IidO l~argier FnI rat to for the i. Iiii C.Litn toptt'c 1 u.ii otat hl11

lei.; 1 . 'These ro!cu'U:; ls owever, ate clue mi'ti inc y co0 a liw 1W. oilOe im ext 1:0 last

dayday14.I I weexcudeday1A, the average r't;it of days 6-1.5 with ithe1 fIrst.

flve dlays ranige from a Low citf .72.4 to a hifgh oif .866 . lht ave rclgc correila tiot of

day .1.4 wi.th the flirst f 1.e days, 1;. 0.452.1 It wtay 1e tht hi low in was due t~o

c;t cod1e olv Iordid chiange In ts:ci-reius t cmetwe or sub~ (tOti-ve cot;c t iteo; . IF 1 tc

twicll the fctcnac orim c Spoke 'fial -N1-KklI~og is-,tc tablIc and hacs good tat;k do ll.t:1011~c.

F~4oilu 1ict1extn evi denee, hcoweve r, we hanve no ground!, for OXel' ol lUTg daly 14 . We ("ao
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hardly argue that the subjects "wound down" on the day before the test

ended but not the last day. For the time being, therefore, we regard the

control. form of Spoke Trail-Making as unstable.

An

• I

A., 7
'8. - n . - -- - -
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Table 2

Analysis of variance for gencral change in the inst ten days if

Crltic.a] Tracking relative to the first five days on the same task.

Source SS df MS F

Rows 1,624 4 0.406 58.0 *

I tnle;11r I..402 1 1_.402 200. 3 *

t)n 1. netar 0.222 3 0.074 10.6 *

Gol1 1til1 0 2113 9 0 024 3.4 *

l oca• () l0() 1 0 .007 0.9

0I, Inear 0. 200 8 0.026 3.7 *

ROIe ' (d1n I 0.25 [ 36 0,007

Toll; I 2. 087 49

• .go i fic ant alt: the .0 I 1 ev

h
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Table 4

Sources of variation, sums of squares, and dep,'rec: freedom for the

analysis of a correlation matrix into between and within diagonal

components.

Degrees of freedom

Source SS n 1=iO

Behieen diagonals IA~~)(. 8

Within diagonal-9 ~ 36

7a

[4 4•I

'P t kF4

!lei

A

44



Table 5

Sources of variation, sums of squares, and degrees of freedom

for the analysis of a correlation matrix into diagonal-comipari;.on

and residual comnponents.

Dc11ees of freedom

Source SS n n-"i 0

IWagonal confal!]) ons 8tI b-.

J •-aN ((K -Ia)-9
ResiduaL.3

To"tal - )_

A.

4.I 2' I

.:{.
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I 'fable 6

(:orrelations among the first five dayrt on Critical Tracking

In 18 volunteer subjects.

,Day 1. 2 3 4 5

.29 .47 .49 .49

I .b2 .69 .75

S..79 .87

64 .93

'Ali

iL .

. ... .q -.--- . . .I
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'T7ible 7

Analysis by diagonal comparisons for the correlat .ons aimong the

f I.rst five days on Critical Tracking.

Source of Variation SS df MS F

DiagonaL comparison 0.0286 3 0.0095 2.79

.d:iagonal I.. 0.0023 1. 0.0023 0.68

diagonal. 2 0.01.50 1 .015 0 4.4.1

/ i 'uTI : 3 0. 0113 1 0.0113 3.32

,lnear trend 0.3322 3 0.1107 .32.56

diagonal. 1 0.21.84 1 0.21 8/1 64.24

dAI.agoval. 2 0.0800 1 0.01800 23.53

Ldl agonlal. 3 0.0338 .H. 0.0338 9!9

Rem• I dual 01..0 1 1. 0034

"' t; t- 1. 0.3709 Li

I '

SII
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Tab 1Le 8

-1) i,,owi 1. tat ist L.'.,'; Ior thL, iast fmu" d:iys on Criticual Track hig.

1 9 0.8)54 0.767 0.087 0.0545

8 0.824 1.5 1 0.073 0. 0331

I 1 0. 783 0.710 0.043 0.0047

k 6 0 742 0.739 0.0(3 0.0000

5 H.758 0. 730 0.028 0.0026

() 4 O.T73 0.727 0.008 0.0002

I 3 0,/'i 0.69/ 0.060 0.0054

8 , 0.690 0.710 -0.020 0.0003

F',-

i

LI

• " ' 1
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Table 9

Analynll by diagonial comparis onis for the li.;t ten days on Critical Troicklng.

Source of Variatitou SS df MS y

D:[;.lgori]_ cornpar.isons 0. 105 8 8 0. 0]. 32 0. 88

dilagonal 1 0.0545 1. 0.0545 3.63

dlagona l. 2 0.0331. 1 0.0331 2. 21.

L3d 0..gon;i. . . 0 0097 .1. 0.0097 (. 6 5

dI Latomal . 4 0.0000 1 0 .0000 0.00

d lU Igoka. 5 I0.0026 1. ). 0026 (0. I 7

dlagon. tl 6 0 .0}002 1 0.0002 0)01

di ;'goa I. 7 0.0054 1. 0.00V, 0. 36-

d.! aon 8 I. ' 0.0003 I. 0. 0001 0.02

Inlen): trend 0.1086 8 0. 0(1.36 0.9) 1

d(l.'Im'l. O. 0.0068 l 0.0068 0. 4'i

d hl iiical 2 0,0001. 1 0. 0001. 0. (0 I

dl.olgno L 0a.066 11 0.0066 0.44

d .,g)on i. 4 0.008.2 1 0. .0)82 0. ).

tdi 1onal 5 10.0078 1. 0.0078 0. 'i2

d Li.agona]. 6 C). 0065 1. 0.0065 0. /13

d l.agon I. 7 C). 000i "l. 0 .0004 0. 0) 3

dilagooal. 8 0. 0 /22 1. 0.0)722 4. 8

H!R; idual 0. 41.99 28 O) O 5 D

Tot;] 1 0.6343 44

,4. 4[i
',.
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Table 10

SAial~ys-; of varlaiCU J'ft' ,ernal. change In the iaZSt ten dcay.; of Code Revsponie..;

rclatlvo to clith firsit- itV'e dayly on the s•n_ task.

Sou rCe 4i' df 1S

fRow." 0.380 4 0.095 5.94

i l car 0. 312 I. 0. 312 1.9.50

non ILie ; 0.08 3 0.02 1 1. 44

(Columi; (1..3k 9 0. 015 0.92

I fnli r 0.0(1:1 1. 0.008 0.50

li•ui I e-'ua 1). 12 8 0,0.10 .1.00

Rl.,, I • lwt 1 0 .5() 36 0.01.6

"T hi 1 1 .076 49

40

Aft_

S -_ - -,-- -
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Table 11

Diag,,onal averages for the last ten days on Code Responses.

)Diagonal (1) (a-A)

.1. 0 .7146

2 0. 7"69

3 7 0. 703

4 6 0.685

5 5 ). 6)9 H

) / 0.675

7 3 0. 69'1

8 2. 7 5.5

*1
t ,il

'I.•;•
.. - I

, '.I ?

- -, -..
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I Table 12

Aveage C as;)nill.1ig,: b(twoeen days I t1:roughl15 and da--ys 1 through 6 on dy

Lwsmmt Idl.Meaý correlat1.011 wi-th fIrst Jxdy

8 0.735

10 (0.740

F?~0 (1? 708

J.). 0.708

1.4 0.775

2511
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Table 1.3

Anal.ysl.s of variance for general change in day,; 7 through 1.4 on Grarpmatical

Reasoning relative to the first: six days on tho sa2e task.

SSourcei• Mtc F

Row,, 0.6484 5 0.1.29 / 6 8.3*

1. 1 nor (. r876 0 0 .5 8"70 3109, 3*

asnlnem'ar 0.06(08 4 0. 0( 1i2 8,O*

-oll�t o 0. 06 34 009 (1100 4. 8*

Il [.n r 0.0004 01 ),0004 0.2

-1105. I [noa r 0 .0 6 b'0 6 ( 10 05 51*

1W. Re!3 1 (ltul I Io. (]()4,) 15 W) 11)(}I

Kg lIAc t. at t, .01 .Ilev(l_,

fi.
F'•

.p

- - .' ... _
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Tablu 1.4

1) ioni.verago!e ior I. 7 i hrkLgll 14 mn Grammaitical. Re a-;Oni.llV.

2.~ .0.178

3~~ .i H.74

44 0 . 872

3 0.860
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Table 15

Analysis of variance for general change in the last ten days of Arithmetic

relative to the first five days on the same task. The measure is "number

at tempted."

Source SS df MS F

Rows 0.0176 4 0.0044 9.8*

1l.n ear 0.0137 1 0.0137 30. 4*

nonlinear 0.0039 3 0.001:3 2.9*

Colluilmn 0.00 0b6 9 0.0010 1 . 4

linecar 0.0030 1 0.0030 6.7-*

non]miltuar 0.0056 8 0 .0007 1-.6

Red dual 0. 1.61 36 0 .00045

To t.a L 0.0423 49 .

* S I r;ntfl ca1.1t At: :h10 .01. ' eVe .

* S I Plg F I- ant: at: I hf I .05 Ievel.

IV,
A •

!;4•"' •



Table 16

/ Analysis cf variance for general change in the last ten days of Arithmetic

relative to the first five days on the same task. The icreasure is; "number

correct."

Source 55 df MS F

Rows 0.0154 4 0.0038 10.0 *

lwinear 0.0 0.11.0 1 0.0110 28.5*

non L inear 0.0044 3 0.0015 3.8**

Col uImn 0.0102 9 0.0011 2.8**

.Il i near 0.0029 1 0.0029 7. 5*

Snon liear 0.0073 8 0. 0009 2.4

Re-sIdua l 0.01.39 36 0.0'104 ---

Total 0.0395 49

A Signif.fican t th( .01 level.

' Significant at the .05 love]..

I-.

_ ,_ _
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Table 17

Analysis of variance for general change in the last ten days of the Stroop

test relative to the first five days on the same task. The measure is

"blocks/words."

SSource SS df MS F

Rows 0.5252 4 0.1313 50.5*

linear 0.4225 1 0.4225 162.5*

nonlinear 0.1027 3 0.0342 13.2*

GColumns 0.0703 9 0.0078 3.0*

linear 0.0052 1 0.0052 2.0

nonlinear 0.0651 8 0.0081 3.1*

Residual 0.0919 36 0.0026

Total 0.b874 49

*Significant at the .01 level.

A12k ,j-
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Tabl.e 18

SAnay.vsis of Vlrlince for general change;,e in the last ten days of the Stroop

Test reliati.w to tho first five days on the same taak. The measure is

" co lore id words.

Source SS df MS F

Row:i 0. 7037 4 0.1759 83.3*

1 iicar 0.5227 1 0.5227 248.9*

non.l i near 0. 1810 3 0.0603 28.7

C. I lmns 0. 1 36() 9 0.0153 7.2*

.~in 0• .000( .1 0.0000 0.0

inonl tnear 0.1360 8 0.0170 9.0,

Rs du1l1 0.0767 36 0.0021

Total .* 63 49

*3I gS i lF!can!t at the .0}1 .level.

N J
!i .I

_ _ _ _ - _ - _ _ - -_ _ .
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Table 19

.DIagonal averagen for the last ten days on the Stroop test:, with "colored

blocks" as the measure.

" IDiagIonal.()(nJ rj

• 19 O. 880

2 8 0.881

3 7 0. 871

4 6 0.907

5 5 0.882

6 4 0.883

7 30. 890

82 0.845

IF" 1

Sv I
.:

:,•. .:
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'Table 20

*•!l' Analysis of variance for days 6-9 on Two-1Iimensional Tracking relative to

(lays ]-5on the, s•ame tiuik.

Source ss df MS F

Rows 0.2262 4 0.0566 25.7*

I i ncar 0.1836 1. 0.1836 83.5*

, litjar 0.0426 3 0.01.42 6 .5*

Co tI I ts 0.0042 3 0.00014 0.6

1 inc or 0 .00(30 1. 0) . 0000 0 .0

nonl-inear 0).0042 2 0.0021 1.0

Resi dual. 0 .0267 12 0. 0022

ITO tal ).2572 1.9

"kS; i} I F [[1. t a t th u ,0 1. .1. ovel.

13

i'1t

I
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Table 21

Correlations between days' 6-9 and days 10-1.5 on Two-Dimensional Tracking.

Day 10 1.1 1.2 13 14 15 r

6 .71 .39 0.64 .38 .21 .21 0.423

7 .84 .62 .77 .46 .30 .42 0.568

8 .17 .52 .71. .34 .07 .27 0.447

9 .70 .77 .781 .37 .12 .34 0.51.3

r 0.755 0.57.5 0.725 0.38B 0.1.75 0.31.0 0.488

.;

I

[o
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Table 22

",. ly;i, L) f variance for general chanige. in the last ten dayf; of Complex

,.. ,.. rl'lti.'vye to Lhu fir' t five day" on the samn task.

!:,,ur•, ;(If MS F

e:,~ ,.,'0.34 11. 4 0. 08453 27 • 5*

:0 -2948 1 0.2948 95.1"

amoi 1. L nea r 0. 0 461 3 0.0, 0)4 5. X*

Co I lito, 01.277 9 0.0. 4.*

I [ nlear 0 0814 1 0.081 4 26. 3*

1on I ; niiir 0.04013 8 0.)0058 ' 1.9

I% et; 1dut. 112 1 06 (. 003.1

4 5
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TablIe 2 3

Analysis of variance for gcnvral. change in the last five days of Complex

C~ounting relative to the first: ten dlays on the saim task.

Souirce SS df MSF

Rows 0.2827 9 0.0314 1 (.:1I

l~er0.0682 1. 0.0682 2 2.0*

non1.1 lunar 0.) J.245 8 0.02.68 8. o*

Coluinus (.05 15 4 0) 02.1.9 4.2*

linear 0 .0437 II. 0. 04 37 1.4. 1

nlnar0.0078 3 0.0026 0.8

Rers didull. 0. I118 36 0 .00:31

Total 0. 446() 45

*~3ignLI1.cntat the .0-1 luvel

I,W.

V *
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';ible 24

Aveaw'ge corre.LAti.on of the :00 lrst ten days on Time Estimation with the

as J I v' days on the 7l' task.

0): y Ave rageo cornl'ia tJou with last: fivw days

S1 --0. 181)

2 4ý) . 06 8

/ -0.1.38

4 -o)- .0234

-1-U .232

; . 11M.522

7 -1 0.45/4

8 -0. 522

+40.474

SIc -0. 740

.<1

k*1"

'[!? - ,
"Kb



57

k. Table 25

Analysis of v rIZanee TCfor general. chan)l , in the last: fi.ve days of

Time Estimattion rel ative to the first teln days on the. same tk

Source ss df MS F

Rows 4.6342 9 0.5149 54.8 *

].:1nv Ir 319646 1 3. 9646 4211.8 *

mI(II] h I rear 0.60090 8 0.08 37 8.(9 *

Co (1 l.unnii; 0!.. 282.1. 4 0.0705 7. •5 *

I i-(;t.r 0. 1 444 , 0. 1.4i4 15.14 *

Snoel I.eiar 0. 137 3 0,045Q 4.9 *

Res i l(tIil 0. 3373 36 0.0094

Io tL I I 52 .36 4 51

I-I

Si n.1 [; L ulltantlt ýtt. t~h(.! .01 !.ovel,

Y I

C - - -I- - - ---.---. . .



It ;Tablet 20

ý;. tfm~fc:; for t,,( hiil f -i.v(c oy: iyin Tvimt E vt witi oi.

, 4 0. 790 0.670 0.120 0.0346

1. 0.133 0.60/ 0.. OD23.

1 2 0. 74#0 0.340 0. 400 0,1067

* ,.- .,n
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Table 27

AnalysiJ, by diagonal eomp ar;i.a 013 for the Ias t: five day,; of

Tlime Es tinia tiLon .

Sourc.c of Vart.a tfion sS d f MS "

I i l C'Lo)l I ;lp 11 OI Voo 0. 1 631 3 0 5 5.•0 3. 7

dIagonal. I. 0. 0346 I 0.034"() 3

d Iagotila1 2 0.0238 I 0.0218 I .0

(I.;tlgO l ,l 3 3 0. 1067 1 0.1 0•/ 7. I

linear trend 0.2254 3 0.0/51 5.)

tilagonni. 1. 0. 03' 1 01.(312 2.

cdiagonld. 2 0. 1082 I 0.1082 1 .2

d j3'L I1 0 :1,200 I 1. )(.00 .1

Re'-!l4dua 0. 0)45 1 3 1.350

Tot~al.0.4356

'"


