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Asynchronous Systems
Mutual Exclusion
Deadlock
Shared Variables
Message Passing Systems

Certain problems of synchronization for systems of processes which execute asynchronously and communicate through shared variables or message passing are explored. Solutions are obtained for deadlock free mutual exclusion and lockout-free mutual exclusion for N processes communicating by shared variables. For systems which communicate by passing messages, a solution to the 'election problem' is presented - choosing a single process to become the system controller in an initial configuration of N.
processes in which no process has any information about the number or the identity of the other processes in the system.
SUMMARY

The thesis explores certain problems of synchronization for systems of processes which execute asynchronously. In a system of asynchronous parallel processes, the speed of execution of each process is independent of that of all the other processes in the system and may vary as the process executes. Two forms of communication are addressed in the thesis: communication through shared variables and communication by passing messages. The next three paragraphs discuss results using the shared variable model developed in the thesis. The final paragraph summarizes results about message passing systems.

A system satisfies mutual exclusion if it is impossible for two processes to simultaneously reach portions of their code called "critical sections". A system is deadlock-free if there is no computation in which every process continues to execute, but no process makes any progress. It is shown that N binary shared variables are necessary and sufficient to solve the problem of deadlock-free mutual exclusion for N processes which communicate only by atomic reads and writes of shared variables.

A system is lockout-free if there is no computation in which every process continues to execute, but some process does not make progress. Using a more powerful operation on shared variables (the generalized test-and-set), it is shown that lockout-free mutual exclusion can be solved for N processes with a single shared variable which takes on at most \( \lfloor N/2 \rfloor + 9 \) values.

A system satisfies n-exclusion (a generalization of mutual exclusion) if no more than n processes may simultaneously reach their critical sections. It is shown that the shared variables must be capable of taking on at least \( n(N-n) \) distinct values for a system of N processes which satisfies n-exclusion and has the property that there is a bound on how long a process must wait before it reaches its critical section.

The problem examined for systems which communicate by passing messages is called the "election problem". Beginning with an initial configuration in which no process has any information about the number or identity of the other processes in the system, a single process is chosen to become the system controller. It is shown that this can be solved by sending at most \( 4N + 6N \log N \) messages for a system of N processes connected in a ring network. It is also shown that more than \( (1/8)N \log N \) messages must be sent in the worst case for such a ring of processes.
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CHAPTER I

INTRODUCTION

A system of parallel processes consists of many processing units which execute concurrently and can communicate with one another. In this thesis, we will examine systems in which the parallel processes are asynchronous. In an asynchronous system of parallel processes, the speed of execution of each process is independent of that of all the other processes in the system and may also vary as the process executes. Formal systems of asynchronous processes can be used to model multi-processing systems (in which processes communicate through shared memory) and distributed systems (in which processes communicate by sending messages over some communication medium). This thesis addresses the complexity of communication in such systems.

In systems with only one process (sequential systems), a problem specification often defines a function to be computed. The size of a given instance of a problem is measured by a function of the input. The complexity of a solution is measured by the amount of time or space used in computing the output value from the input value relative to the size of the input [AHU74]. In asynchronous systems, there are problems which do not involve input and output. Instead, a solution is required to have a certain behavior for all executions (i.e., for all ways of interleaving the steps of the processes in the system). A problem for an asynchronous system is specified by a set of properties which must be satisfied. The size of a problem instance is measured in this thesis by the number of processes in the system. Therefore, a solution to such a problem must provide an algorithm for a system of $N$ processes, where $N$ is a positive integer. The complexity of a solution may be measured by some characteristic of the specified systems as a function of the number of processes in the system. The two measures used in this thesis are the size of the shared variable (when communication is through shared variables) and the number of messages sent (when communication is via messages).

The earliest paper dealing with asynchronous systems of the type studied here is by Dijkstra [Dij65]. Dijkstra considers the problem of synchronizing exclusive access to a single shared resource (mutual exclusion) by a system of asynchronous processes which can communicate only by reading or writing shared variables. Dijkstra's solution to this problem also has the property that the system cannot become deadlocked — that is whenever some processes are competing for the resource, some process must succeed.
within a finite number of steps. Knuth [Knu66] observes that Dijkstra's solution may allow some process to wait forever for the resource, even though other processes are being served. Knuth gives a solution to the mutual exclusion problem which guarantees that no process will wait forever for the resource; this new property is called "no-lockout". Knuth's solution actually satisfies a stronger property called "bounded waiting". A system satisfies the bounded waiting property if there is a bound on the number of times that another process may access and release the resource while the first process is waiting. Improvements to the waiting time in Knuth's algorithm are given by de Bruijn [deB67] and Eisenberg and McQuire [EiMc72]. Other variations of the mutual exclusion problem are studied by Lamport [Lam74], Rivest and Pratt [RP76], Peterson and Fischer [PF79] and Katnoff [Kat78].

Cremera and Hibbard [CH78] first studied the complexity of the mutual exclusion problem with respect to the size of the shared variables. This work is extended by Burns, et. al. [BFJLP78], Peterson [Pet79b], and Fischer, et. al. [FLBB79]. Chapters II through V examine mutual exclusion problems with communication via shared variables.

In a 1977 paper [LeL77], Le Lann proposes a synchronization problem, called the "election problem", for an asynchronous system in which the processes, connected in a ring, communicate by sending messages. The processes must collectively choose one of their number to be "elected" to take control of the system. Chang and Roberts [CR77] and Hirschberg and Sinclair [HS79] provide improvements over Le Lann's algorithm in terms of the number of messages sent. Chapter VI gives an improved algorithm and a lower bound.

Chapter II defines a formal model for asynchronous systems. The model used is based on the models of Lipton [Lip73], Burns, et. al. [BFJLP78], and Lynch and Fischer [LF79]. The model is used to specify problems and to prove results in Chapters III, IV and V.

Chapter III examines Dijkstra's original problem, deadlock-free mutual exclusion. Processes are allowed to communicate only by atomically reading or writing shared variables. It is shown that $N$ binary variables are necessary and sufficient to solve this problem for an asynchronous system of $N$ processes.

Chapter IV examines the problems of lockout-free mutual exclusion and bounded-waiting mutual exclusion without any constraint on the way shared variables are accessed. Processes are allowed to execute "test-and-sets" on shared variables. A test-and-set may read a variable and re-write it as a function of the value read, all in a single, indivisible operation. The main results of the
Chapter V examines another problem of synchronization. Instead of a single resource, many identical resources are to be shared among a set of asynchronous processes. Each process must have exclusive access to a resource while using it and may only use one resource at a time. The main result of the chapter is that a shared variable which can take on at least \( n(\binom{n}{2}) \) values is needed to share \( n \) resources among \( N \) processes in a deadlock-free system. The results in this chapter have appeared as part of joint work with M.J. Fischer, N.A. Lynch, and A. Borodin [FLBP79].

Chapter VI examines the election problem. An improved algorithm which will send no more than \( 4N + 6N \log N \) messages for a ring of \( N \) processes is presented. It is also shown that any solution to the problem must send more than \( (1/8)N \log N \) messages in the worst case.

The final chapter summarizes the work in the thesis and indicates areas for future research.

CHAPTER II
ASYNCHRONOUS SYSTEMS

Reasoning about parallel systems is a difficult task. The English language, and the terminology that has been developed for describing sequential systems, can lead to ambiguities and misunderstandings when used to discuss systems with concurrent activities. For example, consider the description (paraphrased below) of the problem of the Five Dining Philosophers given by Dijkstra [Di71]. Five philosophers sit at a round table. A single fork lies between each adjacent pair of philosophers. Each philosopher alternately thinks and eats. In order to eat, a philosopher must first obtain the forks which are on either side of him. Dijkstra presents a somewhat complex solution which has one globally used semaphore [Di76a], five shared variables and five private semaphores. (Note: Dijkstra's paper illustrates the development of a correct solution and is not concerned with optimality at all.) The major constraint of the problem is that no two adjacent philosophers may be eating simultaneously. In order to rule out the straightforward solution of using a single global semaphore (allowing only one philosopher to eat at a time), a condition which requires that two non-adjacent
philosophers be always "allowed to eat" at the same time if their neighbors are not eating is needed. The following solution meets this added constraint, and requires only N private semaphores for N philosophers. (Note: this solution is probably obvious, but it has not appeared previously to my knowledge.)

Program for Philosopher w, where w is odd

```plaintext
cycle begin
    P(fork[w]);
    P(fork[(w+1) mod N]);
    eat;
    V(fork[w]);
    V(fork[(w+1) mod N]);
and;
```

Program for Philosopher w, where w is even

```plaintext
cycle begin
    P(fork[(w+1) mod N]);
    P(fork[w]);
    eat;
    V(fork[(w+1) mod N]);
    V(fork[w]);
and;
```

A Solution to the Problem of the Dining Philosophers

Number the philosophers from 0 to N-1 clockwise around the table, where N is the number of philosophers, N>1. The philosophers with odd numbers attempt to pick up their left fork first, while those with even numbers pick up their right fork first. (The program, using Dijkstra's style, is given in Figure 2-1. The semaphore array fork[0:N-1] is initialized to 1.) It is easy to see that deadlock cannot occur. Since two adjacent philosophers cannot be blocked waiting for the fork (semaphore) between them, deadlock can only occur if every philosopher holds exactly one fork. But this is impossible because philosophers 0 and 1 both pick up fork[1] first and so cannot both hold exactly one fork.

This solution (apparently an unintended one) could be ruled out by adding a constraint that all philosophers must behave in the same way (have identical programs), but, in Dijkstra's informal description of the problem, this requirement is not mentioned. We will try to avoid misunderstandings by using formal definitions. Of course, formality is no guarantee that an error or omission will not be made in defining a problem, but at least there should be a smaller chance of the reader having a different interpretation of the problem than was intended. A formal model for asynchronous systems is developed in this thesis to allow precise problem descriptions. This will enable us to prove that algorithms satisfy their specifications and to prove lower bound results.

The model presented here is not innovative, but rather draws heavily on the foundation laid by Lipton
[Lipt73], Burns, et al. [BFJLP78], Lynch and Fischer [LP79], and others. The objective is to define a model which is well suited to the purposes of this thesis. Therefore, the model is tailored to the task of specifying problems of synchronization and to the task of analyzing solutions to such problems.

**Notation**

Let A and B be sets. The union of A and B is A U B, and the product of A and B is AxB. If a is an element of A, then a ∈ A. If f is a function from A to B, then f: A → B. The number of elements in A is |A|. If n is a positive integer then [n] is the set {1,...,n}.

Let h and h' be sequences. The concatenation of h and h' is denoted hh'. The **null sequence** is the sequence with length zero. If every element of h is in a set A, then h is a **sequence over A**. The term **n-tuple** is often used for a finite sequence of length n. If h is an n-tuple and i ∈ [n], then h.i is the i-th element of h.

**Asynchronous Systems**

An asynchronous system (defined formally below as an "(M,N)-system") consists of a set of N independent processes and M shared variables. All communication takes place through the shared variables. Each time a step occurs in an asynchronous system, a non-deterministic choice is made to decide which process will execute the step. However, once this choice is made, the outcome is fully determined. That is, each process appears to be deterministic when examined in isolation; all non-determinism in the system comes from the interleaving of the order in which the processes execute.

Formally, an **(M,N)-system** is a 4-tuple, S = (V,X,p,q), where V = V_1V_2...V_n (V_i is the set of values of the i-th variable), X = X_1X_2...X_n (X_i is the set of states of the i-th process), p is an N-tuple of transition functions from V x X to V x X and q_0 is a distinguished element of V x X called the initial instantaneous description. The i-th component of p, p_i, is the transition function of process i. "Process i" is often abbreviated by "Pi". An **instantaneous description** (id) is an element of V x X. For any id, q = (v,x), define **Vid** = v, **Xid** = x. for j in [N], **Xid** = x, and **Xid** = x for i in [N].

The transition function of process i is a total function, p_i: V x X → V x X. Let total function p_i: V x X → V x X be the extension of p_i such that for every id q = (v,x), S, p_i(v,x) = (v',x') if and only if p_i(v,x,i) = (v',x',i) and x' = x for j=i. That is, p_i is the extension of p_i to ids j in the natural way.

When a process executes a step, it cannot see or change the
state of any other process. An id q looks like an id q' to a set of processes if V(q) = V(q') and if xi(q) = xi(q') for every Pi in the set.

If q and q' are ids of S such that pi(q) = q', then write q → q'. If q → q' for some i ∈ (N), then q → q'. If q1, q2, ..., qk are ids of S such that q1 → qj+1 for i ≤ j < k, then qk is reachable from q1. (That is, reachability is the reflexive transitive closure of the "→" relation.)

Schedules

A schedule of an (M,N)-system S is any finite of infinite sequence over (N). The result function, I, of S is defined for any id q of S and any finite schedule h of S so that if h is the null sequence then r(q,h) = q and if h = h' i, where i ∈ (N), then r(q,h) = pi(r(q,h')). The result function, r(q,h), gives the resulting id when S is started in id q and the processes of S take steps in the order specified by h.

Schedules are used to specify computations of S in order to reason about the behavior of the system. Let q1 be an id of S and h = i1i2... be any schedule (finite or infinite) of S. The computation of h applied to q1 is comp(q1,h) = q1i1q2i2q3i3... where qm ∈ M for m ≤ 1. A transition q → q' occurs in comp(q1,h) if there is an integer j such that q = qj, i = i j and q' = qj+1. The id sequence of comp(q1,h) is q1q2q3...

Critical Systems

The problems examined in Chapters III, IV and V all involve mutual exclusion in asynchronous systems. In this type of problem, a process is assumed to have a certain section of its program which is "critical." A critical section is intended to represent that part of a program which might affect or be affected by the action of another process. For example, if two processes concurrently update the same disk file, errors may be introduced; the segments of code doing the update could be considered critical sections. It is often useful to synchronize the execution of critical sections in an asynchronous system. The following definitions formalize systems with critical sections.

An (M,N)-system, S = (V,X,P,q0), is critical if for every i ∈ (N) there is a partition of Xi into sets R̅i, T̅i, C̅i and E̅i such that the following conditions hold for every id q of S.

If xi(q) ∈ R̅i ∪ T̅i, then xi(p̅i(q)) ∈ T̅i ∪ C̅i
(2.1)
If xi(q) ∈ C̅i ∪ E̅i, then xi(p̅i(q)) ∈ E̅i ∪ R̅i
(2.2)

The sets R̅i, T̅i, C̅i and E̅i are referred to as the remainder, trying, critical and exit regions of process i, respectively. Equation 2.1 implies that a process in its remainder region will always leave the remainder region and
go to either the trying region or critical region on its next step. A process may stay in its trying region for any number of steps, but it must then go to the critical region. Equation 2.2 has symmetric implications for a process in the critical region or the exit region. Note: the partitions of the $X_i$ are assumed to be fixed for any critical system under discussion.

The intended interpretation is that the critical region corresponds to the critical section of a process, while the remainder region corresponds to the parts of a process which do not contain critical sections. A process is not supposed to communicate with others while in either of these regions, so the formal definition suppresses all detail within the critical and remainder regions. All communication among the processes in a critical system occurs within the trying and exits regions, which contain the required synchronization protocols.

**Pair Mutual Exclusion**

The mutual exclusion problem for asynchronous systems was first studied by Dijkstra [Dij65]. Later authors [Knu66, EIMc72, BP76] added new fairness constraints and provided algorithms to meet these constraints. The following definitions formalize these early concepts in a way very close to that given in Burns, et al. [BFJLP78].

A critical $(M,N)$-system, $S = (V,X,p,q_0)$, satisfies mutual exclusion if for every id $q$ of $S$ which is reachable from $q_0$ there is at most one $i \in \{N\}$ such that $X_i(q) \in C_i$. That is, $S$ satisfies mutual exclusion if two processes cannot reach their critical regions at the same time when $S$ is started in its initial id.

Mutual exclusion is a property which involves only finite schedules. The next two properties apply only to infinite computations. Because of the assumption that processes have non-zero speed (that is, steps of the processes continue to occur in the computation), we will only be interested in a certain subset of all possible infinite computations. A process, $P_i$, is said to halt in schedule $h$ if $i$ occurs only a finite number of times in $h$. For any id $q$ of $S$, a schedule, $h$, of $S$ is $R$-admissible from $q$ if for every pair of schedules, $h'$ and $h''$, of $S$ such that $h'$ is finite and $h = h'h''$, and for every $i \in \{N\}$, either $X_i(r(q,h')) \in R_i$ or $i$ occurs in $h''$. That is, a schedule $h$ is $R$-admissible from $q$ if every process which halts in $h$ ends up in its remainder region in $\text{comp}(q,h)$.

Process $i$ changes regions in $\text{comp}(q,h)$ if there exist finite prefixes $h'$ and $h''$ of $h$ such that $X_i(r(q,h'''))$ is in a different region of $X_i$ from $X_i(r(q,h'''))$. A region change occurs in $\text{comp}(q,h)$ if some process changes regions in $\text{comp}(q,h)$. 

A infinite schedule \( h \) **exhibits deadlock** from an id \( q \) if there is a non-null tail \( h^* \) of \( h \) such that \( h = h'h^* \) and no region change occurs in \( \text{comp}(r(q,h'), h^*) \). A critical system \( S \) is **deadlock-free** (satisfies "no deadlock") if no schedule \( h \) of \( S \) which is \( R \)-admissible from \( q_0 \) exhibits deadlock from \( q_0 \). The deadlock free property is used to prohibit trivial solutions to the mutual exclusion problem. Note that the definition of deadlock given here differs from that sometimes used where a system is called "deadlocked" at id \( q \) only if **every** schedule exhibits deadlock from \( q \).

An infinite schedule \( h \) **locks out process** \( i \) from id \( q \) if there is a non-null tail \( h^* \) of \( h \) such that \( h = h'h^* \), \( Xi(r(q,h'), h^*) \in R'_i \) and \( Pi \) does not change regions in \( \text{comp}(r(q,h'), h^*) \). \( S \) is **lockout-free** (satisfies "no lockout") if for every \( i \in \{N\} \), no schedule \( h \) of \( S \) which is \( R \)-admissible from \( q_0 \) locks out \( Pi \) from \( q_0 \). That is, in a lockout-free system any process which is not in its remainder region will change regions after a finite number of system transitions in any \( R \)-admissible computation.

The lockout-free property guarantees that a waiting process will eventually be served. A stronger fairness condition is provided by the bounded waiting property (given below).

Process \( i \) **cycles \( b \) times** in \( \text{comp}(q,h) \) if there exist finites prefixes \( h_1, h_2, \ldots, h_{2b} \) of \( h \) such that for \( j \in \{2b-1\} \), \( h_j \) is a proper prefix of \( h_{j+1} \) and for \( k \in \{b\} \), \( Xi(r(q,h_{2k-1})) \in R'_i \) and \( Xi(r(q,h_{2k})) \in C'_i \). Process \( i \) **\( b \)-waits** in \( \text{comp}(q,h) \) if \( Pi \) is not in its remainder region at \( q \), \( Pi \) does not change regions in \( \text{comp}(q,h) \) and some process cycles \( b \) times in \( \text{comp}(q,h) \). \( S \) satisfies **\( b \)-bounded waiting** if for every id \( q \) reachable from \( q_0 \) and every schedule \( h \) of \( S \), no process of \( S \) \((b+1)\)-waits in \( \text{comp}(q,h) \). Thus, in a system which satisfies \( b \)-bounded waiting, a process waiting for service can be passed at most \( b \) times by any other process.
CHAPTER III

MUTUAL EXCLUSION USING READS AND WRITES

In the original specification of the mutual exclusion problem [Dij65], all communication was required to be through shared variables using only indivisible reads and writes. Dijkstra’s original solution, and those of Knuth [Knus66], de Bruijn [Deb67] and Eisenberg and McGuire [Eim72] all use N x N shared states for N processes. This chapter will show that 2 x N shared states are necessary and sufficient to solve the problem of deadlock-free mutual exclusion using only indivisible reads and writes for accessing shared variables.

Read/write Systems

Let \( S = (V, X, p, q_0) \) be an \((N, N)\)-system, \( j \in [N] \) and \( i \in [N] \). Process \( i \) is ready to read variable \( j \) at \( q \) if and only if for every \( i \leq q' \) if \( \xi_i(q') = \xi_i(q) \) then \( \nu_i(p_j(q')) = \nu_i(q) \), and if in addition \( \forall j \neq j \) \( \nu_j(q') = \nu_j(q) \) then \( \xi_j(p_j(q')) = \xi_j(p_j(q)) \). That is, \( \nu_i \) will not change the value of any shared variable, and the next state of \( \nu_i \) depends only on the value of \( \nu_j \). If \( \nu_i \) is ready to read variable \( j \) at \( q \) and \( p_j(q) = q' \), then \( q' \) is a read of variable \( j \) by \( \nu_i \). (Note that \( q' \) may technically qualify as a read of more than one variable if \( \nu_i \) actually looks at no variables.)

Let \( w \in V_j \). Process \( i \) is ready to write variable \( j \) at \( q \) if and only if for every \( i \leq q' \) if \( \xi_i(q') = \nu_i(q) \) then \( \xi_i(p_j(q')) = \nu_i(p_j(q)) \), \( \forall k \neq j \) \( \nu_k(p_k(q')) = \nu_k(q) \). That is, the next state of \( \nu_i \) is independent of the value of \( V \), \( \nu_i \) writes a fixed value into variable \( j \), and \( \nu_i \) does not affect the value of any other variable. If \( \nu_i \) is ready to write variable \( j \) at \( q \) with value \( w \) and \( p_j(q) = q' \), then \( q' \) is a write of variable \( j \) with value \( w \) by \( \nu_i \).

An \((N, N)\)-system \( S = (V, X, p, q_0) \) has the read/write property if for every \( i \in [N] \) and every \( j \neq q \) of \( S \), \( \nu_i \) is either ready to read or ready to write a variable at \( q \).

Symmetry

Dijkstra included the following constraint in his definition of the mutual exclusion problem: "The solution must be symmetrical between the \( N \) computers; as a result we are not allowed to introduce a static priority." [Dij65]

This intuitive property seems difficult to formalize, and has been dropped by some authors (Lamport [Lam74], Rivest and Pratt [Riv76] and Peterson and Fischer [Pet77], for example). The strongest definition of symmetry (identically programmed) does not allow a solution to the
mutual exclusion problem, as shown below.

Let $S = (V, X, p, q_0)$ be a critical read/write $(N,N)$-system. The processes of $S$ are identically programmed if for every $i,j \in [N]$ there is a bijection $m: X_i \to X_j$ which preserves the regions of $X_i$ such that $m(X_i(q_0)) = X_j(q_0)$ and such that if $x, x' \in X$ and $m(x,i) = x'$, then for all $v \in V$, $V(p_i(v,x)) = V(p_j(v,x'))$ and $m(X_i(p_i(v,x))) = X_j(p_j(v,x'))$; i.e., for any $v \in V$ the following diagram commutes.

That is, there is an isomorphism between the states of every pair of processes in $S$, and all processes start in isomorphic states.

**Theorem 1.1**

There is no critical read/write $(N,N)$-system (N>1) with identically programmed processes which is deadlock-free and satisfies mutual exclusion.

**Proof:** Suppose $S = (V, X, p, q_0)$ is such a system. Consider the schedule $h = 123...N$ and any id $q$ of $S$ for which the states of all the processes are isomorphic to one another. All the processes will still be isomorphic to one another at $r(q,h)$ because either they all do reads, and read the same value, or they all write the same value. Thus, for any schedule $h' = hh...h$, all processes of $S$ are in isomorphic states at $r(q,h')$. But then if any process is critical at $r(q,h')$, then all must be critical, which would violate mutual exclusion. Let $h^* = hh...$, the concatenation of $h$ with itself an infinite number of times. No process can ever reach its critical region in $comp(q_0,h^*)$. Since a process must reach its critical region after at most three region changes, schedule $h^*$ exhibits deadlock from $q_0$. Since $h^*$ must be R-admissible from $q_0$, $S$ cannot be deadlock-free. $S$ cannot satisfy both mutual exclusion and no deadlock, so the theorem is proved. □

Since the "identically programmed" notion of symmetry is inconsistent with the requirements of the mutual exclusion problem for read/write systems, it will not be considered further here. While it may be possible to formulate formal definitions of symmetry which agree with our intuitions and still allow solutions of the mutual exclusion problem, such definitions will not be sought in this thesis. For the remainder, we allow asymmetric solutions.
Deadlock-free Mutual Exclusion

An algorithm which solves the problem of deadlock-free mutual exclusion using only indivisible reads and writes is given in Figure 3-1. The figure gives the program for each process $i$, $i \in [N]$. At the initial id of the system, all processes are at the beginning of their programs, and the shared variables all have value "down".

```
program Process_i;
  var flag = {down, up};
  Shared var F : array [1..N] of flag;
  var j = 1..N;
begin
  while true do begin
    remainder; (* remainder region *)
    2: F[i] := down; (* begin trying region *)
      for j := 1 to i-1 do
        if F[j] = up then goto 3;
      4: F[i] := up;
      5: for j := 1 to i-1 do
        if F[j] = up then goto 3;
      6: for j := i+1 to N do
        if F[j] = up then goto 7;
      7: critical; (* critical region *)
      8: F[i] := down; (* exit region *)
  end.
```

Deadlock-free Mutual Exclusion

Figure 3-1

Theorem 3.2
For every $N \geq 0$ there exists a critical read/write $(N,N)$-system which solves the problem of deadlock-free mutual exclusion and for which $|V_1| = 2$ for all $i \in [N]$.

Proof: For any $N \geq 0$, let $S = (V, X, p, q_0)$ be the system in which process $i$ has the program given in Figure 3-1, $V_i(q_0) = \text{down}$ and $X_i(q_0) = \text{the statement labeled 1}$ in the program in Figure 3-1, for each $i \in [N]$. Labels 1, 7 and 8 denote the remainder, critical and exit regions, respectively. The trying regions correspond to statements 2 through 6. Clearly, $S$ is a critical read/write $(K,N)$-system.

Suppose deadlock can occur. Then there is an id $q$ reachable from $q_0$ and a schedule $h$ which is $R$-admissible from $q$ such that some process is not in remainder at $q$ and yet no process changes regions in $\text{comp}(q,h)$. Since the only backward branches in each process's program occur in the trying region, observe that for each $i \in [N]$, either $X_i(q) \in B_i$ and $i$ does not occur in $h$ or $X_i(q) \in T_i$ and $i$ occurs infinitely often in $h$. The set of processes which are not in remainder at $q$ are called "active".

For each $i \in [N]$, define the following subsets of $T_i$: $A_i = \text{the sets of states of } P_i \text{ corresponding to the}$ statements labeled 2 and 3. $B_i = \text{the sets of states of } P_i \text{ corresponding to the statement labeled 6}$. Note that if $P_i$ $\text{reaches } B_i$, then it will remain there for the rest of the computation and $F[i]$ will be continuously equal to "up".

Let $m = \min (i \in [N] : P_i \text{ is active at } q)$. Since $m$ will
eventually detect that no \( F[i] = \text{true} \) for \( i \in (m-1) \). \( P_m \) will reach \( B_m \) after a finite prefix, \( h_1 \), of \( h \) (let \( h = h_3 h_2 \)). (That is, \( X_i(q') \in B_m \), where \( q' = r(q,h) \)).

After some finite prefix, \( h_3 \), of \( h_2 \) (let \( h_2 = h_3 h'_2 \)),
every active \( P_i \) will either be in \( B_j \) or will begin cycling
forever in \( A_i \) with \( F[i] = \text{false} \), since all active processes
which do not reach \( B_1 \) will detect \( F[i] = \text{true} \). Let \( n = \max \{ i \in \{N \} : X_i(q^*) \in B_1 \} \), where \( q^* = r(q',h_3) \). Now \( P_n \)
will find all \( F[i] = \text{false} \) for \( i \in (n+1,...,N) \), so \( P_n \) will
change regions in \( \text{comp}(q',h_4) \), contradicting the
supposition. Therefore, deadlock cannot occur.

Now suppose that mutual exclusion may be violated.
Then there must be values \( i,j \in \{N \} \) such that \( i \neq j \) and a
finite schedule \( h \) such that \( \text{q} = r(q_0,h) \) and \( X_i(q) \in C_i \)
and \( X_j(q) \in C_j \). Let \( D_1 \) be the set of states of \( P_i \)
corresponding to statements 5, 6 and 7 of the algorithm,
and \( D_j \) be similarly defined for \( P_j \). \( P_i \) may enter and
leave \( D_1 \) several times before reaching its critical
region, but there must be an id at which \( P_i \) enters \( D_1 \) for
the last time before going critical. Let \( q_1 \) be this id
for \( P_i \), and let \( q_2 \) be a similar id for \( P_j \), in the id
sequence \( q_0 q_1 ... q_n \) of \( \text{comp}(q_0,h) \) (where \( q_0 = q \)). Assume
without loss of generality that \( \text{q} = q_0 \). But then for every \( c_1 \),
as \( c_1 \), \( F[i] = \text{false} \) at \( q_4 \). Since \( P_j \) must test \( F[i] \) after
entering \( D_1 \) (either at statement 5 or 6), \( P_j \) cannot go
critical in the id sequence \( q_0 q_1 ... q_n \), contradicting
the supposition. Therefore the algorithm also satisfies
mutual exclusion and the theorem is proved. \( Q.E.D. \)

A Corresponding Lower Bound

Some additional definitions are needed for the lemmas
that lead up to the lower bound theorem. As before, let \( S \)
be a critical read/write system. Let \( q_1 \) be an id of \( S \), \( h \)
be a schedule of \( S \), \( i \in \{N \}, m \in \{M \} \) and \( q_1 q_2 ... \) be
the id sequence of \( \text{comp}(q_1,h) \). If there exist positive integers \( j \) and \( k \) such that \( q_j \rightarrow q_{j+1} \) is a write or \( P_i \)
and \( q_k \rightarrow q_{k+1} \) is a write of \( V_m \), and if for all \( n, j < k \), \( q_n \rightarrow q_{n+1} \) is not a read of \( V_m \) by any process
other than \( P_i \), then the write of \( V_m \) by \( P_i \) at \( q_j \) is
obliterated in \( \text{comp}(q,h) \). A write which is obliterated
cannot affect the state of any process except the writing
process itself.

If \( P_i \) is ready to write variable \( j \) at id \( q \) and if
\( V(q) \neq V(p_i,q) \), then \( P_i \) is ready to change variable \( j \)
at id \( q \). If \( P_i \) is ready to change variable \( j \) at id \( q \), then
\( q \rightarrow P_i(q) \) is a change of variable \( j \). Thus, a change is a
more restricted kind of write.

If \( i \in \{N \}, q \) is an id of \( S \), \( h_1 \) and \( h_2 \) are
schedules of \( S \) (\( h_1 \) finite) such that \( X_i(r(q, h_1)) \in R_i \)
and such that every change by \( P_i \) is obliterated in
\( \text{comp}(r(q, h_1),h_2) \), then \( P_i \) is hidden in \( \text{comp}(q,h_1,h_2) \).
That is, \( p_i \) is hidden in a computation if every change that it makes after last leaving its remainder region is overwritten. If \( p_i \) is hidden in a computation, then every other process in the computation must behave as if \( p_i \) is still in its remainder region, since they cannot detect that it has taken any steps.

**Lemma 3.1**

Let \( S \) be a critical read/write system, \( h \) be a finite schedule of \( S \) and \( p_i \) be a process of \( S \) which is hidden in \( \text{comp}(q_0, h) \). If \( q = r(q_0, h) \) then there is an id \( q' \) of \( S \) reachable from \( q_0 \) such that \( X_i(q') \in R_i \), \( V(q') = V(q) \) and \( X_j(q') = X_j(q) \) for all \( j \neq i, j \notin \{N\} \) (that is, \( q' \) looks like \( q \) to all processes other than \( p_i \)).

**Proof:** Let \( h_1 \) be the longest prefix of \( h \) for which \( X_i(r(q_0, h_1)) \in R_i \) (\( h_1 \) exists since \( p_i \) is hidden in \( \text{comp}(q_0, h) \)), and let \( h = h_1 h_2 \). Let \( h_3 \) be the schedule obtained from \( h_2 \) by removing all occurrences of \( i \), and let \( h' = h_1 h_2 \). Now \( q' = r(q_0, h') \) meets the requirements of the lemma since \( p_i \) cannot have left the remainder region since \( r(q_0, h_1) \). Note that \( V(q') = V(q) \) because all changes by \( p_i \) in the computation from \( r(q_0, h_1) \) to \( q \) are obliterated. Also, \( X_j(q') = X_j(q) \) for \( j \neq i \) because no process can have read anything changed by \( p_i \) since \( r(q_0, h_1) \). \( \square \)

Let \( S \) be a critical read/write system, \( q \) be an id of \( S, i \notin \{N\} \) and \( j \notin \{N\} \). If \( p_i \) is ready to write variable \( j \) at \( q \), then variable \( j \) is covered at \( q \) by \( p_i \). Since a covered variable can be overwritten at any time (with an appropriately chosen schedule) we can obliterate any writes which are made to these variables without any intervening reads. If every change that a process has made since leaving the remainder region is to a covered variable, then the process can be hidden.

**Lemma 3.2**

Let \( S \) be a critical read/write system with at least two processes which solves deadlock-free mutual exclusion, \( h \) be a finite schedule of \( S \) and \( p_i \) be a process of \( S \) hidden in \( \text{comp}(q_0, h) \). If \( p_i \) goes critical on its own from \( q = r(q_0, h) \) by a schedule \( h_1 = i_1 \ldots i_l \), then in \( \text{comp}(q, h) \) \( p_i \) must change some variable which is not covered by any other process at \( q \).

**Proof:** Suppose \( p_i \) goes critical from \( q \) by schedule \( h_1 \) without changing any variable which is not covered by some other process at \( q \). Let \( h_1 \) a schedule consisting of exactly one step of each process other than \( p_i \). Then every change of \( p_i \) is obliterated in \( \text{comp}(q, h_1 h_2) \), so \( p_i \) is hidden in \( \text{comp}(q, h_1 h_2) \). By Lemma 3.1, there is a reachable id \( q' \) which looks like \( q' = r(q, h_1 h_2) \) to all the other processes but has \( p_i \) in remainder. Since \( S \) is
deadlock-free, some other process \( P_j \) of \( S \) can go
critical from \( q^* \) by schedule \( h' \) not containing \( i \). But then
\( r(q', h') \) has both \( P_i \) and \( P_j \) critical, contradicting mutual
exclusion. \( \Box \)

In order to show that \( N \) shared variables are
necessary for a critical read/write \((R,N)\) system to solve
deadlock-free mutual exclusion, we want to show that (at
some point) each process must have a variable for its
exclusive use. As is frequently the case, we will prove a
stronger lemma so that the induction will go through. The
lemma shows that \( N \) variables can be covered by \( N \) hidden
processes (we say that the variables are "nullified"). Let
\( S \) be a critical read/write system, \( q \) be an id of \( S \), \( h \) be a
finite schedule of \( S \) and \( W \) be a subset of \( V \). \( W \) is
nullified in \( \text{comp}(q, h) \) if for every \( w \in W \) there is a
process which is hidden in \( \text{comp}(q, h) \) and which is ready to
change \( w \) at \( r(q, h) \).

**Lemma 1.1**

Let \( S \) be a critical read/write \((R,N)\)-system with
\( N \geq 2 \) processes which solves deadlock-free mutual
exclusion, and let \( q \) be any reachable id of \( S \) at which all
processes of \( S \) are in their remainder regions. For every
\( k \), \( 1 \leq k < N \), there is a finite schedule \( h \) of \( S \) using only
processes \( P_1, P_2, \ldots, P_k \) (i.e., \( h \) is over \( [k] \)) such that \( k \)
variables are nullified in \( \text{comp}(q, h) \).

**Proof:** The proof is by induction on \( k \), the number of
variables nullified.

**Basis.** Let \( k = 1 \). By no deadlock, there must be a
finite schedule \( h' \) consisting only of \( 1 \)'s such that \( P_1 \) goes
critical at \( r(q, h') \). By Lemma 3.2, there must be a prefix,
\( h^* \) of \( h' \) such that \( P_1 \) is hidden (i.e., \( P_1 \) has not changed
any variables) in \( \text{comp}(q, h^*) \) and is ready to change some
variable, \( w \), at \( r(q, h^*) \). But then \( w \) is nullified in
\( \text{comp}(q, h^*) \) and the lemma holds for \( k = 1 \).

**Inductive Step.** Assume the lemma holds for \( k = k - 1 \).
By the inductive assumption, there is a finite schedule \( h_0 \)
using only processes \( P_1, \ldots, P(k-1) \) such that a set, \( W_{k-1} \),
of \( k - 1 \) variables is nullified in \( \text{comp}(q_0, h_0) \). Let \( q_1 =
\text{r}(q_0, h_0) \). From \( q_1 \) successively find id's \( q_2, q_3, \ldots \) by
finite schedules \( h_1, h_2, \ldots \) such that \( q_{i+1} =
\text{r}(q_i, h_i) \), where \( h_i \) is defined in the following way. For
each \( i > 0 \), let \( h_i \) begin with the prefix 123\ldots(k-1). From
\( \text{r}(q_i, 123\ldots(k-1)) \), find an extension of \( h_i \) which returns
\( P_1, \ldots, P(k-1) \) to their remainder regions (by no deadlock
this extension exists). Finally, complete \( h_i \) by appending
a schedule which nullifies a set, \( W_{k-1} \), of \( k - 1 \) variables
at \( q_{i+1} \). The final portion of \( h_i \) exists by the
inductive assumption.

For each \( i > 0 \), Lemma 3.2 implies that \( P_k \) can be moved
on its own by some shortest schedule \( s_i \) from \( q_i \) such that
Pk is ready to change some variable, $w_j$, which is not in $W_k$. (Note that $\text{comp}(q_i, s_i, h_i)$ hides $Pk$, and so does an extension of $s_i h_i$ which does not include steps of $Pk$.) Since there are only $N$ variables, there must be integers $0 < i < j < m < 2N+1$ such that $w_i = w_j = w_m$. If the value that $Pk$ is ready to write at $q'$ is $r(q_i, s_i, h_i, h_{i+1}, \ldots, h_j)$ is the same that $Pk$ is ready to write at $r(q_j, s_j)$, then $Pk$ is ready to change $w_j$ at $q'$ and the lemma holds since $(w_i) U W_j$ is nullified by $\text{comp}(q_i, s_i, h_i, \ldots, h_j)$. Otherwise $Pk$ is ready to write different values at $q'$ and $r(q_i, s_i)$. In this case, $Pk$ must be ready to change $w_j$ either at $r(q', h_{j+1}, \ldots, h_m)$ or at $r(q_j, s_j, h_j, \ldots, h_m)$. This implies that $(w_i) U W_m$ is nullified either by $\text{comp}(q_i, s_i, h_i, \ldots, h_m)$ or by $\text{comp}(q_j, s_j, h_j, \ldots, h_m)$, and the lemma is proved. \( \Box \)

**Theorem 3.3**

If $S=(V, X, P, q_0)$ is a critical read/write $(N, N)$-system with at least two processes and $S$ solves deadlock-free mutual exclusion, then $S$ must have at least $N$ variables and $|V| \geq 2^N$.

**Proof:** By no deadlock, there is an id $q$ reachable from $q_0$ such that all processes of $S$ are in their remainder regions at $q$. Apply Lemma 3.3 for $q$ to find another reachable id, $q'$, which nullifies $N$ distinct variables. Since we can choose the order in which the processes execute from $q'$, we change any subset of the $N$ variables to new values. This implies that $|V| \geq 2^N$. \( \Box \)
CHAPTER IV

LOCKOUT-FREE MUTUAL EXCLUSION

The model described in Chapter II allows a very powerful form of access to shared variables. A variable can be read and re-written as a function of the value read, all in a single indivisible operation. This primitive operation has been called a "generalized test-and-set" [BFJLP78]. Cremer and Hibbard showed that three shared values are necessary and sufficient to solve the problem of lockout-free mutual exclusion for two processes, even when using a generalized test-and-set [CH78]. This chapter extends their result to N processes, for N ≥ 1. These algorithms given below (Algorithm A) was developed as a collaborative effort with my co-authors: Michael J. Fischer, Paul Jackson, Nancy A. Lynch and Gary L. Peterson [BFJLP78]. (The reader is urged to consult Peterson [Pet79b, Pet80] for further refinements.) However, the main contribution of this chapter is in the proof of correctness of the algorithms, which is new.

Lower Bounds

This section states lower bound results on the number of shared values for systems satisfying lockout-free mutual exclusion. Note that these lower bounds trivially apply to all systems which use communication primitives (such as indivisible reads and writes) which are more restrictive than the generalized test-and-set.

Theorem 4.1 (Burns, Fischer, Lynch, Jackson and Peterson)

If $S=\{V,X,p,q\}$ is a critical $(N,N)$-system, $N \geq 1$, that satisfies lockout-free mutual exclusion, then $|V| \geq \sqrt{2N} - 1/2$.

This result may be strengthened if a restriction is placed on how much information a process can "remember" while it is in its remainder region. A critical $(N,N)$-system, $S=\{V,X,p,q\}$, is memoryless if for all $i \in \{N\}$, $|R_i| = 1$. All mutual exclusion algorithms known to the author can be modified to be memoryless without increasing the amount of shared memory, so this restriction may not be as severe as it seems.

Theorem 4.2 (Burns, Fischer, Lynch, Jackson and Peterson)

If $S=\{V,X,p,q\}$ is a critical $(N,N)$-system, $N \geq 1$, that satisfies lockout-free mutual exclusion and is memoryless, then $|V| \geq N/2$.

This chapter will show that the bound of Theorem 4.2 is tight to within an additive constant.

Notation for the Generalized Test-and-Set

It is important that a reader be able to translate
algorithms into the formal model without any ambiguity.
The notation explained here precisely defines the
indivisible accesses (test-and-sets) to a shared variable.

\[
\text{<test-and-set> ::= \text{test} \ \text{<shared variable>} \ \text{until} \ \text{<set-list>} \ \text{endtest}}
\]

\[
\text{<set-list> ::= \text{<set> | <set> ; <set-list>}}
\]

\[
\text{<set> ::= \text{<value,} \ \text{setto} \ \text{<value,} \ | \ \text{<value,} \ \text{setto} \ \text{<value,} \ : \ \text{<statement>}}
\]

Test-and-set Syntax

Figure 4-1

The intended semantics for \text{<test-and-set>} is to com-
pare the value of the \text{<shared variable>} with the \text{<value,} values in the \text{<set-list>.} If a match is found, \text{<shared}
variable} is set to the corresponding \text{<value,} the
associated \text{<statement> (if any) is executed and control is
passed to the statement following the \text{<test-and-set>.}} If
no match is found, the \text{<shared variable>} is unchanged and
control returns to the beginning of the test-and-set. Note
that each iteration of the implied loop is a single,
indivisible operation, so other processes may access the
variable between iterations. The implied loop is included
because this simplifies the writing of the program given

Program for Lockout-free Mutual Exclusion

Figure 4-2
Program for Lockout-free Mutual Exclusion

Figure 4-2 (continued)

An Algorithm for Lockout-free Mutual Exclusion

A critical \((M,N)\)-system, \(S = (V,X,p,q)\), which matis-
frees lockout-free mutual exclusion is defined as follows.

The program for each process is given in Figure 4-2. Note that the definition of program A depends on N. Since only one shared variable is required, M=1, and \( v \) is used rather than \( v_1 \) in Figure 4-2. The initial id of \( s, q_0 \), is defined so that \( V(q_0) = \text{FREE} \) and \( Xi(q_0) = \) the beginning of program A for all \( i \in [N] \).

The overall flow of the algorithm is given in Figure 4-3. The values shown on the lines of the figure indicate the value which \( v \) must have to allow the indicated transition. Upon leaving its remainder region, each process executes a protocol in its trying region to determine when it will enter its critical region. If the shared variable happens to have value "FREE", the critical region is empty, so the process may go immediately to its critical region. After leaving the critical region, the process executes a protocol in the exit region to help select the next process to go critical. During the execution of the protocols, one process has special importance and is designated the "controller". A process which is at location T8, T9, E0, E1, E2, E3, E4 or E5 is the current controller (the protocols guarantee that there is at most one controller at any id -- if \( V=\text{FREE} \), then no controller exists). The controller has the responsibility to shepherd the other processes through the trying region. The last
act of the current controller is to select the next controller. The former controller then becomes the "leaving" process. The leaving process must send certain information to the new controller before the leaving process may return to its remainder region. If there is no process waiting in the trying region, the old controller simply sets V to FREE, indicating that the critical region is free.

The shared variable may take on k+1 values: S0, S1, ..., Sk, FREE, STOP, ENTER, AE, GO, AG, ELECT, QUERY, ONE and BYE, where k = \(\lceil n/2 \rceil\). (Note: the program in Burns, et al. [BFJLP78] uses only k+9 values. Two additional values are used here to simplify the proof. The program in the referenced work can be reconstructed by literally replacing all occurrences of constants AE, AG and BYE by constant ACK.) Values S0, S1, ..., Sk are counting values and the others are message values. The counting values are used to keep a count of the number of processes which have entered their trying regions since the controller last examined the shared variable. But there are not enough counting values to keep an accurate count when more than k processes enter their trying regions one after the other. Wraparound occurs when the value of V is changed from Sk to S0 by a process entering its trying region at T0. The process which makes this transition is called the "executive".

After a wraparound, the controller cannot obtain an accurate count of the number of processes in the trying region. The executive is responsible for eventually correcting the discrepancy in the controller's count.

The controller and the executive communicate with other processes in the system by "sending messages". All message values except STOP are called controller messages. To send a message, V is set to a message value which is expected by the target process. The sending process must be sure that there is at least one (target) process which is waiting for the message. The target process responds to ELECT, GO or QUERY by changing V to AE, AG, ONE or BYE and to STOP by changing V to S0. The sending process is then able to detect that the message has been received and may send another message. If a process enters the trying region while V has as its value a controller message, the entering process cannot leave V unchanged (lest it be locked out). In this situation, the entering process "holds" the message in its local variable M and later puts the held value back into V. The executive may also have to hold a controller message temporarily. The system guarantees that a message will only be held for a finite number of steps before it is detected by an appropriate process.

A sketch of a formal proof of correctness is given in the next section. To give the reader a feel for the opera-
tion of the program, a description of one possible execution is given below. The execution is broken into three parts. In Part 1, wraparound does not occur, and no messages are held. In Part 2, wraparound is allowed, but there is still no holding of messages. In Part 3, holding is examined.

For Part 1 assume that wraparound does not occur, so no process ever enters the sections of code labeled EXECUTIVE or IDLE and no process sets its local variable "idlers" to a value other than zero. ("Idlers" keeps track of the number of processes which have been sent to the location labeled IDLE.) Also, assume that no process at location T0 happens to take a step when V is not a counting value, so holding does not occur.

From the initial id, the first process which enters becomes the controller. While this process is controller, additional processes enter their trying regions and go to the BUFFER. The controller, finding that MAINAREA is empty and BUFFER is not, moves all the processes in BUFFER to MAINAREA. Then each process in MAINAREA in turn is allowed to execute a critical region until the MAINAREA is emptied. No lockout is achieved because every process will eventually reach MAINAREA when BUFFER is emptied, and every process in MAINAREA will eventually reach its critical region. The following paragraphs discuss Part 1 of the computation in more detail.

The process which takes the first step from the initial id will find V=FREE and immediately execute its critical region, moving to location E2 and setting V=S0. If no other process takes a step in the meantime, the process at E2 (the controller) will find V still equal to S0 on its next step. In this case, it will return immediately to its remainder region and set V=FREE, returning the system to its initial id.

Assume that j1 processes (0<j1<k) execute one step each after the controller reaches E2. Each of these processes moves to location T5, the BUFFER. Then, when the controller takes its next step, it will find V=Sj1. It will then set its local variable buff=j1 and go to E3. The controller then executes the loop containing E3 and E4 at least j1 times. In each iteration, an ENTER message is sent to a process in BUFFER, the local variables buff and main of the controller are decremented by one and incremented by one, respectively. The target process responds by setting V to A5 and going to T7, MAINAREA. Suppose at some point right after the execution of E4 (so that V=S0) and while buff is still greater than zero, j2 (0<j2<k) additional processes which are still at TO take one step each. Then the controller's next iteration of E3 will increment buff by j2, causing the loop to be executed
at least \( j_1^* + j_2 \) times. Since at most \( N-1 \) process can move from \( T_0 \) during the execution of the loop, eventually the controller will reduce its buff variable to zero, increase main to \( j_1^* + j_2 \) and go to location \( E_5 \). Note that an id at which the BUFFER is empty occurs in the computation. Therefore, at this point, all of the processes in BUFFER have moved to MAINAREA and MAINAREA is not empty.

Now the controller sends a single ELECT message, decreases main by one, and moves to \( E_6 \) (main is still greater than zero since \( j_1^* + j_2 > 1 \)). Any process at location \( E_6 \), \( E_7 \), \( E_8 \) or \( E_9 \) is not a controller, but is called the leaving process. The next process in MAINAREA to take a step will see \( V=\text{ELECT} \) and move to \( T_0 \), becoming a new controller. The new controller then executes the loop containing \( T_0 \) and \( T_9 \) \( j_1^* + j_2 \) times. For the first \( j_1^* + j_2 - 1 \) iterations, the leaving process responds to the QUERY messages by setting \( V=\text{ONE} \). This effectively transfers the count of the processes in the MAINAREA to the new controller. On the final iteration, the leaving process responds to the QUERY message by setting \( V=\text{BYE} \) and going to its remainder region. The new controller then detects \( V=\text{BYE} \), executes its critical region and goes to \( E_5 \).

Each controller in turn receives the count of the processes still in the MAINAREA from the leaving process, executes its critical region, selects a new controller from the MAINAREA and becomes a leaving process which sends the count of MAINAREA to the next controller.

At various points during the execution, the controller (and the leaving process while it is at \( E_6 \)) may detect a value of \( V=S_3 \) \((0<j_3<1)\), indicating that \( j_3 \) processes have moved to BUFFER. This count is passed on by the leaving process in the following way. On the final iteration of the \( T_8-T_9 \) loop, the leaving process does not respond to the QUERY message with \( \text{BYE} \) immediately, but sets \( V=S_0 \) and the executes the \( E_7 \) loop \( j_3 \) times. Each iteration of the loop reduces the local buff variable of the leaving process by one and changes \( V \) from \( S_0 \) to \( S_1 \). The controlling process, meanwhile, looping at location \( T_9 \), changes \( S_1 \) back to \( S_0 \) and increments its local buff variable by one. Note that if \( j_4 \) additional processes enter from \( T_0 \) at some point, the amount carried in the buff variable will be increased to \( j_3^* + j_4 \).

Now consider what happens when the last process in MAINAREA completes the \( T_8-T_9 \) loop. Its main variable will have value \( 0 \), so it will go to location \( E_3 \) rather than \( E_5 \) after executing its critical section. The value of the local buff variable is \( j_3^* + j_4 \). This situation is essentially the same as when the first process to enter the system reached \( E_3 \). This ends Part 1 of the execution.
Part 2 begins where Part 1 left off. The controller is executing the loop at E3-E4, moving the processes in BUFFER to MAINAREA. At some point right after the controller executes E4 and while the controller's buff variable is still greater than zero, k+1 processes take one step each from T0. This returns V to the value 60, so the controller cannot detect that anything has happened. The k+1st process to enter, however, saw V=Sk and knows that k "extra" processes are in the BUFFER. This process moves to T1 and becomes the executive.

Before the executive takes another step, the system may fill and empty MAINAREA many times. However, when the BUFFER is moved to MAINAREA, k processes will be left in the BUFFER. When the executive takes its first step, it sends a STOP message. This message will be received either by a process in the BUFFER or by a process entering its trying region from T0. Since an entering process sets V from STOP to S1, the effect of the STOP message is to move one of the "extra" process to the IDLE location (T6) and to reduce the discrepancy between the buff count of the controller and the actual number of processes in the BUFFER.

The executive will send at least k STOP messages. While doing this, it may V=Sk (0≤k≤Sk) rather than 60. The executive then "picks up" the addition j5 processes which are unknown to the controller and will send a total of k+j5 STOP messages. When the executive finishes executing the loop at T1, the controller's count of the number of process in the BUFFER is correct. The executive then executes statement T3 and moves to the BUFFER like an ordinary process. (Note that the executive may find V=FREE. In this case, there is no controller to move the executive to critical, so the executive simply goes directly to critical and becomes the controller itself.) Since at least k processes will remain at IDLE until the executive reaches its critical region, another wraparound cannot occur while the executive is in its trying region. Therefore, the executive will eventually be moved to the MAINAREA and then become the controller.

After the executive becomes the controller and finishes the T6-T9 loop, it will execute its critical region and move to E0. The E0-E1 loop is used to move all k+j5 processes from IDLE to MAINAREA. The controller then moves to E3 or E5, depending on the value of its buff variable. The system will then allow each process in MAINAREA to reach its critical region in turn. Since no new executive can reach MAINAREA until MAINAREA is emptied, the processes in MAINAREA cannot be locked out. This ends Part 2.
So far, processes have only entered from T0 when V happened to have a counting value. Part 3 examines the behavior of the system when a process enters from T0 and V has a value of ENTER, AG, S, ELECT, QUERY, ONE or BYE. V only takes on these values during the sending of a message. Until the acknowledgement of the message is received by the sending process, the sending process will be cycling at one of the "grounding" locations, T9, E1, E4, E6 or E7. At any of these locations, whenever the sending process finds that V has a value of Sj (0 < j < k), V is set to 80 and the local buff variable of the sending process is incremented by j. This behavior is called grounding, V. The sending process keeps grounding V until the acknowledgment is received.

Suppose a process enters from T0 while V is equal to one of the indicated values. Then the entering process will go to location T4 and hold the message value until it detects that V = 80 or V = STOP. This must happen within a finite number of steps because some process will continue to ground V while the message is being held. After each grounding, V = 80, and V can be changed from 80 only by a process entering from T0 or by an executive. But the executive will only set V to STOP, 80 or (once only) to S1, so the executive will not keep the holding process from releasing its message. Since a process can only move from T0 once while a message is being held (holding the message prevents processes from moving through their critical regions), the value of V will eventually remain constant at 80, and the holding process can reset V to the held value. A message can be held only a finite number of times before it is delivered because each holding requires a distinct process (which has just left T0).

The executive may also hold a message. However, the executive will only hold one message at T2, and this message will be released within a finite number of steps for the same reason that an entering process eventually releases its held message. Therefore, the holding of messages has no affect on the correctness of the system, and the system is lockout-free.

Correctness of the Algorithm

The correctness of a complex algorithm involving asynchronous processes is always suspect because of the many of cases that may occur during its execution. Unfortunately, a complete, formal proof of correctness of the algorithm based on program A would probably double the length of this thesis. Also, it is not clear that a very long, low level proof would be convincing [DL79]. Therefore, only a suggestive series of lemmas with proof sketches will be given.

The first three lemmas prove properties about the
algorithm which are true at all ids which are reachable from the initial id. The first lemma lists a number of facts which will be useful in later proofs and also shows that the algorithm satisfies mutual exclusion. The next lemma gives facts about the state of the local variables of a process at certain locations in the program. The third lemma includes the key fact that two executives cannot exist simultaneously. All three lemmas may be proved by straightforward induction.

Lemma 4.4 shows that the algorithm is deadlock-free. The proof requires reasoning about the behavior of the algorithm during infinite computations. The final lemma shows that the algorithm is lockout-free, which is sufficient together with Lemma 4.1 to show that the algorithm is correct.

In the following, \( S = (V, X, p, q_0) \) is the critical \((1,N)\)-system such that \( V = \{S_0, S_1, \ldots, S_k, \) FREE, STOP, ENTER, AE, GO, AG, ELECT, QUERY, ONE, BYE\}, each \( X_i \) for \( i \in [N] \) corresponds to the states of program \( A \), each \( p_i \) for \( i \in [N] \) is defined so that its transitions correspond to program \( A \), and \( q_0 \) is defined so that \( Vl(q_0) = \) FREE and \( P_i \) is at location TO at \( q_0 \) for each \( i \in [N] \).

For any location \( L \) of \( S \) and any id \( q \) of \( S \) let \( L(q) = \{ i \in [N] : P_i \) is at location \( L \) at \( q \} \). Note that the convention that local steps are combined with the preceding test-and-set implies that \( TO(q) \) is the set of processes in their remainder region at \( q \). (This is only because the apparent loop at \( TO \) is never executed.) For any \( i \in [N] \), let \( CE_i = C_i \cup E_i \). If \( xi(q) \in CE_i \) then process \( i \) is in its CE region at \( q \). Let \( CE(q) = E0(q) \cup E1(q) \cup \ldots \cup E9(q) \). The set of processes in \( CE(q) \) are exactly those which are in their CE regions at \( q \). Also, let \( CN(q) = T0(q) \cup T9(q) \cup E0(q) \cup E1(q) \cup \ldots \cup E9(q) \). \( CN(q) \) is the set of processes which are controllers at \( q \). If \( i \in CN(q) \) the \( P_i \) is in its \( CN \) region at \( q \).

For any id \( q \) of \( S \) and \( i \in [N] \), let \( M_i(q) \) be the value of local variable \( M \) of process \( i \) at id \( q \). If \( M_i(q) \neq 50 \), process \( i \) is holding message \( M_i(q) \) at \( q \). Let \( TV(s) = 1 \) if \( s \) is a true statement and \( TV(s) = 0 \) otherwise. For any message value \( Y \), let \( f(q) = TV(V(q) + Y) \cup TV(M_1(q) + Y) \cup TV(M_2(q) + Y) \cup \ldots \cup TV(M_N(q) + Y) \). (For example, \( ENTER(q) = 0 \) if and only if \( V(q) \neq \) ENTER and no process is holding an ENTER message.) Each \( Y \) is a message function. The value of \( Y(q) \) represents the number of \( Y \) messages present in the system at id \( q \). (Actually, as shown by assertion \( q \) of Lemma 4.1, for any reachable \( q \), \( Y(q) \neq 1 \).) Let \( CASG(q) = \) \( FF(q) \cup ENTER(q) \cup AE(q) + GO(q) + AG(q) \cup ELECT(q) + QUERY(q) + ONE(q) + BYE(q) \).

For any id \( q \) of \( S \) and any \( i \in [N] \), let \( buffer_i(q) \), \( main_i(q) \), and \( idles_i(q) \) be the value of \( Pi 's \) local
variables `buff`, `main` and `idlers`, respectively, at `q`. Also 
let `buff(q) = buff_{1}(q) + buff_{2}(q) + ... + buff_{N}(q)`, 
`main(q) = main_{1}(q) + ... + main_{N}(q)`, and `idlers(q) = 
idlers_{1}(q) + ... + idlers_{N}(q)`. Let `S(q) = j` if `V(q) = S_j`, 
0 ≤ j ≤ k, and 0 otherwise.

**Lemma 4.1**

For any id `q` of `S` which is reachable from `q_0`,
assertions a through k are true.

a. |CE(q)| + FREE(q) + BYE(q) = 1
b. |CH(q)| + FREE(q) + ELECT(q) = 1
c. ENTER(q) + AE(q) = |E_{4}(q)|
d. GO(q) + AG(q) = |E_{1}(q)|
e. QUERY(q) + ONE(q) + BYE(q) + |E_{8}(q)| + |E_{9}(q)| = |I_{9}(q)|
f. ELECT(q) = |E_{6}(q)| + |E_{7}(q)|
g. CMSC(q) + |I_{8}(q)| + |E_{0}(q)| + |E_{2}(q)| + |E_{3}(q)| 
   + |E_{5}(q)| + |E_{8}(q)| + |E_{9}(q)| = 1
h. buff(q) = |I_{2}(q)| + |T_{5}(q)| - S(q) - ENTER(q) - STOP(q) ≥ 0
i. main(q) = |I_{7}(q)| + ENTER(q) + GO(q) - ELECT(q) - ONE(q) ≥ 0
j. idlers(q) = |I_{6}(q)| + STOP(q) - GO(q) ≥ 0
k. STOP(q) ≤ |I_{1}(q)| + |I_{2}(q)| + |I_{3}(q)| + |I_{0}(q)|

**Proof Sketch:** It is easy to see that all the 
assertions are true at `q_0`. Let `q` and `q'` be ids of `S` and
i ∈ [N] be such that `q ≥ q'`. It is only necessary to show 
for each assertion that if the assertion holds at `q` then it 
also holds at `q'`. The lemma then follows by induction on 
the length of schedules.

None of the arguments is particularly difficult. 
Assertion a is proved here and the remainder are left to 
the reader.

Since |CE(q)|, FREE(q) and BYE(q) are non-negative 
integers, one of the following three cases must hold.

Case 1: |CE(q)| = 1, FREE(q) = 0 and BYE(q) = 0. Pi cannot 
enter the CE region in the transition `q → q'` since all 
such transitions require that `V(q) = FREE` or `BYE`. If Pi does 
not leave the CE region in `q → q'`, then `CE(q') = CE(q)` and 
`V(q')` cannot be `FREE` or `BYE` since these values can only be 
set by a transition leaving the CE region. If Pi does 
leave the CE region in `q → q'`, then it must be at `E_{2}` or `E_{9}`
at `q` and set `V(q') = FREE` or `BYE`, respectively. For every 
possibility, assertion a is true at `q'`.

Case 2: |CE(q)| = 0, FREE(q) = 1 and BYE(q) = 0. Pi cannot 
be in the CE region at `q`, so the transition `q → q'` cannot 
make `FREE(q')` or `BYE(q')` greater than `FREE(q)` or 
`BYE(q)`, respectively. If Pi does not go to the CE region 
in `q → q'`, then `CE(q') = 0` and `FREE(q') = 1`. If Pi does go to 
the CE region in `q → q'`, then Pi must be at `T_{0}`, `T_{1}` or `T_{3}` at 
`q`, `V(q) = FREE` and `V(q') = 0`, so that `|CE(q')| = 1` and 
`FREE(q') = 0`. Again, assertion a is true at `q'` for every 
possibility.
Case 3: $\text{CE}(q)=0$, $\text{FREE}(q)=0$ and $\text{BYE}(q)=1$. Suppose $V(q)\neq \text{BYE}$. $\text{FREE}(q)=0$ implies that $V(q)\neq \text{FREE}$. Therefore, $P_i$ cannot enter the CE region from $q$ so $\text{CE}(q')=\text{CE}(q)$. The only way that $\text{BYE}(q)$ could differ from $\text{BYE}(q')$ is for the transition from $q$ to $q'$ to set $V$ to $\text{BYE}$. The only transitions which could do this require that $\text{H}_1(q)=\text{BYE}$ and $i \in T_2(q) U T_4(q)$. But then $\text{BYE}(q')=\text{BYE}(q)$, so assertion $a$ is true at $q'$.

On the other hand, suppose $V(q)=\text{BYE}$. Then the transition to $q'$ cannot change the truth of assertion 4.1 unless $P_i$ is at location $T_9$ at $q$. But if $P_i$ is at location $T_9$ at $q$, then $P_i$ is critical at $q'$ and $V(q')=0$, so $\text{CE}(q')=1$, $\text{FREE}(q')=0$, $\text{BYE}(q')=0$, and assertion $a$ is true at $q'$. □

The next lemma lists some facts which are useful in reasoning about lockout.

**Lemma 4.2**

Let $q$ be an id of $S$ which is reachable from $q_0$ and let $i \in [N]$. Then if $P_i$ is at location $T_1$ at $q$, $\text{main}_i(q)=0$. If $P_i$ is at location $T_0$, $T_2$, $T_3$, $T_4$, $T_5$, $T_6$ or $T_7$ at $q$ then $\text{main}_i(q)=0$ and $\text{buff}_i(q)=0$. Finally, if $P_i$ is at location $T_0$, $E_2$, $E_3$, $E_4$, $E_5$, $E_6$, $E_7$, $E_8$ or $E_9$ at $q$, then $\text{idlers}_i(q)=0$.

**Proof:** These facts hold by the flow of the program and the exit conditions of the loops at $E_6$, $E_8$, $T_1$ and $E_0$. □

For any id $q$ of $S$, let $\text{Exec}(q) = \{ i \in [N] : \text{idlers}_i(q) > 0 \} U T_1(q) U E_1(q)$. If $i \in \text{Exec}(q)$, then $P_i$ is said to be an executive at $q$. The next lemma shows that there may be at most one executive at any id and that no executive may reach location $T_6$.

**Lemma 4.3**

Let $q$ be an id of $S$ which is reachable from $q_0$, and let $i \in [N]$. If $i \notin \text{Exec}(q)$, then assertions $a$, $b$ and $c$ hold.

a. $\text{buff}_i(q) + \text{idlers}_i(q) + \text{main}_i(q) \leq k$

b. $\text{Exec}(q) = \{ i \}$

c. $i \notin T_6(q)$

**Proof:** Evidently all the assertions hold at $q_0$, since $\text{Exec}(q_0)$ is empty. It is sufficient to show that for all ids $q$ and $q'$ of $S$ such that $q \leq q'$, if assertion $a$, $b$ or $c$ holds at $q$ then assertion $a$, $b$ or $c$, respectively, holds at $q'$.

Assertion $c$ is shown first. Note that the only transition which increases the value of local variable idlers is from location $T_1$. Then by Lemma 4.2, $P_i$ must be at location $T_1$, $T_2$, $T_3$, $T_4$, $T_5$, $T_6$, $T_7$, $T_8$, $T_9$, $E_0$ or $E_1$ at $q$. But no transition from any of these locations can decrease the value of buff+main+idlers. Thus, the only transition which could show that assertion $a$ is false would
have \( i \in \text{Exec}(q) \) and \( j \in \text{Exec}(q') \). But this implies that \( i \in \text{T0}(q) \) and \( j \in \text{T1}(q') \), and this transition sets \( \text{idlers}_i(q') = k \). Therefore, assertion a holds at all ids reachable from \( q_0 \).

For assertion b to be false, there must be a transition such that there is an integer \( j \in [N] \) for which \( j \in \text{Exec}(q) \), \( i \in \text{Exec}(q) \) and \( i, j \in \text{Exec}(q') \). But then, by assertion a, \( \text{buff}_i(q') + \text{main}_i(q') + \text{idlers}_i(q') + \text{buff}_j(q') + \text{main}_j(q') + \text{idlers}_j(q') \geq 2k \) \( \geq N \). Then by assertions h, i and j of Lemma 4.1, \( |T4(q')| + |T5(q')| + |T6(q')| + |T7(q')| \geq N \). But, since \( i \in \text{T1}(q) \), this contradicts the fact that there are only \( N \) processes in the system, so assertion b holds at all ids reachable from \( q_0 \).

Suppose assertion c is false. Then there must be a transition such that \( i \in \text{Exec}(q) \), \( i \in \text{T6}(q) \) and \( i \in \text{T6}(q') \). This can only occur if \( V(q) = \text{STOP} \) and \( P_i \) is at location \( T0, T4 \) or \( T5 \) at \( q \). (\( P_i \) cannot actually be at \( T0 \) at \( q \) since it is an executive.) By assertion k of Lemma 4.1, there must be a \( j \in [N] \) such that \( P_j \) is at location \( T1 \), \( T2 \), \( T3 \) or \( E0 \) at \( q' \). But then \( P_j \) is also an executive at \( q \) and \( j \neq i \), contradicting assertion b. Therefore, assertion c holds at all ids reachable from \( q_0 \).

Let \( i \in [N] \) and \( q, q' \) be ids of \( S \) such that \( q^2 > q' \). \( P_i \) moves forward in transition \( q \rightarrow q' \) if and only if there are locations \( L1 \) and \( L2 \) such that \( P_i \) is at location \( L1 \) at \( q \), \( P_i \) is at location \( L2 \) at \( q' \), \( L1 \neq L2 \), and no process can move from \( L2 \) to \( L1 \) without reaching location \( T0 \). It is easy to see that \( P_i \) moves forward whenever it changes locations unless it moves from \( T8 \) to \( T9 \), \( E0 \) to \( E1 \), or \( E3 \) to \( E4 \).

Lemma 4.4

System \( S \) is deadlock-free.

Proof sketch: Suppose that \( S \) can be deadlocked, and let \( h \) be an infinite schedule of \( S \) which is \( R \)-admissible from \( q_0 \) and exhibits deadlock. Let \( Z_0 = q_0 q_1 \cdots \) be the id sequence from \( q_0 \) by \( h \). By definition, there must be a point in \( Z_0 \) after which no process changes regions. Since any process which continues to move forward must eventually change regions, there must also be a point after which no process moves forward. Choose an integer \( a \geq 0 \) such that no process moves forward in computation \( Z = q_a q_{a+1} \cdots \).

Case 1: The value of \( V \) changes infinitely often in \( Z \). Since \( V \) is changing and no process is moving forward, there must be a process looping infinitely often at location \( T1 \), \( T8 \rightarrow T9 \), \( E0 \rightarrow E1 \), \( E3 \rightarrow E4 \), \( E6 \), \( E7 \) or \( E9 \). (Note: looping at \( T8 \rightarrow T9 \) includes looping at \( T9 \) and alternating between locations \( T8 \) and \( T9 \). \( E0 \rightarrow E1 \) and \( E3 \rightarrow E4 \) have similar meanings.)

A process looping at \( T1 \) will set \( V \) to \( \text{STOP} \) (the "other" branch can be taken only once by assertion g of
Lemma 4.1). But V can only be changed from STOP by a process which is moving forward, which is forbidden by the choice of a. Therefore, a process at T1 cannot assist in changing V infinitely often. Similar arguments show that a process looping at E0=E1 or E3=E4 cannot change V infinitely often in z.

The only transition which changes V from S0 to another counting value without causing a forward move is at E8. But, by assertion a of Lemma 4.1, no process can be at E8 while a process is looping at E6 or E7. Therefore, a process looping at E6 or E7 can contribute only a finite number of changes of V in z. This is also true for a process at E8.

The only remaining possibility is that a process is looping at T8-T9 in z. But an infinite number of iterations of the T8-T9 loop requires an infinite number of iterations of either the E6 or E8 loop, which has already been shown to be impossible in z. Therefore, Case 1 leads to contradiction.

Case 2: V changes finitely often in z. Then choose b ≥ a so that V is constant in z' = Q_0 Q_{b+1} \ldots$. Suppose V has a counting value in z'. By assertion g of Lemma 4.1, there must be a process at T8, E0, E2, E3, E5, E8 or E9 in z'. If a process is at E8 or E9, assertions a, b and g of Lemma 4.1 imply that there must also be a process at T8 or T9. If Pi is at T9 and V=S0, then the next step of Pi will change V, while if V=S0 then the next step of the process at E8 or E9 will change V, contrary to assumption. But if Pi is at T8, E0, E2, E3 or E5 in z', then the next step of Pi will change V, contrary to assumption.

Suppose V=STOP for every id in z'. Since buff(q) must be non-negative at every id q reachable from Q_0 in S, assertion h of Lemma 4.1 implies that some process, Pi, is at T4 or T5 in z'. But Pi will move forward on its next step, contrary to assumption, so V cannot be equal to STOP. Similar arguments can be made to show that V cannot be any message value other than FREE.

Suppose V=FREE for every id in z'. By assertions a and b of Lemma 4.1, no process can be in the CH or CE region in z'. Also, by assertion g of Lemma 4.1, no process can be at location T2 or T4 in z'. If a process were at T1 or T3 in z' it would move forward on its next step, so all processes must be at locations T0, T5, T6 or T7 in z'. Then, by Lemma 4.2, buff(q) and main(q) must be zero for every id q in z', so, by assertions h and i of Lemma 4.1, no process can be at location T5 or T7 in z'. By Lemma 4.3, no executive can be at T6, so idlers=q=0 for every id q in z', which implies that no process is at T6 by assertion j of Lemma 4.1. The only possibility is that all processes are at T0 at Q_0. But then the next process to
take a step will move forward. This contradiction completes the proof. □

Lemma 4.5

System S is lockout-free.

Proof sketch: Let h be a (necessarily infinite) schedule which exhibits lockout from q₀, and let q₀q₁... be the id sequence from q₀ by h. Let i ∈ {N} be such that Pi is locked out from q₀ by h. Choose an integer a>0 so that Pi does not move forward in computation z = qₐqₐ₊₁... By definition, Pi cannot be at location T₀ at qₐ. Also, Pi cannot be in the CN or CE region at qₐ, since this would deadlock the system and contradict Lemma 4.4. Pi cannot be at location T₂ or T₄ either since V changes value whenever a process changes regions. Therefore, Pi must be at location T₁, T₃, T₅, T₆ or T₇ at qₐ.

Suppose Pi is at location T₁ at qₐ. One way that Pi could be locked out would be for V to have value STOP every time Pi takes a step in z. Since only an executive can set V to STOP, and Pi is the only executive in z by Lemma 4.3, V must be equal to STOP for all of z. But this would deadlock the system, so Pi must see VMSTOP an infinite number of times in z. This implies that Pi's local variable idlers will increase without bound, which is impossible by assertion h of Lemma 4.1. Therefore, Pi cannot be at location T₁ at qₐ. Also, Pi cannot be at location T₃ at qₐ since this would require that V be equal to STOP for all of z, which has already been shown to lead to contradiction. The remaining possible locations are T₅, T₆ and T₇.

T₇. Suppose that Pi is at T₇ for all of z. Then |T₇(qₐ)|>0 for all j≥a. By Lemma 4.4, an infinite stream of processes pass through the CE region in z. Suppose one of these processes reaches E₂ or E₃ at some id q₃, b₂k. Then, by Lemma 4.2 and assertions a, b and g of Lemma 4.1, |T₇(q₃)|=0, which is a contradiction. Therefore, WMENTER and WMFREE at any id in z, which implies that no process can go to T₇ from T₅ and that no executive can go to the CE region from T₅ in z.

Since any executive which enters from T₀ in z can go no further than T₅, there must be an integer c≥a such that no executive is in the CE region in z' = qₐqₐ₊₁... Then WMGO in z', so no process can enter T₇ in z'.

Since processes passing through the CE region in z' will not execute statement E₂, each process will execute E₅ and send an ELECT message. Each ELECT message will cause a process to leave T₇. But, since the number of processes at T₇ is finite and non-increasing in z', every process at T₇ (including Pi) must leave T₇ in z', contradicting the assumption.
TI. Suppose that Pi is at T5 for all ids in z so that |T5(q_j)|>0 for all j∈a. By the argument in the previous paragraph, there is an integer b<2a such that main(q_b)=0. Then there must be an integer c>2b such that for some j∈{N}, Pj is at E3 at q_c. Let d be the least integer greater than c such that Pj is at location E5 at q_d (d exists by Lemma 4.4). If no process is at T1 at q_d, buff(q_d)=0 by Lemma 4.2, and |T5(q_d)|=0 by assertions g and h of Lemma 4.1, which is a contradiction. Therefore there must be an integer x∈{N} such that Pj is at T1 at q_d.

Let e be the least integer greater than d such that Pj is not at T1 at q_e (Pj cannot be locked out at T1 by the earlier argument). If Pj is in the CE region at q_e, then buff(q_e)=0, which again implies that |T5(q_e)|=0, a contradiction. Thus, there must be a least integer f>e such that Pj is at location T5 at q_f.

Now let g be the least integer greater than f such that for some z∈{N}, Pj moves from E4 to E5 in the transition q_g→q_q. Since Pj must be at T5 or T7 at q_q, assertion b of Lemma 4.3 implies that no process is at T1 at q_q. But then |T5(q_q)|=0, another contradiction. All possibilities lead to contradiction so, the supposition that Pi stays at T5 in z must be false.

T6. Suppose that Pi is at T6 for all ids in z. Let b<2a be the least integer such that some process Pj, j∈{N}, is at E2 or E5 at q_b. (Integer b exists by Lemma 4.4.) If no executive exists at q_b, then idlers(q_b)=0 which implies that |T6(q_b)|=0, a contradiction. Therefore, for some x∈{N}, Pj is an executive at q_b. Since Pj will not go to T6 by assertion c of Lemma 4.3, the previous paragraphs imply that it must eventually reach the CE region. Then there must be a least integer c>b such that Pj is at E1 at q_c and Pj is not at E1 at q_{c+1}. But then idlers(q_c)=0 which implies that |T6(q_c)|=0 and that Pj cannot be at T6 at q_c.  □

Theorem 4.4

System S (based on program A) is lockout-free and satisfies mutual exclusion.

Proof: Lemma 4.5 shows that S is lockout-free. Assertion a of Lemma 4.1 implies that S satisfies mutual exclusion since the critical region is a subset of the CE region.  □

Theorem 4.4

There is a critical (1,N) system S'=(V',X',P',q'_0), N21, that satisfies lockout-free mutual exclusion and is memoryless such that |V'|=[N/2]+9.

Proof: Let S' be identical to S except that all occurrences of constants AE, AG and BYE are literally replaced by a new constant, ACK. (This converts Program A into the form given in Burns, et al. [BFJLP78], as
mentioned in an earlier parenthetical comment.) Clearly $S'$ is a critical $(1,N)$-system which is memoryless and $|V'| = \lceil N/2 \rceil + 9$. Let $f$ map every state in $S$ into the corresponding state of $S'$ by replacing $V$ with ACK if it is AE, AG or BYE and changing local variable $k$ value from AE, AG or BYE to ACK. Then any schedule $h$ of $S$ is also a schedule of $S'$.

Claim: $f(r(q_0,h)) = r'(f(q_0),h)$, where $r'$ is the result function of $S'$. If not then there is an integer $i \in I$ and a reachable id $q$ of $S$ such that $f(r(q,i)) \neq r'(f(q,i))$. Clearly, the only possibility is that $V(q) = AE$, AG or BYE and the state of $Pi$ at $r(q,i)$ does not correspond to $r'(f(q,i))$. The only transitions for which this might be true are in the CE region. For example, $Pi$ might be at location $El$ at $q$ and $f(q)$. If $V(q)=AG$, $Pi$ would not change locations in $S$ but would in $S'$. But assertion $d$ of Lemma 4.1 shows that this possibilities (and the other similar ones) cannot occur at ids of $S$ which are reachable from $q_0$. Therefore the claim holds.

It should be clear that every computation of $S'$ has a corresponding computation in $S$. By the claim, the region changes in both systems are matched exactly, so $S'$ satisfies lockout-free mutual exclusion.

If $k$ in Program A is changed from $\lceil N/2 \rceil$ to $N-1$, then a wraparound transition cannot occur (by assertion a of Lemma 4.3 and the fact that whenever all processes are in their remainder regions, $V=FREE$). Then no process can reach $T_1$, $T_2$, $T_3$ or $T_6$ and $V$ cannot take on values STOP or GO. Let Program B be the program formed by setting $k$ to $N$, removing the statements which include $T_1$, $T_2$, $T_3$ and $T_6$, and deleting the line in statement $T_9$ which references $S_k$ and the lines in $T_6$, $T_4$ and $T_5$ which reference STOP. Also remove any references to STOP and GO in the type definitions and comments. Finally, change all occurrences of $AE$, AG and BYE to ACK and equate $S_k$ with FREE.

**Theorem 4.5**

There is a critical $(1,N)$-system, $S'=(V',X',P',q_0')$, which satisfies mutual exclusion and 1-bounded waiting such that $|V'| = N+5$.

**Proof:** Let $S'$ be the system corresponding to Program B, described above. $S'$ is a critical $(1,N)$-system, and $V$ takes on at most $N+5$ values. All the lemmas proved for system $S$ apply to system $S'$, but no wraparounds may occur. Therefore, whenever $V=FREE$, all processes must be in their remainder regions (at $T_9$). This is the reason that FREE may be equated with $S_k$.

Suppose that $S'$ does not satisfy 1-bounded waiting. Then there must be a schedule $h$ of $S$, $i \in I$ and an id $q$ of $S$ reachable from $q_0$ such that $r$ occurs, $i$ 2-waits in $comp(q,h)$. Let $j \in I$ be such that $P_j$ cycles two times in
comp(q, h), and let integer m and n be such that 1 ≤ m ≤ n, 
q_m ≤ q_m+1, q_m ≤ q_n, and Pj is at T0 at q_m and q_n. Note that 
Pj must be at T4 or T5 at q_{m+1} since V(q_m) ≠ FREE.

Now Pj cannot be in the CM region or the CE region at 
q_n since it would have to change regions before q_n is 
reached in comp(q, h). Pj cannot be at T7 at q_m because 
every process at T7 must change regions before Pj can move 
from T4 or T5. Therefore Pj must be at T4 or T5 at q_m.

Since Pj moves to T7 in the computation x = 
qu_m q_{m+1} ... q_n there must be a point in x at which some 
process is in the E3-E4 loop. But when this loop 
terminates at some p, m < n, buff (q_p) = |T4(q_p)| + 
|T5(q_p)| = 0, so Pj must have moved to T7 at q_n.

Now Pj is at T4 or T5 at q_{m+1} and Pi is at T7 at 
qu_{m+1}. But there must be an id q_p, b > m, such that main(q_p) 
= |T7(q_p)| = 0 which occurs before Pj moves from T5. But this 
implies that Pj will change regions before Pj cycles 
two times, contradicting the assumption and proving that S" 
satisfies 1-bounded waiting.

Assertion a of Lemma 4.1 implies that S" satisfies 
mutual exclusion, so the theorem is proved. □

CHAPTER V
SYNCHRONIZATION OF MULTIPLE RESOURCES

The results in the preceding chapter addressed 
problems in which the asynchronous processes had to be 
excluded from simultaneously accessing a certain portion of 
their code referred to as the critical region. This may 
also be referred to as the "1-resource problem". The 
1-resource problem is motivated by situations in which a 
resource cannot be safely accessed by multiple processes at 
the same time. For example, two processes updating the 
same database concurrently could introduce logical 
inconsistencies, although no inconsistency would arise if 
the processes execute their updates in some sequential 
order.

Another type of exclusion is required when processes 
share a pool of equivalent input/output devices, such as 
tape drives. Such devices must normally be dedicated for 
the use of one process at a time; however, any resource in 
the pool may be used to satisfy a request. If there are n 
resources in the pool, this is called the "n-resource 
problem", and the property required is called 
"n-exclusion". In this section, the n-resource problem is 
discussed informally in order to motivate the formal
A system which satisfies n-exclusion will allow n processes (but no more) to be critical at the same time. To avoid degenerate solutions, up to n-1 processes must be allowed to stop in their critical regions without blocking any other process. This property is called "avoiding n-deadlock".

One way to construct an algorithm for the n-resource problem is to reduce the problem to a 1-resource problem and apply known solutions (such as those given in Chapter IV) to the latter problem, using an n-valued semaphore for exclusion. A solution of this kind is called the "bank" solution in the following, in analogy to the technique commonly used in banks. (Note: I originally developed a transformation for eliminating the exit region from mutual exclusion algorithms. Mike Fischer [FLB879] generalized the technique to the bank algorithm described here.) In a bank, a single queue of customers waiting for service by several tellers is often used. The person at the head of the queue checks to see if one or more tellers are free, and if so, goes to any free teller.

The bank solution may be implemented for asynchronous processes by using a solution to the 1-resource problem (such as Programs A and B in Chapter IV) to select processes one at a time. The selected process waits (if necessary) until at least one resource is free, and then goes to its critical region. The count of the number of processes which hold resources (i.e., processes which are in their critical regions) is kept in an additional variable which ranges from zero to n. Note that, since test-and-sets are used for accessing the shared variables, the added variable may be combined with the existing shared variable, if desired. More precisely, the transformation of the programs in Chapter IV is described in Figure 5-1. W is the new shared variable which is initialized to zero and ranges from zero to n. This transformation is used to prove Theorem 5.1, which shows that an n-resource problem can generally be reduced to a 1-resource problem with an increase in the shared memory size of only a factor of (n+1). A corresponding lower bound is proved in Theorem 5.3.

The bank solution has a rather subtle defect which becomes apparent when several tellers become free at the same time. If m tellers are free, it would be desirable for the next m people in the queue to go immediately to m tellers. The bank solution requires them to file past the head of the queue one at a time. If the person at the head of the queue is very slow, others are slowed down unnecessarily. Indeed, if the person at the head of the queue "fails", then the whole system becomes blocked.
1. Replace all "goto CRITICAL" statements with "goto SELECT".
2. Replace the statement labeled "CRITICAL" by:
   
   SELECT:
   test w until j set j+1 (* 0<j<n *)
   endtest;

3. Replace all "goto REMAINDER" statements with "goto CRITICAL".

4. Insert the following at the end of the algorithm.
   CRITICAL:
   test w until j set j-1 (* 0<j<n *)
   endtest;

   Bank Transformation (Fischer)

   Figure 5-1

Note that the notion of failure used here does not imply any detectable malfunction. A failed process simply stops taking steps. This is quite different from the kind of failure considered by Rivest and Pratt [RP76] and Peterson and Fischer [PF77]. In these papers, when a process fails it goes to a predetermined state and sets a shared variable to a value indicating failure. For the type of failure used here, it is impossible to determine, in any finite portion of a computation, whether a process has failed or is only running very slowly.

An algorithm is "m-robust" if it continues to operate properly (processes trying to change regions eventually do so with the appropriate fairness conditions) while fewer than m processes fail in their trying or exit regions. Theorem 5.2 states that there is an algorithm which is m-robust and uses only O(N) values of shared memory for synchronizing N processes. A corresponding lower bound is given in Theorem 5.4.

The fairness conditions defined in Chapter II are not compatible with the concept of robustness. A failed process will never change regions, so any fairness condition which depends on this (such as bounded waiting) cannot be maintained if other processes are not to be blocked forever. New fairness conditions are therefore defined in terms of processes becoming "enabled" to change regions, rather than in terms of actual region changes. A process is "enabled" when it can change regions without waiting for any other process, and cannot be blocked by any other process. The key distinction between enabling and actual region changing, which is exploited by the algorithm upon which Theorem 5.2 is based, is that a process can become enabled without taking any action of its own. Thus, failed processes can be made to "make progress" through the actions of the other processes in the system.

The lower bounds results (Theorems 5.3 and 5.4) given here were developed independently by myself, although they have already appeared as part of joint work with M. J. Fischer, N. A. Lynch and A. Borodin [FL879].
wish to thank my co-authors for help in polishing the results. The definitions given here are similar but not identical to those in the cited work.

**Formal Definitions**

In the following definitions, $m$, $n$, $M$ and $N$ are positive integers, $b$ is a non-negative integer and $S$ is a critical $(M,N)$-system.

If $h'$ and $h^*$ are schedules such that $h = h'h^*$ and $l$ does not occur in $h^*$, then $\text{final}(i,q,h) = r(q,h')$. If $P_l$ does not halt in $h$ then $\text{final}(i,q,h)$ is undefined. A schedule $h$ of $S$ is an admissible from $id$ $q$ of $S$ provided $\forall i \in [N] : P_i$ halts in $h$ & final$(i,q,h) \in T_l \cup E_i$ $< m$. Note that "1-admissible" is equivalent to "$b$-admissible" defined in Chapter II, except that processes are allowed to stop in the critical region as well as in the remainder region. Intuitively, a schedule is $m$-admissible if less than $m$ processes fail in the trying and exit regions.

For any id $q$ of $S$ let $T(q) = \{ i : X_i(q) \in T_l \}$, $C(q) = \{ i : C_i(q) \in C_l \}$, $E(q) = \{ i : E_i(q) \in E_l \}$ and $R(q) = \{ i : R_i(q) \in R_l \}$. An id $q$ of $S$ violates n-exclusion if $|C(q)| > n$. $S$ satisfies n-exclusion if no id of $S$ reachable from $q_0$ violates n-exclusion. The critical region is said to be full (when $S$ satisfies n-exclusion) at any id $q$ of $S$ such that $|C(q)| = n$. Note that "1-exclusion" is equivalent to "mutual exclusion" defined in Chapter II.

The following series of definitions lead up to the definition of "$(m,n)$-deadlock-free", which is needed for Theorem 5.2 and Theorem 5.4. Theorem 5.2 is included only to give a counterpoint to the lower bound of Theorem 5.4. For motivation and explanation of the following definitions, the reader is urged to consult Fischer, et al. [FJBB79].

Let $q$ be an id of $S$ and $G$ be a subset of $T(q)$ (respectively, of $E(q)$). $G$ is C-group-enabled (respectively, R-group-enabled) at $q$ provided for all schedules $h$ in which each $i \in G$ appears at least once, at least $|G|$ distinct processes go directly from trying region to critical region (respectively, from exit region to remainder region) in $\text{comp}(q,h)$. (Thus, a process not in $G$ may prevent one in $G$ from making a region change by making a change in its place, but this is all the damage such a process can do.) $C$-allocation($q$) (respectively, $R$-allocation($q$) = $\max \{ |G| : G$ is C-group-enabled (respectively, R-group-enabled) at $q$ $\}$.

Let $q$ be an id of $S$ and $h$ be a schedule of $S$. Schedule $h$ exhibits $(m,n)$-deadlock from $q$ provided a through $d$ hold. Let $z = \text{comp}(q,h)$.

a. $h$ is infinite and $m$-admissible from $q$. 


b. No process changes regions in z.
c. C-allocation and R-allocation do not change in z.
d. At least one of d1 and d2 holds.
   d1. $|T(q)| > C\text{-allocation}(q)$ and $C\text{-allocation}(q) + C(q) < n$.
   d2. $|E(q)| > R\text{-allocation}(q)$.

S is $(m,n)$-deadlock-free provided there do not exists an id $q$ of $S$ reachable from $q_0$, and a schedule $h$ of $S$ such that $h$ exhibits $(m,n)$-deadlock from $q$.

Let $i \in [N]$. $P_i$ is critical-enabled (respectively, remainder-enabled) at an id $q$ of $S$ provided for all finite schedules $h$ of $S$ not containing $i$, $P_i$ is in its critical region (respectively, remainder region) at $r_i(q,h,i)$. Let $C\text{En}(q)$ (respectively, $R\text{En}(q)$) denote $\{ i \in [N] : P_i$ is critical-enabled (respectively, remainder-enabled) at $q \}$.

A finite schedule $h$ of $S$ is an enabling schedule for $P_i$ from $q$ if $i \in C\text{En}(q) \cup R\text{En}(q)$ and $i \in C\text{En}(q') \cup R\text{En}(q')$, where $q' = r_i(q,h)$. $P_i$ becomes enabled in $\text{comp}(q,h)$ provided $h = h_1 . h_2 . h_3$ with $h_2$ an enabling schedule for $P_i$ from $r_i(q,h_1)$.

$P_i \text{-waits for enabling}$ for $P_j$ in $\text{comp}(q,h)$ provided $i \in (T(q) - C\text{En}(q)) \cup (E(q) - R\text{En}(q))$, $P_i$ does not change regions or become enabled in $\text{comp}(q,h')$ for any prefix $h'$ of $h$ and $P_j$ cycles $b$ times in $\text{comp}(q,h)$.

S satisfies b-bounded waiting for enabling provided there do not exist an id $q$ of $S$ reachable from $q_0$, a schedule $h$ of $S$ and $i$ and $j \in [N]$ such that $P_i$ $(b+1)$-waits for enabling for $P_j$ in $\text{comp}(q,h)$.

A system $S$ is order preserving provided that the order of entry to the critical region is the same as the order of return to the remainder region for all computations from $q_0$. $S$ has null exit regions if $E_1$ is empty for all $i \in [N]$.

**Upper Bounds**

Two theorems are given in this section which provide upper bounds on the number of shared values required to solve the generalized exclusion problem for bounded waiting and bounded waiting for enabling. The next section given corresponding lower bounds.

**Lemma 5.1**

Let $b$, $n$, $M$ and $N$ be integers, $1 \leq M \leq N$. Let $S = (V,X,p,q_0)$ be any critical $(M,N)$-system which is $(1,1)$-deadlock-free and order preserving. Let $S' = (V',X',p',q_0')$ be the system constructed by the transformation of Figure 5-1. Then $S'$ has null exit regions, satisfies n-exclusion, and is $(1,n)$-deadlock-free. Furthermore, if $S$ satisfies b-bounded waiting then so does $S'$.

**Proof sketch:** Clearly, $S'$ has null exit regions.
Let $W(q)$ be the value of shared variable $W$ at id $q$ of $S'$. It is easy to show that $iC(q) = W(q)$ for every id $q$ reachable from $q_0'$, which implies n-exclusion since $W$ is bounded above by $n$.

A total mapping, $f$, can be defined from the computations of $S'$ from $q_0'$ to the computations of $S$ from $q_0$ which preserves the order of process region changes. Suppose $f(comp(q_0', h')) = comp(q_0, h)$. Then $h$ is the same as $h'$ except that all steps which correspond to waiting for $W$ to be less than $n$ in $S'$ and the single step that each process makes which reduces $W$ as the process moves to its remainder region are removed. Since $S$ is order preserving, every region change in $comp(q_0, h)$ has a corresponding region change in $f(comp(q_0', h))$. This implies that $S'$ is $(1, n)$-deadlock-free and also that if $S$ satisfies 1-bounded waiting, then so does $S'$. □

**Theorem 5.1** (Fischer)

Let $n$ and $N$ be positive integers, $1 \leq n \leq N$. There exists a critical $(1, N)$-system $S' = (V', X', p', q'_0)$ which has null exit regions, satisfies n-exclusion, is $(1, n)$-deadlock-free and satisfies 1-bounded-waiting such that $|V'| = (n+1)(N+5)$.

**Proof sketch:** Let $S = (V, X, p, q_0)$ be the system corresponding the Theorem 4.5 in Chapter IV. $S$ satisfies 1-exclusion, is $(1, 1)$-deadlock-free and satisfies 1-bounded waiting, and $|V| = N+5$. $S$ also has the property of mutual exclusion over the union of the critical and exit regions, so $S$ is order preserving. Apply Lemma 5.1 to $S$ to find $S'$ as required. □

The next theorem refers to an algorithm which continues to operate correctly as long as at most $m-1$ processes stop in the trying or exit region. This is accomplished by always having $m$ processes maintain current copies of the shared system information. For more details, see Fischer, et al. [FLBB79].

**Theorem 5.2** (Fischer, et al.)

Let $m$, $n$, $M$ and $N$ be positive integers, $1 \leq n \leq N$. There exists a critical $(m, N)$-system $S = (V, X, p, q_0)$ such that $S$ satisfies n-exclusion, is $(m, n)$-deadlock-free and satisfies 1-bounded-waiting for enabling and such that $|V|$ is $O(N)$.

**Lower Bounds**

The next theorem give the lower bound corresponding to Theorem 5.1. The lower bound $(n(N-n))$ is quite close to the upper bound of the algorithm of the previous section $(n+1)(N+5)$, so there is apparently little room for improvement with regard to shared space.

**Theorem 5.3**

Let $b$, $n$, $M$ and $N$ be integers such that $1 \leq n \leq N$.
and \( q_{2b} \). Let \( S = (V, X, P, q_0) \) be a critical \((N,N)\)-system such that \( S \) has null exit regions, satisfies \( n \)-exclusion, is \((1,n)\)-deadlock-free and satisfies \( b \)-bounded waiting. Then \( \forall i \geq n(N-n) \).

**Proof:** The theorem is trivial for \( n = N \), so assume \( n < N \). Let \( q \) be an id of \( S \) reachable from \( q_0 \) with all processes in their remainder regions (if \( q \) exists since \( S \) is \((1,r)\)-deadlock-free). Fix integers \( i \) and \( j \), \( 1 \leq i, j \leq N-n-1 \). Construct a schedule as follows. From \( q \), each of \( P_1, P_2, \ldots, P_n \) in turn goes to its critical region (by the \((1,n)\)-deadlock-free property) and stops. Next, each of \( P_{n+1}, \ldots, P_{n+j} \) takes one step, moving to its trying region (by the \( n \)-exclusion property since the critical region is full). Then each of \( P_1, \ldots, P_i \) takes one step, going to its remainder region (since \( S \) has null exit regions). The resulting id is denoted by \( q_{i,j} \); it has \( P_1, \ldots, P_i \) and \( P_{n+1}, \ldots, P_n \) in their remainder regions, \( P_{i+1}, \ldots, P_{n+j} \) in their critical regions and \( P_{n+1}, \ldots, P_{n+j} \) in their trying regions. (See Figure 5-2.) In particular, the critical region is not full at \( q_{i,j} \) and \( P_n \) has not appeared in the described schedule from \( q \) to \( q_{i,j} \).

**Construction of Ids Used in Theorem 5.3**

**Figure 5-2**

If all of the values \( V(q_{i,j}) \) are distinct, the theorem holds (\( i \) ranges over \( n \) values and \( j \) ranges over \( N-n \) values), so assume the contrary. There are two cases.

**Case 1:** \( V(q_{i,j}) = V(q_{r,s}) \) and \( j < s \). Construct schedule \( h \) of \( S \) as follows. Starting from \( q_{i,j} \), \( P_{n+1}, \ldots, P_{n+j} \) go through critical regions to their remainder regions (by the \((1,n)\)-deadlock-free property) and stop. Then \( P_n \) cycles \( b+1 \) times from remainder to critical region (again by the \((1,n)\)-deadlock-free property).

But \( q_{r,s} \) looks like \( q_{i,j} \) to \( P_{n+1}, \ldots, P_{n+j} \) and \( P_n \), so \( h \) causes the same behavior from \( q_{r,s} \). Then \( P_{j+1} (b+1) \)-waits for \( P_n \) and \( b \)-bounded waiting is violated.

**Case 2:** \( V(q_{i,j}) = V(q_{r,j}) \) and \( i < r \). Construct a
schedule \( h \) as follows. Starting from \( q_{i,j}^r \), \( i+1 \) of the processes in the set \( \{P_1,\ldots,P_l\} \cup \{P_{n+1},\ldots,P_N\} \) move into their critical regions and stop. (There are sufficiently many processes because \( n < N \).) This is possible because only \( n - r \) \(( < n - l)\) processes are critical at \( q_{i,j}^r \) and no process other than those in the given sets is in its trying region at \( q_{i,j}^r \). Since \( q_{i,j} \) looks like \( q_{i,j}^r \) to \( P_1,\ldots,v \) and \( P_{n+1},\ldots,P_N \), \( h \) causes the same behavior from \( q_{i,j}^r \). But \( P_{i+1},\ldots,P_n \) are critical at \( q_{i,j}^r \), so \( h \) applied from \( q_{i,j}^r \) causes a violation of \( n \)-exclusion. \( \square \)

The next theorem gives the lower bound corresponding to Theorem 5.2. The two bounds are not nearly as close as in the previous case (the constant coefficient for the bound of Theorem 5.2 is exponential in each of \( m \) and \( n \)).

Thus there is considerable room for improvement in the following result. Note that the value of \( m \) does not appear in any of the arguments.

**Theorem 5.4**

Let \( b, m, n, M \) and \( N \) be integers such that \( 1 \leq n \leq N \), \( 1 \leq m \), \( 1 \leq M \) and \( 0 \leq b \). Let \( S=(V,X,p,q_0) \) be a critical \((m,N)\)-system such that \( S \) satisfies \( n \)-exclusion, is \((m,n)\)deadlock-free and satisfies \( b \)-bounded waiting for enabling. Then \( |V| \geq n(N-n) \).

**Proof:** The theorem is trivial for \( n=N \), so assume \( n<N \).

Let \( q \) be an id of \( S \) reachable from \( q_0 \) such that all processes are in their remainder regions at \( q \). Define a "primary" schedule \( h \) and a sequence of ids \( q_{i,1}^l \), \( 1 \leq i \leq n \), which appear in order in \( \text{comp}(q,h) \). Each \( q_{i,1}^l \) has the \( i \)-1 processes \( P_1,\ldots,P_{i-1} \) critical-enabled in their trying regions, \( P_i \) in its trying region, \( P_{i+1},\ldots,P_{n+1} \) in their critical regions and all other processes in their remainder regions. Namely, starting at \( q \), each of \( P_1,\ldots,P_{n+1} \) in turn enters its critical region and stops. Then \( P_1 \) takes one step, entering its trying region. The resulting id is \( q_{1,1}^1 \). Assume inductively that \( q_{i,1}^l \) has been defined, \( i < n \). Starting at \( q_{i,1}^l \), both \( P_{i+1} \) and \( P_{i+2} \) leave their critical regions and go to their remainder regions without any other process taking a step (by the \((m,n)\)-deadlock-free property). Then \( P_{i+2} \) cycles \( b+1 \) times from remainder to critical, stopping in the critical region. This forces \( P_i \) to become critical-enabled (or \( b \)-bounded waiting for enabling would be violated). Then \( P_{i+1} \) takes one step, entering its trying region (since \( n \) processes are already either critical or critical-enabled). The resulting id is \( q_{i+1,1}^l \).
q \rightarrow q(1,1) \rightarrow \ldots \rightarrow p \mathcal{M} \rightarrow q(n,1)

P_{n+2} \rightarrow T
q(1,2) \ldots q(1,2) \ldots q(n,2)

P_{n+j} \rightarrow T
q(1,j) \ldots q(1,j) \ldots q(n,j)

P \rightarrow T
q(1,N-n) \ldots q(1,N-n) \ldots q(n,N-n)

Construction of Ida Used in Theorem 5.4

Figure 5-3

Now fix integers i and j, 1 \leq i, n, 1 \leq j \leq n. Construct a "secondary" finite schedule as follows. Starting at q_{i,j}, each of P_{n+2}, \ldots, P_{n+j} in turn takes one step, entering its trying region since n processes are either critical or critical-enabled at q_{i,j}. Call the resulting id q_{i,j} (see Figure 5-3). Each q_{i,j} has P_{1}, \ldots, P_{n+1} critical-enabled in their trying regions, P_{i+1}, \ldots, P_{n+1} in their critical regions, P_{n} and P_{n+2}, \ldots, P_{n+j} in their trying regions and all other processes in their remainder regions. If all of the \( V(q_{i,j}) \) are distinct the theorem holds, so assume the contrary. Their are two cases.

\textbf{Case 1:} \( V(q_{i,j}) = V(q_{i,k}) \) and i < r. P_{1}, \ldots, P_{r} are all critical-enabled in their trying regions at q_{i,j}, so that the schedule h_{r} \in 12 \ldots i applied to q_{i,j} moves P_{1}, \ldots, P_{r} to their critical regions. None of P_{1}, \ldots, P_{r} takes a step either in the defined secondary schedule from q_{1,1} to q_{1,j} or in h from q_{1,1} to q_{r,1} or in the secondary schedule from q_{1,1} to q_{r,1}. Thus, q_{1,j} looks like q_{r,1} to P_{1}, \ldots, P_{r}, and so h_{r} has the same effect when applied from q_{1,1}. But P_{1+1}, \ldots, P_{n+1} are critical at q_{1,1} and therefore also at q_{1,j}. Thus, h_{j} applied from q_{i,j} causes a violation of n-exclusion.

\textbf{Case 2:} \( V(q_{i,j}) = V(q_{i,k}) \) and j < r. Define a schedule h_{j} as follows. Starting at q_{i,j}, all processes not in their remainder regions, P_{1}, \ldots, P_{n+j}, go to their remainder regions and stop. Then P_{n} cycles from remainder to critical b+1 times. Since q_{i,j} looks like q_{i,k} to P_{1}, \ldots, P_{n+j}, the behavior of these processes is the same when h_{j} is applied from q_{i,j}. But P_{n+1} is in its trying region at q_{i,j} and remains there throughout the application of h_{j}. Moreover, P_{n+1} is not critical-enabled at \( r(q_{i,j}, h_{j}) \) because the n processes P_{1}, \ldots, P_{n} are critical at this id. Thus b-bound waiting for enabling is violated.

Note that neither Theorem 5.3 nor 5.4 directly implies the other, although their statements are very similar. This is because b-bound waiting for enabling in Theorem 5.4 is more stringent than b-bound waiting in Theorem 5.3, whereas Theorem 5.3 includes the condition of null exit regions, which is not present in Theorem 5.4.
CHAPTER VI

SYNCHRONIZATION IN A RING NETWORK

In single processor systems, the traditional measures for the performance of algorithms have been the amount of time and space required. In distributed systems, communications cost is also of interest. In this chapter, the number of messages required to solve a problem in a distributed system will represent communications cost. If all messages are about the same size, then this measure is comparable to costs that might be incurred on a packet switching communications network.

The network which connects together processes in a distributed system can be thought of as a graph (or multigraph). One important kind of network has a cycle as its related graph. This kind of network is called a ring and is the only type of network which will be considered here. The examination of network which correspond to more complex graphs will be left for future work.

Le Lann [LeL77] considers a system of asynchronous processes which communicate by passing messages. The processes are connected in a ring which allows messages to be sent in only one direction. (That is, each process can send messages to its left neighbor. A message which is passed along from process to process will visit every process.) Mutual exclusion is provided in the system by a single control token which is circulated among the processes; only the process with the token can execute a critical section. Le Lann gives an algorithm which allows the system to generate a new token at system initialization or after the token is lost (by the failure of some process).

Assume that the control token is lost, and that all active processes become aware of this fact (by some timeout mechanism). The algorithm must then generate exactly one control token within finite time. Since a process cannot know, in general, which other processes are active, assume that each process begins the algorithm knowing only its own (unique) identifier and the fact that it is in a ring. Also assume that each process executes at a finite, non-zero rate (the rate of each process is independent and the rates may vary with time), that no messages are lost and that all messages are delivered within a finite time after they are sent. Le Lann's algorithm, discussed below, also requires the assumption that messages are delivered in the same order that they were sent.

In Le Lann's algorithm an election, conducted as follows, is held to determine which process is to create the control token. Each process sends a message containing
its own identifier around the ring. It also records the identifiers from messages which it helps to send around the ring. When the process's own identifier returns, it checks to see whether it has the highest priority (based on an ordering of identifiers) among the active processes. If so, it creates a control token and stops the election.

Since every probe always goes all the way around the ring, Le Ann's algorithm always sends $N^2$ messages, where $N$ is the number of active processes. (Note: we count a "message sent" every time a message passes between a pair of processes. Thus, a message which is forwarded all the way around the ring would count for $N$ messages sent.) Chang and Roberts [CR77] show that this can be improved to $N \log N$ in the average case (assuming all possible permutations of priorities are equally likely) by modifying the algorithm so that higher priority processes do not retransmit the messages of lower priority processes (which could not win the election anyway). In the worst case, Chang and Roberts' algorithm still sends $O(N^2)$ messages.

(Note: For both Le Ann's and Chang and Roberts' algorithms the number of messages sent depends only on the ordering of process identifiers around the ring. Hence, it is unnecessary to consider various interleavings when analyzing either of these algorithms.) Both of these algorithms send messages in only one direction.

Hirschberg and Sinclair [HS79] give an algorithm which solves the problem using only $O(N \log N)$ message passes in the worst case (messages may be sent in either direction around the ring). The bound is obtained by sending "probes" a fixed distance in each direction (the first probe is sent distance one, i.e., to its immediate neighbors). (A probe is conceptually a message which is passed from process to process around the ring.) After both probes are acknowledged with an indication that no process of a higher priority occurs within the given distance, the distance is doubled and another probe is sent. If a process with a higher priority than the probe sees it, a negative acknowledgment is returned, which causes the originating process to stop sending probes. Eventually, the highest priority process will send a probe which "wraps around" the ring. This process then creates a control token and takes control of the system. The algorithm uses no more than $16N + 8N \log N$ messages, where $N$ is the number of processes in the ring.

The next section introduces a model to describe message passing systems which are connected as rings. This is followed by a section defining Le Ann's problem in terms of the model. An improved version of Hirschberg and Sinclair's algorithm which sends no more than $4N + 6N \log N$ messages (for $N$ processes) is given next. The final
section proves that this solution is optimal to within a
multiplicative constant; more than (1/8)N log (N/2)
messages must be sent in the worst case for any solution
with N processes.

**Rings**

A language has not yet been agreed upon with which to
describe problems in distributed systems. A model will be
given here for cyclically connected processes communicating
by sending messages. A more general, and formal, model of
distributed systems is given in Burns (Bur80).

A **two-way** process is a state transition system in
which the possible transitions can be partitioned in
**left-sends, right-sends, left-receives and right-receives**.
Each process also has a designated state called the **initial
state** of the process. (The details of the definition of
the state transition system will be omitted. See Burns
[Bur80] for a more complete treatment.) Every two-way
process has a left and a right **input queue**. The **value** of
an input queue is a sequence of **messages**, where a message
is a member of an implied universal set of messages. A
left-send causes a message to be appended to the right
input queue of the process connected to the left of the
sending process. The message sent and the next state of
the sending process depend (deterministically) only on the
state of the process. A right-send behaves symmetrically.

A left-receive attempts to receive a message which
was previously sent to it by the process to its left (and
so is in its left input queue). Right-receives are
symmetric to left-receives. From the point of view of the
process, this is a deterministic transition. A value is
read from an external source; this value is either a
message or a special null value indicating that no message
is "ready". The choice of which message is chosen from the
input (or whether any message is chosen) depends on the
type of ring system chosen, as explained below. When a
message is received, it is deleted from the input queue.

Note the somewhat subtle distinction between a
receive transition and receiving a message. A process
executes a receive transition whenever an attempt is made
to receive a message, but it receives message only when
this attempt is successful. There is no corresponding
ambiguity with sends since they always succeed in adding a
message to the appropriate input queue.

An **N-ring** is an N-tuple, \( R = (A_1, A_2, \ldots, A_N) \), of N
two-way processes. An instantaneous description \( id \) of
ring \( R = (A_1, \ldots, A_N) \) consists of a state and two queues of
message values for each process \( A_i, i \in [N] \). The initial
\( id \) of \( R \), \( init(id) \), consists of the initial state of each
process of \( R \) and the empty queue for each input queue of
each process of \( R \).
Three types of rings are defined, each of which
handles the receive transition in a different way. We
think of these as being different types of networks, since
the definition of individual processes is unaffected. In a
delay-free ring, a receive transition always chooses the
oldest element from the input queue and chooses the null
value if and only if the queue is empty. The lower bound
result given below is for delay-free rings. In an ordered
ring, a receive transition always chooses (non-deter-
ministically) either the oldest element in the input queue
or the null value. Le Lann's algorithm (discussed earlier)
works for ordered rings. In an unrestricted ring, a
receive transition may choose any element in the input
queue or the null value. This models a system in which
messages may be delayed arbitrarily and delivered in any
order. The upper bound result given below works for
unrestricted rings.

Computations for rings will be specified in a way
similar to the way computations were specified for
\((M,N)\)-systems in Chapter II. However, in addition to
specifying which process is to take the next step, the
non-deterministic choice involved in receiving messages (in
ordered and unrestricted rings) must also be resolved.
Therefore, the components of a schedule of a ring must
designate which process is to take the next step and, for
ordered rings, decide whether to choose a message or the
null value for a receive transition. In an unrestricted
ring, a choice of which message to receive must also be
made. The details of specifying schedules of rings are
omitted. However, we will assume that processes are
represented by name, rather than position, and that the
selection of which message to receive (if needed) is made
by position in the input queue. (For example, a
non-negative integer might be used to specify the choice.
A value of zero or greater than the length of the queue
would select "no message ready".)

Let \(q\) be an id and \(h\) be a schedule of ring \(R\).
Borrowing the notation of Chapter II, we let \(\text{comp}(q,h)\)
designate the computation of \(R\) beginning at id \(q\) which is
specified by schedule \(h\). (The definition of schedules
could vary for different types of rings. We will assume
that the type of ring is understood and that an appropriate
form for schedules is chosen.) Also, if \(h\) is finite, let
\(s(q,h)\) designate the final id of \(R\) occurring in \(\text{comp}(q,h)\).
Define \(\text{msg}(q,h)\) to be the number of send transitions which
occur in the computation from \(q\) by \(h\). Define \(\text{MSG}(R) = \max\)
\((\text{msg}(\text{initid}(R),h) : h \text{ is a schedule of } R)\).

We will only consider computations in which all
processes continue to function and in which no message is
left forever in an input queue while a process attempts to
receive it. A schedule \( h \) of ring \( R \) is \textit{fair} from \( i \) if every process of \( R \) takes an infinite number of steps in \( \text{comp}(q,h) \) and if every message in an input queue for which there are an infinite number of corresponding receive transitions in \( \text{comp}(q,h) \) is received in \( \text{comp}(q,h) \). In a delay-free ring, any schedule in which no process halts is automatically fair. Note that it is possible for a message to remain unreceived if the process which is to receive it only tries (executes the appropriate type of receive) a finite number of times.

**The Election Problem**

An \textit{election process} is a process with a distinguished subset of states called \textit{election states}. Let \( R = (A_1, \ldots, A_N) \) be a ring composed of election processes. \( R \) is said to solve the election problem if for every schedule, \( h \), of \( R \) which is fair from \( \text{initid}(R) \), there is one and only one \( i \in \{1, \ldots, N\} \) such that \( A_i \) reaches an elected state in \( \text{comp}(\text{initid}(R), h) \).

The above definition captures the idea of electing a process in a particular ring, but Le Lann's problem requires that the election work for any arrangement of processes. In addition, the processes are not supposed to have prior knowledge of the number of other processes in the ring or of their identity. These conditions are described by the next definition.

If \( P \) is a set of two-way processes and \( R = (A_1, \ldots, A_N) \) is a ring such that \( A_i \in P \) for each \( i \in \{1, \ldots, N\} \) and such that all the \( A_i \) are distinct, then \( R \) is \textit{chosen from} \( P \). Let \( P \) be a countably infinite set of two-way election processes. If every ring \( R \) chosen from \( P \) solves the election problem, then \( P \) \textit{solves the general election problem}.

**The Algorithm**

Figure 6-1 defines an infinite set of processes, one for each integer. The process with priority value \( I \) is called "process_\( I \)". The notation of the algorithm should be clear except, perhaps, for the instruction "send" and the function "receive". The "send(dir,msg)" instruction causes a message with the value in variable "msg" to be sent to the input queue in the direction given by "dir".

The Boolean valued function "receive(dir,msg)" causes a receive to be attempted from the input queue in direction "dir". If the attempt is successful, variable "msg" is set to the value of the message, and the function has value "true". If no message is received, the function has value "false". It can thus be seen that "send" and "receive" correspond to the send and receive transitions of the model. The "elected" states of each process are exactly those in which variable "elected" is true.
The algorithm solves the general election problem for unrestricted rings. When a ring is formed from any subset of the above defined processes, it will execute as follows (from the initial id). Each process tries to become elected by sending probes around the ring. (A probe contains the priority of the originating process and the remaining distance that it is to be sent.) A probe goes a fixed distance around the ring, and an acknowledgment is sent back if it does not encounter a priority with a higher value. (An acknowledgment is represented by a message with a distance field of zero.) Each successive probe sent by the same process goes twice as far as the last and moves in the opposite direction. The probes of the process with the highest priority value will always be acknowledged (in a fair schedule), and the acknowledgment will always return to the originating process. One of its probes will therefore eventually go all the way around the ring and reach the originating process, which causes the highest priority process to become elected. (Election occurs when a probe is received by its originating process.) Also, no other process can become elected since the highest priority process will not pass on messages from lower priority processes. The solution is thus easily seen to be correct in that it elects exactly one process in finite time.
Notice that the solution is designed specifically to solve the general election problem as formally specified. Details necessary for a more generally useful solution have been omitted. For example, additional types of messages are needed to terminate the election in order to do further useful processing.

The given solution is very similar to the previously described Hirschberg and Sinclair algorithm. The main differences are that probes are sent for a given distance in only one direction, which alternates on successive probes, and there is no negative acknowledgment for processes which cannot win the election (that is, probes of losing processes are "swallowed"). These modifications provide an algorithm which has better worst case performance than Hirschberg and Sinclair for any given arrangement of processes, although the order of Hirschberg and Sinclair's result has not been improved.

Theorem 5.1

There exists a solution, P, to the general election problem such that for any positive integer N and any unrestricted N-ring, R, chosen from P, MSGS(R) ≤ 4N + 6N log N.

Proof: Let P = (process_1 : I is an integer). Let R = (A_1, ..., A_N) be any N-ring chosen from P, and let \text{pri}_i = I, where A_i = process_1 for i \not\in [N]. It has been argued that R solves the election problem. It will now be demonstrated that R will use no more than 4N + 6N log N send transitions in doing so.

In order to compute the number of messages sent, all messages caused by probes which are sent with the same initial distance value by the various processes are grouped together. Probe-set i consists of all probes which are originated with a distance field of $2^i$. Thus, the first probes sent by each process are part of probe-set 0. The processes which receive an acknowledgment of their first probe will send probes in probe-set 1, etc. Let S(i) be the set of processes which can send probes in any computation for ring R' in the ith probe-set and let s(i) = |S(i)|. (Initially, all processes send probes, so s(0)=N.) Note that probes from different probe-sets may overlap in time.

Claim: The following inequality holds.
\[ s(i) < N/(2^{i-2}) \quad \text{for } i > 1 \] (6.1)

Suppose there are two processes, q and r, in S(i) such that there are fewer than $2^{i-2}$ processes between q and r in R. But q and r have each sent successful probes distances of at least $2^{i-2}$ in each direction in order to be in S(1). But this implies that \text{pri}(q) > \text{pri}(r) and \text{pri}(r) > \text{pri}(q), which is impossible. Therefore, there are at least $2^{i-2}$ processes between every pair of processes in S(i).
This implies that \( N \geq s(i) * (2^{2i+1} - 2) \), so the claim holds.

We charge each probe set with all the messages in sending the probes and receiving acknowledgments of that set. Every probe in probe set \( i \) which is acknowledged accounts for \( 2^i * 2^i \) messages. A probe which is not acknowledged can cause at most \( 2^i \) messages to be sent. Thus, the total number of messages sent for probe set \( i \) is given by \( \text{Cost}(i) \) as follows:

\[
\text{Cost}(i) \leq 2^i * (s(i) + 2^i) - s(i+1)
\]

Let \( k = \text{ceiling}(\log N) \). Note that \( s(i) \) is empty for \( i \) greater than \( k \), so \( \text{Cost}(i) = 0 \) for \( i > k \). The total number of messages sent, \( \text{Total} \), can now be bounded as follows.

\[
\text{Total} = \text{Cost}(0) + \text{Cost}(1) + \ldots + \text{Cost}(k)
\]

\[
\leq s(0) * 2^0 + s(1) * 2^1 + s(2) * 2^2 + \ldots + s(k) * 2^k
\]

Now substitute \( N \) for \( s(0) \) and \( s(1) \), and \( N/(2^i - 2) \) for \( s(i) \) for \( i > 1 \), by the claim.

\[
\text{Total} \leq N + 3N + 3N \frac{N + 2}{2} + \ldots + N \frac{2^{k-2}}{2^{k-2}}
\]

\[
\leq 4N + 3[2N + 2N + \ldots + 2N]
\]

\[
\leq 4N + 3[2N] * (k-1)
\]

\[
\leq 4N + 6N^*(\log N)
\]

This completes the proof of the theorem. \( \square \)

The preceding analysis is conservative for \( N \) much smaller than the next higher power of two. For a power of two, we get the following, sharper result.

**Theorem 6.2**

There exists a solution, \( P \), to the general election problem such that for any positive integer \( N \) which is a power of two and any \( N \)-ring chosen from \( P \), \( \text{MSGS}(R) \leq N + 3N \log N \).

**Proof:** Let \( N \) be any positive integer which is a power of two and let \( P \) and \( R \) be as in the proof of Theorem 6.1. The claim of the theorem can now be strengthened to

\[
s(i) \leq N/(2^i - 2) = 2^{k-1} \quad \text{for } i \leq k
\]

since \( s(i) \) is integral. Substituting this tighter value into the formula for \( \text{Total} \) gives:

\[
\text{Total} \leq s(0) + 3s(1) * 2^0 + 3s(2) * 2^1 + \ldots + 3s(k) * 2^k
\]

\[
\leq N + 3N + 3N \left[ (2^{k-1} + 1) * 2^1 \right] + \ldots + 3N \left[ (2^{k-1} + 1) * 2^{k-1} \right]
\]

\[
\leq 8N + 3N * (k-1)
\]

\[
\leq 8N + 3N * (\log N) - 3N
\]

\[
\leq N + 3N * (\log N)
\]

This completes the proof. \( \square \)
We conjecture that the actual worst case number of
messages sent for arbitrary N is bounded by N + 3N log N.
This is supported, but not proved, by the following
analysis.

Let P = (process <I : I is an integer), and let R be
any N-ring chosen from P. Let \( h(N) \) be the number of
messages which will be caused in R by the highest priority
process in R. (A message is \textit{caused} by a process if it
results from a probe which was originated by the process.)
We write h as a function of N rather than R since the value
of h(N) is the same for all N-rings chosen from P.
Clearly, h(1) = 1. For \( N > 1 \), the highest priority process
will send probes of distances \( 2^0, 2^1, 2^2, \ldots, \)
\( 2^{\lfloor \log (N-1) \rfloor} \) (each of which will be acknowledged), and a
final probe which will go all the way around the ring.
Therefore,
\[
h(N) = 2 \times (2^0 + 2^1 + \ldots + 2^{\lfloor \log (N-1) \rfloor}) + N
   = 2 \times (2^{\lfloor \log (N-1) \rfloor} + 1 - 1) + N
   = 2 + 2^{\lfloor \log (N-1) \rfloor} + N - 2
\]

The maximum number of messages sent in R by any
process other than the process with the highest priority is
determined only by how close the process is to processes
with higher priority. Let p be a process of R which is
does not have the highest priority. The process which is
the closest to p on p's left and which has a higher
priority than p is the \textit{left boundary} of p. The similar
process to p's right around the ring is the \textit{right boundary}
of p. The part of the ring which is between the left
boundary of p and the right boundary of p (including p but
not either boundary) is the \textit{segment} of p. The \textit{length of a}
segment is the number of processes that it contains. Let
\( f(n) \) be the maximum number of messages sent in any segment
of length \( n \) in any ring chosen from P. Since the segment
of the second highest priority process in R contains every
process other than the highest priority process in R, it
should be clear that the number of messages sent in a
computation of R is bounded above by \( h(N) + f(N-1) \).

The \textit{position} of p (in p's segment) is the number of
processes in the segment of p which occur to the left of p.
Thus, the position of p can range from zero to one less
than the length of p's segment. Let \( g(k,n) \) be the maximum
number of messages which may be caused by a process in a
ring chosen from P which has a segment of length \( n \) and is
in position \( k \). (Note that the value of \( g \) depends only on
the length of the segment and the position of the process
within it, not on the particular processes making up the
segment.)

The algorithm send probes to the left with increasing
distances of even powers of two (starting with \( 2^0 \)) and to
the right with increasing distances of odd powers of two.
For $k > 0$, let $l_{\text{max}}(k) = 2^* \lfloor \log_2(k) \rfloor$, and let $r_{\text{max}}(k) = 2^* \lfloor \log_2(2k) \rfloor - 1$. Also let $l_{\text{max}}(0) = 0$ and $r_{\text{max}}(0) = -1$. For $k > 0$, $l_{\text{max}}(k)$ and $r_{\text{max}}(k)$ give the maximum even and odd integers, respectively, whose power of two is less than or equal to $k$. The power of two of the last successful probe which may be sent by a process in position $k$ of its segment of length $n$ is then given by $p_{\text{probes}}(k, n) = \min\{l_{\text{max}}(k), r_{\text{max}}(n-k-1)\} + 1$.

For $n > 0$, $g(0, n) = 1$, since the first probe is sent to the left and swallowed. The value of $g(k, n)$ for $n > k > 0$ is given below. Let $i = \text{probes}(k, n)$. Let process $p$ be in position $k$ of its segment which has length $n$. The first $i$ probes sent by $p$ will be acknowledged and will therefore account for $2^*(2^0 + 2^1 + \ldots + 2^i) = 2^{i+2} - 2$ messages sent. The number of messages sent by the last probe (which will be swallowed when it reaches the boundary of the segment) depends on whether it is going right ($i$ is even) or left ($i$ is odd).

If $i$ is even, then $g(k, n) = 2^{i+2} + n - k - 2$.

If $i$ is odd, then $g(k, n) = 2^{i+2} + k - 1$.

Directly from the definitions we obtain the following.

\[
\begin{align*}
  f(0) & = 0 \\
  f(n) & = \max_{0 \leq j < n} \{ f(k) + g(k, n) + f(n-k-1) \}
\end{align*}
\]

Using this definition and the definition of $g(k, n)$, successive values of $f(N)$ can easily be computed. This has been done for every positive $N$ less than 3000, and in all cases $h(N) + f(N-1) \leq N + 3N \log N$. However, all attempts have failed to show that the conjecture is true for all $N$.

The Lower Bound

If a ring $R$ has an even number of processes, $R = (p_1, p_2, \ldots, p_{2N})$, then the center process of $R$ is $p_N$. Let $a_1, \ldots, a_A$ and $b_1, \ldots, b_B$ be distinct two-way processes and let $R_1 = (a_1, \ldots, a_A)$ and $R_2 = (b_1, \ldots, b_B)$. Define $\text{join}(R_1, R_2)$ to be $(a_1, \ldots, a_A, b_1, \ldots, b_B)$. The join operator "pastes together" two rings. For rings $R_1$, $R_2$ and $R_3$, let $\text{join}(R_1, R_2, R_3) = \text{join}(\text{join}(R_1, R_2), R_3)$.

A schedule $h$ of a ring $R = (a_1, \ldots, a_N)$ which has the property that process $AN$ does not have any steps is a joining schedule of $R$. (Joining schedules are used for rings which are to be "broken apart" and combined with other rings.) An id $q$ of $R$ is called quiescent if for every schedule $h$ of $R$, $\text{msgs}(q, h) = 0$. An id $q$ of $R$ is called join-quiescent if for every joining schedule $h$ of $R$, $\text{msgs}(q, h) = 0$.

Note that if $h_1$ is a joining schedule of $R_1$ and $h_2$ is a joining schedule of $R_2$, then $h_{1h_2}$ and $h_{2h_1}$ are joining schedules of $\text{join}(R_1, R_2)$. Also, there can be no interaction between the processes of $R_1$ and $R_2$ in ring $\text{join}(R_1, R_2)$ under schedule $h_1h_2$ or $h_2h_1$. 
Let $L$ be a set of rings chosen from a set of two-way processes, $P$. $L$ is **compatible** if for every $A_1 = (A_1, \ldots, A_n)$ and $A_2 = (B_1, \ldots, B_m)$ in $L$, the sets $(A_1, \ldots, A_n)$ and $(B_1, \ldots, B_m)$ are disjoint.

**Lemma 6.1**

Let $P$ be a solution to the general election problem. For every $i > 0$ there is an infinite compatible set, $L_i$, of delay-free $2^i$-rings chosen from $P$ such that for every $R \in L_i$, there is a finite joining schedule $h$ such that $\text{msg}(\text{initid}(R), h) > (1/4)N \log N$, where $N = 2^i$.

**Proof:** By induction on $i$.

**Basis.** $i=1$. We must find an infinite set of 2-rings which will send at least one > $(1/4) \times 2 \log 2 = 1/2$ messages. Suppose there are two processes $p$ and $p'$ in $P$ which will not send a message unless they first receive a message. Then $p$ and $p'$ will each become elected in rings $(p)$ and $(p')$ without sending any messages (since $P$ solves the general election problem). But then $p$ and $p'$ can both become elected in ring $(p, p')$, a contradiction. Therefore, there can be at most one process in $P$ which will not send a message before receiving one. Let $F'$ and $P^*$ be infinite, disjoint subsets of $P$ which do not contain this (possibly existing) process. For any processes $p' \in F'$ and $p^* \in P^*$, there must be a joining schedule of ring $(p', p^*)$ which causes $p'$ to send a messages. Therefore, the lemma holds for $i=1$ with $L_1 = \{ (p', p^*) : p' \in F' \text{ and } p^* \in P^* \}$.

**Inductive Step.** Assume that the lemma is true for $i-1$. Let $N = 2^i$. Let $R$, $R'$ and $R^*$ be any three rings in $L_{i-1}$.

**Claim:** Let $R_a = \text{join}(R, R')$, $R_d = \text{join}(R', R^*)$, $R_c = \text{join}(R^*, R)$, $R_d = \text{join}(R', R)$, $R_e = \text{join}(R^*, R')$ and $R_f = \text{join}(R, R^*)$. For some ring $R_x \in \{R, R_b, R_c, R_d, R_e, R_f\}$, there exists a joining schedule $s$ of $R_x$ such that $\text{msg}(\text{initid}(R_x), s) > (1/4)N \log N$ messages.

Since sets of three rings can repeatedly be chosen from $L_{i-1}$ without repetition, it is clear that the claim implies the inductive step.

We now show the claim. By the inductive assumption, there must be a finite joining schedule, $h$, of $R$ for which $\text{msg}(\text{initid}(R), h) > (1/4)N \log N/2$. Also, we may assume that $r(\text{initid}(R), h)$ is join-quietescent, since, if not, we may extend $h$ until either a join-quietescent state is reached or until more than $(1/4)N \log N$ messages are sent, in which case the claim holds trivially for $R$. Let $h'$ and $h''$ be similar joining schedules for $R'$ and $R^*$, respectively.

Let $q_a = r(\text{initid}(R), hh')$. By assumption, $r(\text{initid}(R), h)$ and $r(\text{initid}(R'), h')$ are join-quietescent. Note that $hh'$ is a joining schedule of $Ra$. Let $s$ be any joining schedule of $Ra$ from $q_a$ (so $hh's$ is a joining schedule of $Ra$ from $\text{initid}(Ra)$). The first process to send
a message in $\text{comp}(q_a, s)$ must be the center process of $R_a$
(i.e., the rightmost process of $R$). (Otherwise, we could find a joining schedule of $R$ or $R'$ extending $h$ or $h'$ which would send an additional message in $R$ or $R'$, respectively, contrary to assumption.) The second message sent in $\text{comp}(q_a, s)$ must either come from the center process of $R_a$ or must come from the receiver of the first message. It is easy to see that the set of all processes sending messages in $\text{comp}(q_a, s)$ are contiguous in $R_a$ and include the center process of $R_a$. This fact is used below.

Let $P_a$ be the $N/2 - 1$ processes of $R_a$ which are less than distance $N/4$ from the center process of $R_a$. (That is, $P_a$ consists of the processes between (but not including) the center processes of $R$ and $R'$.) If an unbounded number of messages can be sent from $q_a$ in $R_a$ for a joining schedule of $R_a$ the claim holds, so let $h_a$ be a finite schedule of $R_a$ consisting only of steps of the processes in $P_a$ such that no extension of $h_a$ consisting of steps of $P_a$ will cause a message to be sent in $\text{comp}(q_a, h_a)$.

Suppose the claim is false. Then we must have

$$\text{msg}(q_a, h_a) < N/4$$

because $\text{msg}(\text{initid}(R_a), hh'h_a) = \text{msg}(\text{initid}(R), h) + \text{msg}(\text{initid}(R'), h') + \text{msg}(q_a, h_a) > 2^*((1/4)N/2 \log (N/2)) + \text{msg}(q_a, h_a) = (1/4)N \log N - N/4 + \text{msg}(q_a, h_a)$. This implies that less than $N/4$ processes send messages during $\text{comp}(q_a, h_a)$. By the argument given earlier, these processes are contiguous in $R_a$ and include the center process of $R_a$. Therefore, no message is sent to a process outside of $P_a$ during $\text{comp}(q_a, h_a)$. We say that all messages sent in this computation are local to $P_a$.

Define $h_b$, ..., $h_f$ and $P_b$, ..., $P_f$ in a similar way to $h_a$ and $P_a$ for $R_b$, ..., $R_f$, respectively. Note that $P_a$, $P_b$ and $P_c$ are mutually disjoint, as are $P_a'$, $P_e$ and $P_f$.

Let $R_1 = (\text{join}(R, R', R''))$ and $R_2 = (\text{join}(R, R'', R'))$ (see Figure 6-2). Consider $q_1 = r(\text{initid}(R_1), hh'h_a'h_b'h_c')$. The only processes which can send messages from $r(\text{initid}(R_1), hh'h_a'h_b'h_c')$ are the rightmost processes of $R$, $R'$ and $R''$ (by the choice of $h$, $h'$ and $h''$). Since $P_a$, $P_b$ and $P_c$ are mutually disjoint, the message sending activity is local to each set during $\text{comp}(\text{initid}(R_1), hh'h_a'h_b'h_c')$. Therefore, the processes in $P_a$ and their input queues are in the same state at id $q_1$ in $R_1$ as they are at id $q_a$ in $R_a$, and similar statements hold for $P_b$ and $P_c$. Thus, all messages which will be sent because of the joins have already been accounted for in $h_a$, $h_b$ and $h_c$. This implies that $q_1$ and (by a similar argument) $q_2 = r(\text{initid}(R_2), hh'h_b'h_e'h_f')$ are quiescent.
Assume, without loss of generality, that \( \mathcal{P}_1 \in \mathcal{P}_a \). There are three cases for \( \mathcal{P}_2 \).

Case 1: \( \mathcal{P}_2 \in \mathcal{P}_d \). Note that \( \mathcal{R}_a \) is composed exactly of the processes in \( \mathcal{P}_a \) and \( \mathcal{P}_d \). Moreover, the processes in each of these sets have exactly the same neighbors in \( \mathcal{R}_a \) as in \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \), respectively. Therefore, the behavior of processes in \( \mathcal{P}_a \) and \( \mathcal{P}_d \) must be the same in \( \mathcal{R}_a \) from \( r(\text{init}(\mathcal{R}_a), hh'h_d'h_1) \) as in \( \mathcal{R}_1 \) from \( q_1 \) and in \( \mathcal{R}_2 \) from \( q_2 \), respectively. In particular, \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) are both elected in \( \mathcal{R}_a \) at id \( r(\text{init}(\mathcal{R}_a), hh'h_d'h_1, h_2) \), which contradicts the hypothesis of the lemma.

Case 2: \( \mathcal{P}_2 \in \mathcal{P}_c \). The processes in \( \mathcal{P}_c \) and \( \mathcal{P}_f \) must behave the same in \( \mathcal{R}_c \) from \( r(\text{init}(\mathcal{R}_c), hh'h_d'h_f) \) as in \( \mathcal{R}_1 \) from \( q_1 \) and \( \mathcal{R}_2 \) from \( q_2 \), respectively. But then no process can be elected in \( \mathcal{R}_c \), another contradiction.

Case 3: \( \mathcal{P}_2 \in \mathcal{P}_f \). This case is symmetric to Case 2 since \( \mathcal{R}_b \) consists of exactly those processes in \( \mathcal{P}_b \) and \( \mathcal{P}_e \).

The assumption that the claim is false leads to contradiction, hence the claim is proved and the lemma holds.

**Theorem 6.1**

If \( \mathcal{P} \) is a solution to the general election problem, then for all \( N \geq 1 \), there exists a delay-free \( N \)-ring, \( \mathcal{R} \), chosen from \( \mathcal{P} \) such that \( \text{MSGS}(\mathcal{R}) > (1/8)N \log(N/2) \).
Proof: Let \( i = \lfloor \log(N) \rfloor \). By the lemma, a \( 2^i \)-ring \( Rx \) of \( P \) and a joining schedule \( s \) of \( Rx \) can be found such that \( \text{msg}(\text{init}(Rx),s) > (1/4) \cdot 2^i \cdot (\log 2^i) = (1/8) \cdot 2^{i+1} \cdot (\log 2^{i+1}/2) \geq (1/8) \cdot N \cdot (\log (N/2)) \). Such a ring can easily be incorporated in a ring of \( P \) of length \( N \), so the theorem is true. \( \Box \)

**Theorem 6.4**

If \( N \) is a power of 2 and \( P \) is a solution to the general election problem, then there is a delay-free \( N \)-ring, \( R \), chosen from \( P \) such that \( \text{MSGS}(R) \geq (1/4) \cdot N \cdot \log N \).

**Proof:** This follows directly from Lemma 6.1. \( \Box \)

**CHAPTER VII**

**SUGGESTIONS FOR FURTHER WORK**

The study of parallel computing systems is a relatively new and rapidly growing area. This thesis is concerned with theoretical aspects of parallel systems in which processes are allowed to run completely asynchronously. The main objective of study is the cost of coordinating the actions of many independent processes, where cost is measured by the size of the shared variables or the number of messages sent, depending on the communication model being used.

This thesis examines algorithms using reads and writes or test-and-sets for communicating through shared variables. Many other communication operations can be defined which are intermediate in power between reads and writes and the test-and-set operation. For example, Friedman and Wise [FW78] have proposed the "sting" operation. A sting can write a variable with a value which is a function of the variable's current value (as the test-and-set does), but no information is returned to the process executing the sting. A separate read of the variable must be made to determine the result of the sting operation. Friedman and Wise argue that the sting
operation can be implemented to be faster and possibly cheaper than the test-and-set operation. By using techniques developed in this thesis, a measure of the complexity of solving a particular problem with a particular communication operation may be found. This may give a way to judge the relative merits of different operations for particular applications.

The work in Chapters III, IV and V primarily deals with a complexity measure (amount of shared space) which is analogous to the space complexity measure for sequential systems. A complexity measure analogous to time in sequential systems would also be of interest. Since time is explicitly omitted from the model used, this presents some difficulties.

First, since the problems studied do not generally have fixed starting and stopping points, it is necessary to define a segment of a computation to be used in calculating such a measure. For example, in a mutual exclusion problem we might choose a segment beginning when a particular process leaves its remainder region and ending when that process returns to its remainder region (if this occurs).

Second, some way of measuring the elapsed time in a chosen segment must be selected. One obvious measure is to count the total number of steps which are taken in the segment or to count the steps of a distinguished process (probably the one that was used to define the segment). This measure may be useful if we are interested in average case behavior, but it is inadequate for worst case behavior because we can always pack an unbounded number of steps into a segment whenever a process reaches a point at which it must wait. A possible way around this difficulty is just to not count the steps of any process which is in a wait loop, but this seems somewhat unnatural.

A measure (suggested by Lamport [Lam77d]) which is more appealing intuitively is the "slow clock" measure. At any time during a computation, some process has the slowest clock. Assume that a clock pulse occurs at the beginning of the segment. Clock pulses are then calculated by keeping track of which processes have taken at least one step since the previous clock pulse. Another clock pulse occurs as soon as every process which is active (not in a region where it is allowed to halt) has taken at least one step since the previous clock pulse. The slow clock measure may be modified to require every process to take at least $k$ steps (for some constant $k$) before a clock pulse is counted.

Another measure uses a "timing", which assigns a time value (increasing) to each step of a computation. A timing is acceptable if it meets certain constraints (e.g., the time difference between any two steps of the same process...
might be bounded by a constant. The worst case time for a particular computation is measured by the elapsed time according to the worst case timing. This type of measure was apparently first proposed by Peterson and Fischer [PF77] and has been refined and applied by Peterson [Pet79b] and Lynch [Lyn80]. Future work will investigate these measures and possibly others applied to various synchronization problems of asynchronous systems.

The results in Chapter VI give upper and lower bounds on the number of messages passed in solving the election problem in a ring network. The election problem has an obvious extension to other communication networks. Work is planned to investigate the election problem for general graphs.

This thesis has shown a few results about asynchronous systems of parallel processes. Perhaps more important, techniques have been developed for proving facts about very complicated objects. These tools should be useful for further theoretical investigations into asynchronous systems.
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GLOSSARY AND DEFINITION INDEX

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>(N)</td>
<td>({1, 2, \ldots, N})</td>
</tr>
<tr>
<td>b-bounded waiting</td>
<td>(74)</td>
</tr>
<tr>
<td>b-waits</td>
<td>(74)</td>
</tr>
<tr>
<td>becomes enabled</td>
<td>(73)</td>
</tr>
<tr>
<td>buff((q))</td>
<td>(51) sum of all local buff vars. (F_i)</td>
</tr>
<tr>
<td>buff(_t)(q)</td>
<td>(51) value of var. buff of (F_i)</td>
</tr>
<tr>
<td>(C_i)</td>
<td>(12) critical region states of (F_i)</td>
</tr>
<tr>
<td>C((q))</td>
<td>(72) set of processes in critical at (q)</td>
</tr>
<tr>
<td>C-allocation</td>
<td>(72)</td>
</tr>
<tr>
<td>C-group-enabled</td>
<td>(72)</td>
</tr>
<tr>
<td>CE region</td>
<td>(50) critical plus exit region</td>
</tr>
<tr>
<td>CE((q))</td>
<td>(50) set of processes in CE region</td>
</tr>
<tr>
<td>EN((q))</td>
<td>(73) set of processes enabled to enter the critical region</td>
</tr>
<tr>
<td>center process</td>
<td>(102)</td>
</tr>
<tr>
<td>changes variable</td>
<td>(24)</td>
</tr>
<tr>
<td>CMSG((q))</td>
<td>(56) total number of controller msgs</td>
</tr>
<tr>
<td>CN region</td>
<td>(50) &quot;controller&quot; region</td>
</tr>
<tr>
<td>CN((q))</td>
<td>(50) set of processes in CN region</td>
</tr>
<tr>
<td>comp((q,h))</td>
<td>(11) computation from (q) by (h)</td>
</tr>
<tr>
<td>compatible</td>
<td>(103)</td>
</tr>
<tr>
<td>computation</td>
<td>(11)</td>
</tr>
<tr>
<td>controller messages</td>
<td>(40)</td>
</tr>
<tr>
<td>counting values</td>
<td>(39)</td>
</tr>
<tr>
<td>covered</td>
<td>(26)</td>
</tr>
<tr>
<td>critical-enabled</td>
<td>(73)</td>
</tr>
<tr>
<td>critical region</td>
<td>(12)</td>
</tr>
<tr>
<td>critical system</td>
<td>(12)</td>
</tr>
<tr>
<td>cycles b times</td>
<td>(16)</td>
</tr>
<tr>
<td>deadlock-free</td>
<td>(15)</td>
</tr>
<tr>
<td>delay-free ring</td>
<td>(89)</td>
</tr>
<tr>
<td>(E_i)</td>
<td>(12) exit region states of (F_i)</td>
</tr>
<tr>
<td>(E(q))</td>
<td>(71) set of processes in exit at (q)</td>
</tr>
<tr>
<td>(E_0(q), \ldots, E_9(q))</td>
<td>(49) set of processes at location (E_i)</td>
</tr>
<tr>
<td>election problem</td>
<td>(91)</td>
</tr>
<tr>
<td>election process</td>
<td>(91)</td>
</tr>
<tr>
<td>election states</td>
<td>(91)</td>
</tr>
<tr>
<td>enabling schedule</td>
<td>(73)</td>
</tr>
<tr>
<td>term</td>
<td>page</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------</td>
</tr>
<tr>
<td>exhibits deadlock</td>
<td>15</td>
</tr>
<tr>
<td>fair schedule</td>
<td>91</td>
</tr>
<tr>
<td>final(i,q,h)</td>
<td>71</td>
</tr>
<tr>
<td>full</td>
<td>71</td>
</tr>
<tr>
<td>general election problem</td>
<td>92</td>
</tr>
<tr>
<td>grounding</td>
<td>47</td>
</tr>
<tr>
<td>halt</td>
<td>14</td>
</tr>
<tr>
<td>holding</td>
<td>24</td>
</tr>
<tr>
<td>id</td>
<td>10</td>
</tr>
<tr>
<td>id sequence</td>
<td>11</td>
</tr>
<tr>
<td>idlers(q)</td>
<td>50</td>
</tr>
<tr>
<td>idlers_i(q)</td>
<td>50</td>
</tr>
<tr>
<td>init(R)</td>
<td>88</td>
</tr>
<tr>
<td>input queue value</td>
<td>87</td>
</tr>
<tr>
<td>joining schedule</td>
<td>102</td>
</tr>
<tr>
<td>leaving process</td>
<td>43</td>
</tr>
<tr>
<td>left-send</td>
<td>87</td>
</tr>
<tr>
<td>left-receive</td>
<td>87</td>
</tr>
<tr>
<td>lockout</td>
<td>106</td>
</tr>
<tr>
<td>lockout-free</td>
<td>15</td>
</tr>
<tr>
<td>looks-like</td>
<td>11</td>
</tr>
<tr>
<td>m-admissible</td>
<td>71</td>
</tr>
<tr>
<td>(m,n)-deadlock</td>
<td>72</td>
</tr>
<tr>
<td>(m,n)-deadlock-free</td>
<td>73</td>
</tr>
<tr>
<td>(M,N)-system</td>
<td>10</td>
</tr>
<tr>
<td>main(q)</td>
<td>50</td>
</tr>
<tr>
<td>main_i(q)</td>
<td>50</td>
</tr>
<tr>
<td>memoryless</td>
<td>32</td>
</tr>
<tr>
<td>message values</td>
<td>39</td>
</tr>
<tr>
<td>message function</td>
<td>50</td>
</tr>
<tr>
<td>moves forward</td>
<td>55</td>
</tr>
<tr>
<td>msgs(q,h)</td>
<td>90</td>
</tr>
<tr>
<td>MSGS(R)</td>
<td>90</td>
</tr>
<tr>
<td>mutual exclusion</td>
<td>24</td>
</tr>
<tr>
<td>n-exclusion</td>
<td>71</td>
</tr>
<tr>
<td>N-ring</td>
<td>88</td>
</tr>
<tr>
<td>null exit regions</td>
<td>74</td>
</tr>
<tr>
<td>nullified</td>
<td>27</td>
</tr>
<tr>
<td>obliterating</td>
<td>24</td>
</tr>
<tr>
<td>order preserving</td>
<td>74</td>
</tr>
<tr>
<td>ordered ring</td>
<td>89</td>
</tr>
<tr>
<td>( P_i(v,x) )</td>
<td>102</td>
</tr>
<tr>
<td>q\rightarrow q'</td>
<td>11</td>
</tr>
<tr>
<td>quiescent</td>
<td>102</td>
</tr>
<tr>
<td>( R_i )</td>
<td>12</td>
</tr>
<tr>
<td>( R(q) )</td>
<td>71</td>
</tr>
<tr>
<td>( r(q,h) )</td>
<td>11</td>
</tr>
<tr>
<td>( R)-allocation</td>
<td>72</td>
</tr>
<tr>
<td>( R)-group-enabled</td>
<td>72</td>
</tr>
<tr>
<td>( RN(q) )</td>
<td>73</td>
</tr>
<tr>
<td>remainder region</td>
<td>12</td>
</tr>
<tr>
<td>reachable</td>
<td>11</td>
</tr>
<tr>
<td>read of variable</td>
<td>17</td>
</tr>
<tr>
<td>read/write property</td>
<td>18</td>
</tr>
<tr>
<td>remainder-enabled</td>
<td>73</td>
</tr>
<tr>
<td>right-send</td>
<td>87</td>
</tr>
<tr>
<td>right-receive</td>
<td>87</td>
</tr>
<tr>
<td>schedule</td>
<td>11</td>
</tr>
<tr>
<td>schedule of a ring ( T_1 )</td>
<td>89</td>
</tr>
<tr>
<td>( T(q) )</td>
<td>12</td>
</tr>
<tr>
<td>( T_0(q),...,T_9(q) )</td>
<td>49</td>
</tr>
<tr>
<td>two-way</td>
<td>87</td>
</tr>
<tr>
<td>( V_j(q) )</td>
<td>10</td>
</tr>
<tr>
<td>unrestricted ring</td>
<td>89</td>
</tr>
<tr>
<td>( \Xi(q) )</td>
<td>39</td>
</tr>
<tr>
<td>value of variable ( j ) at ( q )</td>
<td>39</td>
</tr>
<tr>
<td>state of ( Pi ) at ( q )</td>
<td>10</td>
</tr>
</tbody>
</table>

**Notes:**
- \( P_i(v,x) \) represents a step from \( (v,x) \).
- \( q\rightarrow q' \) represents a step from \( q \) to \( q' \).
- \( R_i \) represents a remainder region.
- \( R(q) \) represents the set of processes in \( q \).
- \( r(q,h) \) represents the last id in \( (q,h) \).
- \( RN(q) \) represents the set of processes enabled to enter the remainder region.
- \( T_0(q),...,T_9(q) \) represents the set of processes in trying at \( q \).
- \( \Xi(q) \) represents the state of \( Pi \) at \( q \).