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ABSTRACT

This report details the final test results of computer program
WARP. This program generates coefficients of a least-squares
LORAN grid warpage model for use in the AN/ARN-101 NDigital
Avionics System. The coefficients enhance the capability of tae
AN/ARN-101 to accurately convert from LORAN time differences to
lLatitude-Longitude pairs. Test results include, input error
checks, boundary jump analysis, altitude effects and input data
density.
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1.0 INTRODUCTION. This document is the Test Report for the Warpage Coafficient
Generation Program (WARP). This off-line computer support progran uses real woeld
oran time differance {TD) measurenrents to produce iLoran grid warpage correction
factors to enable orecise AN/ARN-101 navigation and weapon delivery.

1.1 PURPOSE. The test of the Warpage Coefficient Generation Progran was designed
to define data requirements, avaluate program utility and measure Loran
navigational accuracy. The test results provide a basis for formuluting
guidelines for the operational use of the coefficient generation progran in a
tactical environment.

1.2 SCOPE. The extensive data base collected during AN/ARN~101 flight testing at
7glin AFS, Florida was used to exercise WARP. The program input dati consists of
four altitude dependent sets of pracise geoadetic latitude Tongitude (1LAT/LON)
coordinates and the corresponding raw Loran time diffarence wmeasurcnents within
the Southeast USA Loran-C Chain coverage area. The test defines Loran accuricy as
a function of WARP parameters, input data density, altitude, and size 9f the prime
coverage area (PCA). The primary goal of this test activity is to qualify input
data requirements and evaluate Loran navigational accuracy. The following test
objectives are addressed:

a. Identification of bad input data
b. Selection of program constants
c. IDmproper spheroid selection
d. Effects of input data density/size of PCA
e. TD predictions in void areas
f. Altitude TD predictions
g. Boundary conditions
h. Averdge and saltwater impedances
i. Photo reconnaissance data validation
J- Software program documentation
1.3 TEST OVERVIEW. The data base for this test effort was established in

fol€ilment of Jbjective 18 of the Armament Division Test Directive No. 2239LA02,
AN/ARN-101 Pave Tack Interoperability Flight Test {F-4 Advanced Avionics Phase
T1). This objective addressed the mapping of the Southeast USA Loran-C Chain for
the purpose of generating Loran warpage coefficients. Four AN/ARN-101 equipped
F-4L aijrborne nissions were used “o collect data at altitudes of 1500 f+ MSiL, 5000
£ MSL, 10000 ft MSL, and 15000 f- MSL. Mosaic flight profiles were flown

throughout the PCA as shown in Fiqure 1.

N
1

,,.‘-‘.,-,,_A.»A.‘,.,.“.._...,....__,,..‘-*

e i .




AL1304d WO (4 UOTDB (03 BIRQ IFRADLLY Jy-d L 9dnuit]
M 00 S§ 9
0c 80 98 Sy 1€ 98 N 00 0Z 0E MS
T T
< I~~~ 021X3W 40 4INS _
% Mf) niLs3IdH) S Y
Ave m " zoh:@,pw“_ 13142 701314 A3ITOH
3 33IHOLVMV.LOOHD sungwnn |
8LvY 6LV
1sa 1_1 r x
} - A . a4y ——F—— T ﬁDqu. oc Ot
3
LHOd334d4 <Nm0?|_1:>wo_z NITD3 pﬁ\u Or\l
H.BN 288 ¢
4 ‘ A A
9.8
Pt
290/ X @131 3wna
2220 g !ﬁw\l\!l‘-.ifTi — oy Ot =
SONIHAS ¥VINM43G Y
B’ e el
MIINLSIHO V)
| P
u Hanve
5 g 4ttt A o108 0
ERLZeLYE R
qh NOSNNW
1MH S U
NINSYO O EELKATY)
' VIVHO T4 0N /)
M 00 25 S8
N 00 65 0 3N ¥7774
A\\\\




ress naous dual FPS-16 radar and selective onototheodolite coverage wa, 1sed
ior accurate space nositioning of lhe aircrafi. The aircraft post-fligu
‘nstrunentation data with nerged dual radar/phototheodolite sositioning dala uere
tine sequenced and merged tu provide the reguirved WARP data. Data reliction
techniques provided coordinata paired LAT-_ONs, T0s, and altitude da’ v HHints for
each of the four flight levels. The selec:ion of data points for o 5 UR0D
input was bounded by a 3-space aircraft positing error of Tess Lhnan 100 L. Inly
selected points, as necessary to satisfy the 5 nn distiribubion desiranility, were
chosen with position errors of 109-200 feel.

The revised WARP and the four altitude denendent daba bases are carrently
resident on the Lglin AFS 200 5900 coaputer. 7o each data file 15 allackhod
additional WARD paraneters which define the tes! area houadaries, foran chain
definitions, the earth spheroid nodel dafinition, and nominal “rigrar cons’an’ L.

A Yisting of these progran parameters is given n Teble . A deta™ted malysis of
Loran grid warpage and grid warpage correclion, precarad by ¥r o J. L. iowerd) Lie
M1I7RE Corporation, sveci€ically audresses e Dglin activity and is include! gy
Aprendix A

ac

.

1.4 GENERAL TEST PROCEDURES. A statisuical evaluator was used Lo exeorcise iLhe
warpage model against a Daseline set of measurad LAT-LU0N/TD coordinate nairs.  The
avaluitor consisted of tw) baseline data sats (A and B) “or each of Lhe require!
tost altitudes. LAT-LON/TD and altitude cata points were saiected to devel ),
equivalent sets with g density distributicn of one point ner 5 ma cell providing
Qs '

28 cell noints within the figlin PCA.  The two sets were determined to He
statistically equivalent with respect to WAR? mean ervor, standard Jeviation, and

1

range compurations.  Once interchangeadle, ane set was identifiod ay b
innut data, and the other became ‘N2 evalaition sat asad by deteraiae aade’in
cCracy.
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2.0 APPLICABLE DOCUMENTS.

The following documents are appiicable as defined.

2.1 METHOD OF TEST.

The basis for this report is the Method of Test (MOT) for the Loran Warpaye
Coefficient Generation Program (WARP). The MOT identifies ten (10) objectives for
testing the software program. It was prepared by the £lectronic Systems Division
Operating Location -AF (ESD/OL-AF) at £glin AFB, Florida. The MOT is dated 22 hec
79 and is available through ESD/OCN-1, Hanscom AFB, MA.

2.2 AUSER'S MANUAL.

The Warpage Coefficient Generation Program was developed by Lear Siegler,
Inc. (LS!) and provided to ESD. The progrdm source listing was accompanied by a
preliminary User's Manual LSI YV100Q7, 18 May 76. The User's Manual was updated by
£5D/0CN-1. At the time of testing this manual (OCN 79-305, 1 Nov 79) comprised
the mos*t current program documentation,

Results of ESD testing include a revised Fortan progran, a new User's Manual,
and an Analyst’'s Manual (See Objective 10).

2.3 AN/ARN-101 SPECIFICATION.

The warpage correction requiremants are determnined by the Conputer Prograi
Development Specification for Operational Flight Proyram, RT-4C {F-4L) Digital
Modular Avionics Systen AN/JARN-101{V), Contract Number £19623-76-C-0024, Docuuent
Nunber CB81001-004A (CB1001-010A).




3.0 TUST OBJECTIVES.

3.1 NMEJIECTIVE 1. Bad Input Data.

3.1.1 DESCRIPTION. Demonstrate that the progran ic capable of identifying bad
tnput data.

3.1.2 TEST PROCEDURE. Examine WARP to deternine the capability to detect bad or
erroncous data.

3.1.72.1 PROGRAM MODIFICATION. None

3.0.202 DATA REQUIREMENTS.  Nominal program input data sots.

3.1.3  TuST RESULTS. Nominal program out)uts.
3.1.4  rVALUATION CRITERIA. The nput daia set consists of correlated Loran tiue
difterences and geoyraphical latitude/lon;itudes. The definition of bad or
eorroneous data 1s Timited to wmean those dita points where the aedsured tiue
Hitierences do not correspond with their associated LAT/LON for reasons other than
warpage.  Since Loran warpage is Jdefined 'o be the divergence of the Loran
raference retative to a given earth referonce due to physical edrth properties, it
IS gquite difficull to separate warpage from measuresent error.

Wilhan WARP the only error detection 'iechanisa is a test to determiine if a
conputed tmpedance lies within the real world range of .001055% z .08.
lapedances that fall outside this range are not found in nature and are therefore
considered as bad data points.

3.1.%  TUST EVALUATION.  The computer proyram estimates an impedance using a
How'an-Taphson Tterative schewe.  When an interim value violates the prescribed
Tiwits, the iteration cedses and resalts in a non-zero error residual. This
non-convergence error residual is used as the flag to identify bad data points.
Since there are three unknown impedances and only two time difference equations,
the seiected approach within WARP sets the waster station impedance to a constant
val.e and iterates the slave tnpedances to reach g siinultaneous equation solution.
A poe choice of nester impedance can cause the iteration scheme to attempt to
seloct aon-realizanie lupedance values for either slave. A Took-up table Timit
valae s then reached and @ res.caal TD error resalts, thus identifying "bad"
datas A range of amgster dmpedance values can generate a sultinle number of valid
solutions that niay or sey not re.resent real world values. Conversely, a poor

haa)

re
2 T0 resicuals. [See also Objective 2.).

choice widy alsu genoryt

tr is therefore concluged thet an error residual fiag is not necessarily an
indicazor of "bad" data, nor is the lack of an error flag a guarantee of "good"
\1d'\.d.




3.1.6 RECOMMENDATIONS. A positive means of detecting bad data is to collec!

three data sets at the same altitude over the sane arca, Lhus providing a najority

vote comparison to eliminate the "bad" data point. However, tiis is nil expected

to be operationally osractical. Assuming only one data set is available, it would

he appropriate to select an initial master impedance comensurate with the

expected soil type. Should error residual flags occur, the master iampedance

should be iterated up or down one s0il type away fron the slave impeddance Vimit

that was previously flagged. If the residual TD error reasains, it is then

recomtended that suspect data be renoved pending further data gathering and .
analysis of the immediate vicinity of data points in guestion. :

-4




3.7 OBCCTIVE 2. Progran Sonstants,
3.2.1 DESCRIPTION. Detemiine tne effecis of changes in the values of Master
Pupedance, Index of Refraction, and Vertical Lapsa Factor on the accuracy of the
warpage aadel,

3.2.2  TeST PROCEDURE. This test was pe~forued in two parts. The first part
exdined the effects of selecting diffarant values for the nowinal progran
constants.  These constdants were varied one at a tine over the ranges given in
Table 11, For couparisan purposes the theoretical maxima and winima are included.

TALLD T

Canstant Ranges and Noainal Vilues

. g .-qCstRange .‘
Miniua Min “NO@L&Q““i Max 0 Maxina

~Paraneter L .

| |
Master Tapadance ’ 1.0010%55 | 0.03 0.93% VS NP
1 1 [a%s | 1 LR 24 X ‘; ¢ '
indea of 2ofeaction | 10797 L1000 190338, 104 1204
{ .
Vertical Lajpse Tactor | 0.6 Loum ) ouss EVCCRE R

For the second part of this objective the Vertical Lapse factor was fiqad to
tae sl alue of 0035 at fne: diapgat Lo the progras and varied over Lhe2 range of
.60 =102 in Overiay 5.0 This evaluated gsing the coefficients at valu2s of

vertosan tapse ofter Lhaan e valae used to droduce the coeffictents. In
HMdo iy, g breief analysis of tae effect of using coefficients at value2s of Index
of “lraction other than wnat produced fhea was perforaed.

3.70.700 PROGRAM MODIFICATION.  No modi 1:ation was necessary for part 0ie of tais

dhjert vz, For part Cwy, Lhe aain prograd was augaented by the add.tion of
b i cdds to Overiay 5 {the evaluation overlay). Tach call was accoaanied

[

by woaew value oF Yerlicdl Lapse Factor,

3.7.702 0 DATA REQUIREMENTS. 5K ft paseline input dati set.
3.2.3 TEST RESULTS. The statistics of the first test dre consolidated in Tavle
i,




TABL I

Mean T Lrrors as funclion
of Program Constants

Parameter : Min T TTOA Max ' ™in 0B Max 77T
_.oJaramerer oL ST T, S poostlo 08 ReX
!
Yaster lopeddance : -0 : L0054 ‘-.702? : L0371
. | )
Index of Refraztion | -.000¢ AR U T DU : .2719
| ! |
Vertocal Lapse . -.0000 ___-_QQl_".__':_- Q00> . . .0020

for the second test the results are given in Table 1y and Tigures 2 and 3.
frgre 215 a plot af the cean TD errors ds a4 function of Yertical Lapse while
oare 2 oa ot of the ean errar i feet.s The lgter figure i oa direct rosgl!
6 e farsty In Tabhle IV the adjirted nedn orror is the Jdifterence belioen fhe
cneoreor 9t each valae 5f Vertacal Tapse and the rag ereae gt g tanse Tactor of
G

. .

TABLY 1Y

Mg TD T reears g Functfea of Vet acgl Lse
[ 708 Crror TS eeor T Haw Roan T R Gs e T e T T
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3.2.4 EVALUATION CRITERIA. Mean crror is the only evaluation criteria.

3.2.5 TEST EVALUATION. The results given in Table [T inticate that the choice
of noninal values for the proyram consiants is nol a very critical decision. As
observed <lsewhere in this report, WARP does nol drive towards a unigue solution.
The tohtal range of errors in Table 11 is well under 10 nanoseconds. Program
constants need not represent the real world values observed al the time of data
collectica.  Any differences appear as warpage and are subseguently corrected “or
in the e leling process.

Tho socond Lest essentially models Cha insertion in the AN/ARN-101 of valuss
for Verti:al Lapse which are different than the one used & oroduce the warnage
coefficients. As can be seen from Table IV siynificant error is introduced by
inconsistont values of the Vertical Lapse Factor. Since Vertical Lapse is a
dynamic finction subject to change both daily and seasonally, this test also
models the effect of this change on the accuracy of the AN/ARN-101. Although the
range of Vertical Lapse given in Table IV accurately model: values which may be
scen throughout the year, its effect on the AN/ARN-101 is unclear. This is
because Loran chains are stabilized relative to fixed monitor locations. Changes
in the real world parameters such as Master Impedance, Index of Refraction, and
Vertical iapse Factor are compensated for within the Loran coverage area by the
manipulation of the emission delays. Variations in the program constants due to
redl world fluctuation then become transparent to the AN/ARN-101. This is true in
the vicinity of the monitor stations. 1t is well heyond the scope of this test to
attempt to determine the effects as a function of distance away froa the monitor
locations.

The Index of Refraction problem illustrates the problem of Chain variation and
control.  Variation of the Index of Refraction throughout its reasonable ranye of
1.0902 to 1.0004 can introduce an error of about 100 ft per station at a range of
1000 Km.  This imposes a maxiium upper bound on the position error to avout 300
ft. Changes in the Index of Refraction cause a linear change with distance in the
times of arrival of the wave fronts. These changes are conpensated for at the
monitor locations by adjusting the emission delays by a fixed amount. This step
change is not equally valid everywhere in the coverade area.

3.2.6 RECOMMINDATIONS. The major findings of this objective clearly state the
neoad for consistency of variable definitions between WARP and the AN/ARN-101.
Choice of variables is non-critical as long as the values chosen allow the data %o
converdge to acceptable solutions. Warpage coefficients then generated are valid
for real world conditions similar to those that existed at the time of data
callection.

It is firmly recomiended that additional analysis and testing be undertaken to
deLemnine Lhe long term validity of the warpage coefficients over seasonal changes
as well as during adverse weather conditions. This will reyuire a detailed
investigation of the AN/ARN-101 coordinate conversion process in addition to
further research inte the relevance of Lhe selection of constants to wodel
variables.
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3.3 OBJECTIVE 3. Improper Spheroid Selection.

3.3.1 DESCRIPTION. Determine the degradation of modelinl accuracy as a function
of incorrect and inconsistent spheroid selection.

3.3.2 TJEST PROCEDURE. To Timit the scope of *this test, two cases were cvaluated
to detemmine the magnitude of positional error resulting from selection of
inconsistent or incorrnct spheroid (more precisely ellipsoid) earth amodels. The
first test was to mismatch spheroid coordinate systens in processing the data
within WARP, and the second test was to simulate an AN/ARN-101 operator errore by
salecting an inconsistent earth model i1 the AN/ARN-101.

Reference spheroids are implicitly or explicitly defined in four separate
areas of the warpage correclion process. These areas are the LORAN Cnain
coordinates, the LAT-LON data pairs, processes internal to WARP, and processes
within the AN/ARN-101. In the AN/ARN-101, any one of seven spheroids may be
selected and the defining parameters of these earth .nodels are given in Table V.

TASLE V

REFURENCE SPHCROIDS

REFERENCE SEMI-MAJOR AXIS INVERSE OF
SPHEROID* iN MITERS FLATTENING
International 6378333.0000 297.

Clark 1866 £378206.4000 294.973693
Clark 1830 £373249.1450 293.454999
Cverest 6377276.3452 300.801693
Sessel 5377397.1550 299162312
Australian 6378160,0000 298.25
4GS-77 5378135.0110 298.26

*The reference source for these spheroid models is thes Program developnent
Specification for Navigational Computer of RF-47 Digital Modular Avionics Systen
AM/ARN-121, Contract Number F19628-76-C-0024, CB1001-004, Page 804, Table 119,
Charting Spheroids.
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in the firsl tesi, rhe Lora. chain :nd warpage data was wodeled using the
7 survey systen.  The seven differont spheroid wodels were then used in
gureraling warpage coefficients. Positional errors were noted, thus simulating
praper ARD spheroid selection,

e
wih-

Faor test two, the warpage coefficients were generated using the consistent
sareny systen (i.e., WGS-72 data and spheroid .odel), but the seven different
soneroid nodels were then used <o evaluite positional error, thus siaulating
ARN-1O1 aperator selection of the wrong earth nodel.

3.3.2.1 PROGRAM MODIFICATION. WARP was wodified to use the spheroid under test
rastead of the fixed Clark 1866 model. The only purpose of the reference spheroid
Svoia the calceulation of arc Tength distances fron the data points to tie

st ions,  ilawever, tins calculation is done twice; first in Overlay 3, used in
e ogeneration of warpage coefficients; and second, in Overiay 5 used for
csatuating the coefficients.

woLhe Ticst test, WARP was aodifisd so thal both spheroids would

sl taneousty use the values ia Table V. In the second test, the first spheroid
Jasoselected to be o tie W5S-/2 wmodel winile the second was iterated through all the
table values.

3.3.7.70 9ATA REQUIREMINTS.  One set of input data and the soheroid valuss defined

noTavie V.

3.3.3 TEST RESULTS. The test results iare yiven in Tables V1 and VIi[. [n Table
Vi w2 spheroids are the sane and in Table VI only the second spheroid is varied.
Figure 4 is 1 plot of the normnal probability curves or four different sphercids
Wil the Australian, Clark 1830 and Cla~x 1366 being virtually identical to the
WhS-72 oloL.

3.3.3% LVALUATION CRITERIA. Cvaluation criteria is the standard deviation and
i e e of the total error funclion given in feel as shown in Tables V1 and

e
¥

Sod.n TLST EVALUATION.  The results of the tests indicate thal the accuricy of
Lo warpage corraction is nol a fuaction of spheroid choice as 1ony as that choice
Po consistont. The WiS-72) Australian, Clark 1866, and Clark 1330, and to a
tascar oxtent Lie Intoragtional appear Lo be virtually interchangeable. Froa
Tavie VIT vt 15 ciedar that the Bessal and Everest spheroids cannot be arbitrarily
sabs it foroany olner spercid. The najor hazard in the spheroid selection
arovess 15t seltect i the AN/ARN-101 eitner of these two spheroids when the
warsgge coefficients have heen generated using 3 different one. There is also a
soteatial nazart if L2 inoat cata and the Loran chain are in differenl reference
sastanse This error source waeld he very difficult to weasure bDecause it woiuld be
a strong funciion of position on the earth.
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TABLE VI

Positional Lrrar Due to Inconsistent Soheroid Selection in Warpage
Coefficient Generation Process.

TUSPHEROTY T[T T T T THEAN TERAOR T{USECY [
MODEL DA 08 _L‘

T T AVERAGY T
CERROR (FT)

[NTERNATIONAL f -.7703 ( 0021 i 133.29
SLARY 1810 ; -.0002 ; 017 : 133.44
TYIRUST } 0026 i .00 | 131,49
3TSSEL ! 21 ; .03 ; 133,34
AJSTRAL TAN : 02 h L ; 133.44
A ; 003 ; 18 | 133,45
SUARK 1866 ; L0001 ; 010 ; 133.45
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TABLY VI
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Lositional Lrryr Jue *o Incorcect Snneroid Selachion in the AN/AU-10L,

TTUUSPHERGCY T T T T MCAN E RISy T pooTeeT WERASY T
---MQQEg___-____;___-<._.IDA Tl ERRORFT)
INTLRNAT [ONAL ) 003 ( .18 133.46

CUARK 13130) ~-.1713% - 2001

133.56
TVERUST

SESSTL 327.132

AJSTRALIAN -.000/ 134.36

RN 327

|
|
]
|
{
1
1455 ; L2545
|
1
: 134.00
]

TUARK 18h06 153.75

i
!
313 ; 29646
|
|
‘
{
|
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3.3.6 RECOMMENDATIONS. WARP should he modified to perfurns the distance
calculations only once. This will require that the distances be saved in coaaon
storage for use by additional overlays. In additiong, the constants rejresenting
a1t the variopus spheroids should be added o the progran.  The prograt opergtor
should be able o select any of the availadle spheroids.  Thase changes Wil ke
WARP consistant with AN/ARN-101 on2ration.

Additinnal analysis needs Lo he done on the rogquirenent for the AN/ARN-TIT o
nodel seven different spheroids.  Table VI dmplies thal the choice of < ohernid oo
irrelevant. TF the reference sphoroid is only used o connute arc lengthn holaeen
Lhe datda poiats and Lhoe DRAN star fons, thea sclectable spheroids coadd be
olininated in favor of one spheroid.  This would 2eobably increase Lhe appareq!
warpage but it would be a self-correcting process. As Tong as UARP gnl Lhe
V/ARN-101 are consistent there should be no deyraddhion in the averilt oo’
accuracy.  The operation of tha AM/ARN-10T and WUARY would ve simplifiad,
Additionally, some savings in AN/ARN-131 orogran size and oxecthion t e wr . ld He
realized.

The Defense Manping Agency Aerospace Tenter (DYANC) has the initial
rasuonsibility to exercise WARD and genercie warpage coefficients.  IMAAL has the
capability to translate LAT/LONS fron one coordinate systeu to anothoar 5y 4 33
not particularly important to fix the cho’ce of refarence befure the inpit daty 15
gdthered. 1Y is, howevor, wost imnortant Lhal the user specify the snhorsidls)
that is desired for ii1s operatione! area. For the bes. asciracy the AN/L-100
ust use the same soheroid Shal wis used fo generale 'he coefficient..
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3.4 OBJECTIVE 4. Input Data Density/Sise of PCA,

3.4.1 DESCRIPTION. 1Investigate the degr-adation of position accuracy as 4
function of 1tnput data density.

3.4.2 TZST PROCEDURE.  Input data sets were generated ab the following densities:
San s¢, Onm x 5mia, 10mm sq, 15nm x Smia, and 15nm sq. The data set at the 5na
density was the evaluator date seb. The other four data sets were

ingut to WARP and warpage coefficients generated. Each set of coefficients was
retained and evaluitad using the evaluation data set. This consisted of rerunning
Jrograi Overiays 1, 2, 3, and 5 with the evaluator data set as input to the basic
Jgrogran.  This enabled evaluation of coefficients at a data point density greater
Vian the input poiat density.

3.4.2.1 “ROGRA: MODIFICATION.  Two progra. wodifications werc wade. Tha first
change was £ add Lhe anilicy to attach two input files, with Jiffarent nanes, to
Lthe Datceh Job contral file. The second odification was made to WARP itself.
Specifically, Overlay 0, the prograa executive routine, wds extended afier Lie
arigital firal overlay call o redefine the inpat data file to the second data
File sttached by zhe Batcn Job Control file. Then all 3ver1ays except Jverlay 4
vere called agein. Since the coefficients were generated by Overlay 4 and
rangained i ocomaon storage, this had the effect of evaluating the second datd sef
dsing the coefficients as generated by »rocessing the first ddata set.

3.4.2.2 DATA REQUIREMENTS. From a master data set, an evaliitor data set of
paints gt a density of approxina.ely 1 point per 5na sguare was generated, The
nnd“)ﬁ”(C)v data sets Tisted above were :isu created. ess than 10% cowmaon points
were a1 towed betunen the test and evalualion data sets.

3.4.3  TLST RESULTS.  The tes: rosalts are given in Table VIIL. The asterisss in

Lhe ! ndicats

dabTe ndicato errours yredales than tnal allowed by the computer prograu.

3.404 0 LVALUATION ClLIE&Lﬁ The evaluation criterid is

L]
Camadsite acan error janction in feet for the test ddata se
eeror of Lne evalaitor dala saetb.

e Change in Lhe

e
Ls as conpared Loy the

3.4.5 "T_fvgp JATION.  From Taole VIII, it is concluded that data gathered at a
Ho, oy af dess Enan 1 opoint every 5na does not adeguately mocel t12 coverage
arcae There ds o alsa sone 2apirical data which indicates Lhat with a larjer priae

deen 1 hesser dala density nay be Solerabie.  Unfortunately, no data over such 4
Tarje area 2xis5ts Hut soae obsersations may be tade.

Toatoar 2Tos of the varidds data sels show that mifori deta coveragje is vary
acartant. Vnid areas Ao not coastrain the wodeled sarface and aany aay actually
oo wery radical oehavios of tne modet. Tviluation of the aodel anly at the
ol saiats will oot delech nis.
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TABLE VU

LORAN WARPAGE MODEL ACCURACY AS A FUNUTION OF POIUT QUNSTTY

PYINT NORTH (F7T) CAST (11 [—
AVTRAGH
DENSLTY TAE T r“"Sfﬁ'ﬁfV""""'KV?"'{"§fd‘ﬁfV""‘ Lanoe (1)
B R I I S )
| | |
S Sq o, 2| 30 g | 0 14
| ‘
10mn x 5mn | -336 1036 } -15 i W 7
10nm Sq } 1624 i 12395 i x 1 73251 i 1333
15nn Sg ! * ! * * f * x
o IR
—mee b [ b i e e e e

The data at Eglin AFD was gathered over a region about 40 X 50nu. AL tae
oreferred density of 1 point/5nm square, this gave 93 points organige! 5 x 1. A
orime ared of 100mm per side will have 400 points at the same density organized 20
x 23. Doubling the intorval betweoen the data points will give 4 x 6 and 10 X 1)
n0ints over the respective caverage areds. Although the two areas Jdi€far greatly
in size, this distinction 1s meaningless within WARP and within the AN/ARN-1D1
system as well. Tvary orime area is narnelized into a region of fixe! dinensions
regardless of its size.  Since the warpage mode! is oreordained to be of order
faur in o would seen that wmathematically the nunber of data points constraining lhe
Lwo dinensions would be very important. “owever, further investigation of the
nathenatical requaireanents verses the geoprysical realities of the ear'h is
considered tn be heyoad the scope of this test effort,

J.4.5 RECOMMENDATIONS. Although there is same evidence to the contrary, the lack
of data over a Targe area forces “he conciusion that data should hHe jJathered on
Sna centers.  Since void areas caised uabhounded orrors Lo occur, 1% is reconmended
that WARD be modified to fill in ampty cells with reasonahle iapedance valias.
This will t2nd to constrain the wirpage polynodaial o reasonable warpage
correction valuas and far-ther aid in "smoothing" the aodeling process.
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3.5 OBJECTIVE 5. T.D. Prediction in Void Areas.

3.5.1 OESCRIPTION. Deternine the ability of the proyram to predict time
difforences in regions of the prime area that are devoid or nearly devoid of input
data points.

3.5.7  TEST PROCEDURE. N/A

3.5.2.1 PROGRAM MODIFICATION. N/A

3.5.2.2 DATA REQUIREMENTS. N/A

3.5.3 TEST RESULTS. N/A

3.9.% EVALUATION CRITERIA. N/A

3.5.%  TEST EVALUATION. At the time tho wethod of test was written it was felt
tnat a prediclion capability night exist within the program. The results of
Ihjective 4 and an analysis of the compiter program clearly shows that no such
capanility exisis.

3.5.5 RCCOMMENDATIONS. See Objective 1.




3.6 OBJECTIVE 6. Altitude Time Difference fffects.

3.5.1 DESCRIPTION. Deternine if a3 data set yathered al one altitude can jenerate
coefficients which are usable at ofther alt{itudes.

3.6.2 TEST PROCEDURE. Four sets of data were gathered over the Eglin "rime
Coverage Area at the following approximata altitudes: 1090, 65000, 10999, and
150080 ft MSL. These sets were independently edited to 4 density of one point per
five nautical miles square. The evaluation of the dabla procecded Sinitarly ©) Lhe
aethod used for the Input Point Density, Mhjective 4. That is, cach data ot
generated a warpage model which is comaplet2ly described mathematically by the
warpage coefficients and the arca boundarizs. ATl four data sels were processed
against each of the four wodels and the efects on each was weasared.  These
sixteen combinations of data and warpage models Jave a coaprehensive siow of the
altitide effacts for the prime coverage arza under tost.

3.56.2.1 PROGRAM MODIFICATION, This test objective used the same version of WARD
as did Objective 4,

3.56.2.2 DATA REQUIREMENTS. Ffour scts of "AT-LON/T0U data pairs gathere! vitain
the following altitude houndaries: 0-2500 f1, 2500-7500 ft, 7500-1250" F1, and
12500-17500 ft.

3.6.3 TEST RESULTS. Table IX shows the average positional errar and norua!
standard deviation of the dabta as well as the quartile boundaries.  The table is
nrganizad in four partse  Tn each part a different coefficient-genora’ ing inpul
dala set is neltd constant and all “oir data sets dare evaluated against it.

Table IX does not include data collection error das part of Lhe dai.a.

TABLE (X

LORAN WARPAGE POSITIONAL TRROR

a. WARPAGE MODEL GENERATED FROM 1K INPUT DATA

"""" AT CERROR(FT L [QURTIES (1) DT
FL | AE STORV MAX [ 1/4 MEDIAN /4
1K j 152 91 434 : 13 136 196
5% ‘ 41 105 558 2 75 115 193
LK f 149 99 a2 | 134 193
L5k . i 198 w6 er3 [denano 2si
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b, WARPAGE MODCL GENERATED FROM 5K INPUT DATA
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Teos o seen that tne saocining function of the wodeling process caaplenents the
saon g function of noving away froa cne earth's surface. [t is probably not
Jossohle to begin witihh saoother high lesel data and try to roughen it sufficiently
©) describe wvarpage at lower aliitades necause there aighl De local andailies
4hrchoare evident at lower altizudes only. Metal structures, power lines, and
fonces graduce effects) for exaiple, that may be important at 1K faet bul act 5%

¢
st
thl .

Tohon RECOMMENDATIONS.  In flat terrain, one or two low altitude data sets should
eloq oty descrine [he warpage as a fuaclion of altitude. Additional Yavels of
tity nend to he functonally eedundant Hut can be very valuable for datg
il purposes.e Three levels of data are sufficient to provide for 3
ooty vote aeans aof yalidation. Val:dation is very iaportant becduse of the
oxtesge datTicalty of separating nedsur dient error froan warpayge. Data gathered at
Vadgrr altitades iy oaore descriptive of the total vertical profile than data
Sititerad gl nigher altitudes.

Ty oinsare hoaost orecise navigation solutions, data should be gathered at
v foue S ni e levals specified. Realizinyg that available rasources iy
U e hndt faverr altitades be Flown, 1% s strongly recomiended that data be
1 KN

collocted ab tne sane altitide at which subsequent operational nissicns are to be

e
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3.7 OBJECTIVE 7. ®Hoor oy

3.7.1 DESCRIPTION.  nye = s s Lt targ hogndary
conditions.

3.7.2 TEST PROCEDURL. Wi - ' e W set ey f gty agints
consisting of pa‘red " NT- N . , e oo rgtance dCross the
arime area boundary. The v, ra e e e e gint Ts frow the
prime area coefficients ant tree oy e Tty e calcalated constant
impedances of the anprapr - sta nr e e, 3o e 0 Tha Cbtarence between the
interior and exterior 70y wa . el et e e relgtive value of the position

Jjump at the boundary.

3.7.2.1 PROGRAM MODIFICATION. ‘Iverlay 5 € W9 was altered to create Len pairs
of data points equally spaced alan; edch >F *the fyur grime area boundaries. fach
data pair consisted of a point in the inter~ior of the drime area within 300 ft of
the boundary and a corresponding point “he same distance dcross the boundary into
a secondary area. The approximate relative locations of the data points are
illustrated in Figure 13. Additiona) proagran w'ifications were inplenented to
compute TDs as follows:

TDA = TDA (exterior) - TDA (interior)

TDOB = TOB (exterior) - TOB (interior)
3.7.2.2 DATA REQUIREMENTS. fow altitude data set processed by normal Overlays
1-4 and a modified Overlay 5.

3.7.3 TEST RESULTS. Test data is compiled in Tables X through XI1I. Each table
is organized by secondary area nunber and contains TOs, northerly and easterly
position jumps in feet, and absolute magnitude of the relative position jumps.
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TABLE X

AREA 2 BOUNDARY CONDITIONS

o ————————y

POINT TDA TDB N JUMP E JUMP MAG
PAIR (usec) (usec) (ft) (ft) ft L
2.1 -.439 -1.107 -1082 -1 1082
2.2 -.542 - .958 - 969 - 94 973
2.3 -.600 - .828 - 863 -157 877
2.4 -.588 - .723 - 775 -175 795
2.5 -.47] - .642 - 708 -137 721
2.6 -.875 .437 535 -521 147
2.7 -.630 575 721 -413 831
2.8 -.585 .377 501 -355 614
2.9 -.680 - .019 13 =343 343
2.10 -.858 -.493 - 613 -367 5
TABLE XI
AREA 3 BOUNDARY CONDITIONS
POINT TOA TOB N JUMP £ JoMP MAG T T
PAIR (usec) (usec) (ft) _(ft) £y
3.1 .596 -.520 -483 441 654
3.2 .538 -.487 -417 111 585
3.3 .610 -.383 -299 431 525
3.4 .866 -.226 -139 537 554
3.5 1.320 -.052 44 747 749
3.6 .568 -.608 -433 475 646
3.7 .546 -.671 -524 468 703
3.8 .473 -.631 -525 409 666
3.9 .362 -.524 -46?2 315 559
3.10 .230 -.380 -352 R 408
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TABLE XIT

AREA 4 BOUNDARY CONDITIONS

BOINT T TOA 0B N JUMP L JUMP MAG
PAIR (usec) (usec) (ft) (ft) (ft)
4.1 172 .332 543 68 547
4.2 .060 .268 444 16 444
4.3 -.078 .189 328 - 48 332
4.4 -.232 .108 214 -121 245
4.5 -.366 .041 126 -189 227
4.5 1.277 .172 75 625 629
4.7 1.456 .265 182 703 727
4.3 1.422 . 226 145 694 709
4.9 1.270 .134 70 636 640
4.10  1.081  .050 13 560 560
TABLE XI11
AREA 5 BOUNDARY CONDITIONS
POINT ~ 7 " TTOA T 08 N JUMP £ JUMP MAG
PAIR ~ (usec)  (usec) {(ft) (ft) (ft)
5.1 - .595 .418 641 -353 732
5.2 - .821 .060 163 -419 450
5.3 -1.027 -.163 -150 -497 519
5.4 -1.194 -.220 -225 -575 618
5.5 -1.315 -.098 - 4 -647 647
5.6 .002 412 747 - 26 747
5.7 .016 .378 604 - 13 604
5.3 .015 .300 530 - 11 530
5.9 - .010 .274 482 - 21 483
5.10 - .065 .243 431 - 46 433
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3.7.4 EVALUATION CRITERIA. The key paranceter evaluated was the magnitude
pnsition error shown in Tables X through X11I. This position error is the result J
of the northerly and easterly errors and represents the instantaneous change in
Loran position observed by the AN/ARN-101 as the prime are2 Loundary limit is
crossed.

3.7.5 TEST EVALUATION. Although the test results shown in Tables X through X111
are valid for the data gathered at £glin AFB, they are generally applicable to
other operational areas as well. At Eglin there is a wide variation in gpparent
impedance ranging from near saltwater along the southern boundary to pour soil! in
the north. This larg: variation in impedance aver the region 0° interest ‘s
probably typical of virtually all areas of operation for the AN/ARN-1D1, with the
passible exception o7 rugged coastal mountainous terrain.

As indicated by the data in Objective 3, the uncorrected warpage contributes
~about 1500 ft position error. The price of enjoying a 200 ft Loran navigation
accuracy in the prime area must be paid at the boundary crossing because of the
switch from a precise to an average impedance. Therefore, it is redasonable to
predict worst case position jumps on the order of 1000 ft or more for alwost all
prime area boundaries. This jump is most severely reflected in the LORAN/LORAN
mode of the AN/ARN-101 operation. The Kalman filtering action in the other
AN/ARN-101 modes will not allow instantaneous position jumps.

Because WARP is designed to be used with as many as four different data sets,
four slightly different sets of constants and coefficients are probable. Fach set
would result in sanewhat different boundary conditions. Although the AN/ARN-101
can handle four altitude sets of polynomial coefficients, only one constant
impedance is stored for each secondary area. The choice of secondary impedance
values is relatively unimportant since the altitude effects of warpage are at
Teast an order of magnitude less than the boundary effect (as shown by T91in
data). For th.s reason, any secondary area constant impedance generated by a
valid set ¢f datva will suftice.

Although not directly related to the quantification of the boundary
conditions, several program Jimitations were noted. At Teast one real dat.: point
must reside in any cell adjacent to a secondary area border in order for the
program to calculate an impedance for the area. Also, data points in a secondary
area do not contribute to the calculated secondary area iapedance. All data
points are used in the calculation of the PCA polynomial coefficients whether they
are interior or exterior to the PCA.

3.7.6 RECOMMENDATIONS. Several improvements to reduce the boundary effect can be
made. One is to change WARP and the other is to carefully select the secondary
area constant impedances to be inserted in the DMAS computer.
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As currently implemented, WARP searches the perimeter cells of the prime area.
An average impedance for each secondary area is calculated from the data points
resident in the perimeter cells. However, the program could be modified to
include data points in the secondary areas near the border (i.e., 5nm or less).
f the additional points are well distributed, a better average impedance should
result. No special effort to gather data outside a prime area should be nade for
this purpose as the improvement would be small. However, prime areas are not
expected to be isolated and if data earmarked for one prime area is available for
use in a different PCA secondary zone it could be used. This approach is flawed
by requiring engineering judgement and data base management not currently
envisioned for WARP operation. WARP should be modified to detect, reject and list
all data points outside the PCA. This would simplify WARP and provide an
additional error check on the input.

There does exist a cumbersoue but very effective method of suppressing the
boundary juap. 1t requires, however, A PRIORI knowledge of where the boundary
crossing will occur. [If this is known then the impedance of the data point
nearest the crossing can be substituted for the calculated secondary impedance.
The necessary data is available as part of the current program output but it isn't
formatted to this end. It is recommended that the WARP program output be modified
to add a table or plot of the boundary impedances so that the users have the
freedon to select the values that best suit their needs. How such a selection
orocess would be implenented in the field is unknown, but the proposed AN/ARN-101
Mission Data Transfer System is powerful enough that this capability could indeed
be added.
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3.3 OBJECTIVE 8. Average and Saltwater Impedances.

3.8.1 DESCRIPTION. Determine and compare the positional accuracy within the
prime area using saltwater and average impedances instead of the polynomial
warpage model impedances.

3.8.2 TEST PROCEDURE. Three sets of constant impedances were evaluated to
determine their relative merit in correcting for Loran warpage within the prime
area. This was accomplished by modifying WARP to use selected values of
impedances in lieu of the warpage model impedances calculated from the input data
set. Table XIV compares the various impedance values used for the naster and two
slaves (Zp, 21, 2p g

TABLE XIV

CONSTANT IMPEDANCE VALUES

NAME Zn s 2 T
Saltwater .001055 .001055 .001055

Millington .040 .028500 .014410

Best Ave 0 1K .040 .0431456052 .0233970566

Best Ave 8 5K .040 .0439589757 0233413305

Best Ave 8 10K .040 0450740286 0230334424

Best Ave 0 15K .040 0431774379 .0223470084

The Saltwater impedance model represents an ideal case which assumes the
entire Loran coverage area is honogeneous with an equivalent impedance to that of
saltwater.

Millington's impedances were calculated by a manual method of fractional
parts. Basically, each arc length distance from the data point to the stations
was subdivided into elements of nomogeneous impedance. After each fractional
length was assigned an impedance value, they were weighted by their fractional
contribution to the total propagation path under consideration. The weighted
impedances were simply totaled to obtain the final impedance value. The data
point used for these calculations was the center of the prime area.

The four sets of Best Ave impedances were computed by WARP using the baseline
input data sets for each altitude. These values are identical to the averaye of
the impedances represented by the coefficients.
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3.8.2.1 PROGRAM MODIFICATION. Several nodi€ications to Overlay 5 were aade. Tae
first change causad WARP to compute the averayge iapedance for each slave station
wilhin the prime ared region.  The second modification forced Subroutine Wave o
use selected iapedances instedd of calculating then from the coefficients.

3.8.2.2 DATA REQUIREMENTS. Four sets of altitude dependent input data and
impedance values defined by Table XIV.

3.8.3 TEST RESULTS. Table XV shows the results obtained by usiny the three ly.es
of constant impedances. Ffach altitude set is conpared to the position errors
predicted by the coefficient mocel. Figure 11 is a plot of the normial probability
functions using the 1K ft altitude portion of the data in Table XV.

3.3.4 EVALUATION CRITERIA. A1~ input data points were required to have real
world values of calculated impedance (.0N01055 l .08). Ffor comparison
purposes only, the WARP model generated at each altitude was used as the
standard.

3.8.5 TEST EVALUATICN. Of the three sets of constant iapedances evaluated, the
dest Ave set provided the best warpage nodeling. Unfortunately, this regquires
Lhat. correlated TD/LAT-_ON data be gathered and processed to obtain a set of
bipedances over g4 geoyranhical area of interest. This data set does, nowever,
indicate 4 practical Timit of tne accuracy of the Millington method in estimating
constant iapedances.

As can be seen fron Table XY, no set of constant impedances corrects for
Aarpage witiv any degree of pracision. Only an approximate 50% ijmprovement is
noted from tihe saltwater model o the best average. The large medn error is
attributed to independently averaging the slave impedances instead of ascertaining
valuzs which nininize the total error.

Millington's estimation procedure will not greatly improve warpage correction
as coilpared to tne saltwater impedance. In terms of tne AN/ARN-101 operation, the
abilizy to select constant impedances for the prime area in lieu of saltwater or
AARP model generated impedances is virtually redundant.

3.3.5 RECOMMENDATIONS. Should it be necessary to use constant impedances for the
prime eroe, two methods have practical utility. The first method is to acquire
Jdatda asing a mobite or portable receiver in the field. Impedances can be hand
calculated and averaged using well defined techniques. The most difficult
computational load is obtaining or calculating the arc length distance from the
data point to the Loran stations.
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Another method of using constant iapedances 15 00 "noint f1r" thne e tance
at 3 known location.  To <o this *the ANJARN-1D1 receiver aust an 10 ‘he e e
spot with well anown coordingtes (1.e., second arder sarvey pulnt'.  TF cansyton
pedances are inserted into the AN/ARN-1D1, the coupiter will gse the e
coordingte conversion process o jgenerate ¢ LAT-0 NL By tterating the aoor g0 gt e
sldave impedances, the computed position car be wade *o converge 10 he wnowe
Tocition. No A PRIURI Loran know'edjge 15 tacessary and the ppedances jener oo
will 9e valid in the vicinity of the data ;oint.  The ag’or hacard ta *hoy
approach is possible warpage due *o strictly local phencaeaa. Thig tyne of
warpage may be caused by metal buildings, fences, telephone lines, power 1 oy
etc. 1f a point fit is done In an area clear of Iocally disturbing 1nfl once,
usable results should be obtained.

"

’
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3.9 ABJdLeTIVE 9. Pnowe Recunna sance Data Validation.

30900 OAESCRIPTION.  Vittdate the real world data collection and Loran war.gye
Correslinn grocess as'nj photo raconnaisance data.

3.9.7 0 TosT PROCEDURE.  Jsing the 5K baseline data as a reference, coapare the
Nav: 10 ToM3] anturiCy witnin the £giin PCA using data retrieved from proposed
N4 anote reconmnatssacce flognt aissions. Compare reconnaissance data with tine
erged cadar st aeadnlte dnd RP-47 rnstrumentation data.

T.9.0200 0 2RSGRAY QDI ICATION.  None.

Toect ot UATA RO IREMENTS Pngto recunnaissance ddata and time merged

N i . [N I -~ -+ - + . A
ratae isiotneodal i ue and 1Y =40 1nastrutientat on data.

30007 T U7 RESULTS. Altavash “Yigar nissions at Dglin were Tlown to complete

NN Y, %ne reconng Ssarce fibn was evdalaated by DMAAD and deened unusable
vl redact o
30908 CVALUATION IRITERIAL Nore.

30905 r.bv VAL ;\.v:\]r\a None.

Joden AUTOVMMINDATIONS.  None.

£
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3,10 OBJECTIVE 10. Software Program Documentation.

3.10.1 OESCRIPTION. Identify computer software deficiencies and proyram
modifications to provide a4 more user-griented operation.

3,10.2 TEST PROCEDURE. The identification of progran deficiencies and necessary
user documentation resulted in a Statement of Work yiven as Appendix B.

3.10.2.1 PROGRAM MODIFICATION. As defined in Appendix 3.

3.10.2.2 DATA REQUIREMENTS. Not applicable,

3.10.3 TEST RESULTS. The tasxks identified in Appendix 3 were accomplished by
Arnament Systems, Inc. through a contract effort by the Naval Weapons Conter,
“hina Lake, California.

The results of this effort include a revised source prograw, a Jser's Manua?,
and an Analyst's Manual.

3.10.4 EVALUATION CRITERIA. Mot applicable,

3.10.5 TEST EVALUATION. Not applicable.

3.10.5 RECOMMENDATIONS. Final resolution is required to estahlish the
responsible organization for software operation and maintenance of this progra.




4.0 CONCLUSIONS.  The rationale ia testing the warjaye Fov"*c1cnz Senerat ton
Mroyral na; been to noecify the program limitat ons, identify possrole pitfall
probien areas, ant to jauge the level or expertise neceSsary ta provide
operational grid warpage suppori. The major conclusions of this test activivy
utilizing £glin PCA data are briefly sunmarized 1n this secuion.

5 or

1. Rditing 1npal data and selecting an aparopriate acster stetion
inpedance reguires a nigh level of pyrogran interaction and demands « high
Jdegree of Loran expertise (i.e. orogran flegs do not conclusively :jcn_'Fj
"pad” data since ot iy extromely difficult to distinguish deasurenent error
fron grid warpege). - Objective 1.

2, ldentified "bau™ data points shonld be removed pending further aatd
JALANTIAG and Tvestijaiion an fne lnaediate vicinity of the HuintS n

Y PN
gaestion, - Opjeclive 1.

£

N
i

3.0 "Bad" gata oINS aay aspedr as g result of poor inttia
vaseer stacion imued; 1ce. - Objective 2.

4. WAAP adeguaateiy acaels warpage data througnou' a
vai s Tor ndex of cctraclion and vertical Gapse, but these pruygraa constdnts
WS tooe Lhe same o the AMVAIN-=L01. 0 Incons stent vertican tagse factor can
v positional errors grealar than 500 Teet.  inconsistent index of refractiorn
vai s can contriocute increnental pasitiocnal errors ug to 100 feet per
stabint. -~ ObJective 3.

S tonal acc.rady s oacnieved when tae erti awodel selected in
w AN/ the aodel used in WARPL  An dnconsistent selectron of

solieraie ouels for the inpal adta and WARP will not neasuradly aller tne

DOS T Uinal accuracy. - Objective 3.
GeTRouS T, an nesroper corth madel D tne ANJARN-L101. for tae PUA can
TN ING e a1 L9449 Foos of acditional osttioned error. Cile. Bessel spheroid
i A {
N - : N e e . - o\ -
sales wnen WAN 7 saouli ne wsed) . - ogjective 3.

ative Ly the sase

PoooThe WASD Gnpll data anc 'mran ch':w data should be re
Cargedosysten CoordiingT s, - Shjectiv

LN DY L s to ate prie Coverd g area with tie aniforg data point
fons iy of L oacal e h adantogl q:f cell is aighly reconaended,  Reducing the
At e g 0 U0 T D asenioay sites produced 3 coanosite pasitionanl error of 7Y

L

3 . PRI : : .
Tawo, WOTI JaaiL o T v A U Nl

cal wiive density produced oniy a 114 foot
COnuNS T @rrar. = ohjechive 4.

G JARY iy carrenily Timited to 400 input data points.  There 1s no physica
fatiarion ty tne 1t of tne POAL

e o Tne ALSARN-C 0 rojuives @ osets of warpage coefficients for systen
al ey of hedow P50 feon, 500-7500 feen, 7500-125070 feet, and above 12500
feone s The grealon’ s iLoont o acsiaracy u11’ e oachieved wiln 4 independent

Albroade data et WL tae aporopriate G fitude ranges. AN/ARN-10]
e sanified wrta duplicate or cedundant data,

rat nevigal ional acciracy will result.  Test rasults indicate
N 1

orror o 107 feel Lnroughodt Lhe PCA from 0-15000 feet when

e daading roel
Sowe e, lagradest L
A AR 1S LT O A R 1

"
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using 4 independent altitude sets of warpage coefficients. When only one set of
coefficients was used (i.c cither the 1K, 5K, 10K, or 15K data) for all systeu

altitudes, the resulting average error ranged fron 127 to 153 feet. - Dhjective 0.

11.  In the LORAN/LORAN AN/ARN-101 navigational mode the system may experience
instanteous nosition jumps of greater than 1000 feet when transitioning the PCA
boundary. In higher order navigation wodes Kalman filtering of INS/LORAN position
will orohibit the instanteous jumps. - Objective 7.

12. When a saltwater propagation model was used (i.e. No PROP K in the
AN/ARN-101), the average positional error throughout the PCA was 1251 feet. The
Millington method of determnining a single constant inmpedance value reduced the
overall error to 833 feet. The ideal constant value (Best Ave) further reduced
the error to 523 feet. When utilizing the full warpage polynomial wodel 4o
overall positional errvor was 117 feet. - Objective 3.

13, Software program modifications were incorporated throughout the neriod of
this test activity. The SOW (Attachment B) Tists the detailed tasks that were
acconplished and a brief highlight of the wajor program changes 11cludes “he
following:

* Pecailed program comments

*  laproved software coding

* fxtensive program diagnostics

* Tmprored prediction error sunmaries

* New plotting and data swoothing techniques

*  Conprehensive user and analyst manuals




2.0 RLCOMMNDATLONS

During the preparation of tars test report an dfiproved version of the Warpage
Coetficient Generation Program (WARP) was nearing completion. As a result, wany
of the program recommendations that would have been described in this section will
b incorporated in the revised program and, therefore, will not be discussed here.

During this test effort several areas were notef for taproving the AN/ARN-101
softwire, 1t is recommended that future efforts be made to streddline the data
roguirasents of the LORAN imitialization structure within the AN/ARN-101. The
interaction required between the WARD user and the AN/ARN-101 operator is
relatively high.  Untess farther work simplifies data inputs to the AN/ARN-101,
the transfer of WARD data will remain subject to operalor error.

Loy recomended that tne “easibility of eitminating the intermediate step of
astny tedances Lo determine Loran warpage be investigated. Preliminary tests
indicate thal WARP can be siaply nodified to model warpage in Lime units instead
o naedance with no Toss of accurdacy.  As many as 300-500 words of AN/ARN-101
core aeaory sy be saved by elinindting the fmpedance Took-up tables. A small
savings n ANJARN-TALD hrograa ececat ion could also be expected.

Much analysis ranains o be done pending receipt of additional operational
datae Toas probable that the anpat data density can be expressed as a
arhenanical Tt and net as oa geographical one. This can significantly reduce
Car data collection reguirenent.  1tois also probable that the data collection
roguasraaeals as @ funciion of astitude can e wre clearly delineated if the
eftocis af Corrain are betler gnderstood.  Failure Lo extend the analysis will
rorce very conservalive and periaps rodandant data collection.

1s rocommended that the tilicy of WARD to introduce "real world" warpaye
dara o tne poran grid orediction process be investigated. At present, the
Crocess ob aotlecting "real wor d" Loran grid data and subseguent operation of
WA 1, e independent efort from Loran grid praediction. This testing has
detersned that wWARD hds essent ally no prediciion capability even though the
AV rovess s Msaoota” by Tiliing in neighboring Jdata for volid area. Datd
ontoc P MHmiend byt torritory could be oused to initiate the prediction
arovess ints Munfeienddy" torrioorvy and also Lo aid inoverifying the prediction

resaboas T s srrorgty Yol Daat an eventaal aarrying of the WARP program and
e GG Tredicd e g rograt is o cedlrzabies A treaendous savings in curvent
Cadgcer aaeralian tor Che red ctron prograa could be achieved.  Inoaddition, the
Sveran s arnd data aaageaent systeit would beoenhanced.

Vicnough the curread version of WARY nas beea Laitored to aid ANJARN-101 Loran
Jala reairements, continaing ooerational sapport ds oreguired. 1t is felt that
e ooerational conaands wi D aoed technical assistance in establishing priue
Cwer e dreds, detenainng regiired aliitade Tevels for data collection,
sttt g the severity of expected Loran grid warpage, and coaputing intermediale
cony an bapedence valaes {in rea of tall polyromial). Tt s therefore
agerdt ove that oo contral offacs be estanlishad as the focal point for engineering
caport tooadd e user anodata gathering, data reduction, and analysis of WARP
dut ot se nly by owrovadiag suc a grid warpayge anager, can owe expect to achieve
Che oo bied ANWN-TOL perforaance accuracy for navigation and weapon delivery.




APPENDIX A
LORAN WARPAGE DATA BASE REQUIREMENTS

by
Joseph L. Howard

The MITRE Corporation
P. 0. Box 208
Bedford, MA 01730

Abstract

Differences between LORAN time differences (TDs) measured with a
receiver and TDs calculated using secondary phase corrections from a
homogeneous LORAN conductivity model, can be interpreted as irregu-
larities in the actual hyperbolic lines of position (LOP). This
condition is referred to as warpage. LORAN warpage occurs for two
reasons. First, warpage occurs whenever the propagation medium is
not uniform. Second, warpage occurs when LORAN signals travel over
two or more different propagation mediums i.e. from land to sea and
back to land. The presence of Loran warpage affects the normal
coordinate conversion relationship between the regular LORAN
hyperbolic grid and the corresponding geodetic (l'atitude, longit =)
grid commonly used for navigation.

The effect of Loran warpage is corrected by the AN/A ¥-101 L _3AN
system in a two part algorithm. The first part operates ¢ff-line and
uses a paired data base of measured LORAN and geodetic coordinates to
generate a set of 15 coefficients for each LORAN station. These
coefficients are used in the second part of the algorithm ear®
coordinate conversion cycle. The warpage is corrected during ~oordiratc
conversion by using the coefficients tc estimate an effective wave
impedance for the secondary phase correction of each LORAN time of
arrival. This paper describes the considerations and methodology
needed to obtain a useable data base that meets the requirements for
coordinate conversion accuracy. The recent calibration of the
Southeast U.S., LORAN-C chain at Eglin AFB, Florida is used as an example
of the procedure.
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Introduction

For many applications, the usefulness of Loran depends on conversion
from hyperbolic navigation to geodetic navigation. The process of coordinate
converting Loran time differences to latitude longitude can introduce a
significant amount of positional error. This error is caused by the simple
fact that the Loran grid is not directly related to the geodetic grid.
Non-cancelling signal propagation errors cause a shift or bend in the
smooth regular hyperbolic lines of position. This is called Loran warpage
and is a function of the propagation path or medium the Loran signal crosses.

Loran warpage can be corrected during coordinate conversion by using
an appropriate mode) for the secondary phase correction term. Most coordinate
conversion algorithms assume a regular homogeneous Loran grid and model
3 single type of propagation medium for the entire coverage area. This
assumption is not valid for accurate navigation over land where more than
one type of propagation medium is involved with a Loran signal path. For
very accurate coordinate conversion over land areas, the influence of each
propagation medium must be considered. In areas of severe warpage, such
as mountanous, this requires a detailed piecewise addition of aill contributing
factors to arrive at an effective delay or impedance value. This process
must be repeated for all three Loran stations {M, A, B) in the triad.
For regions where less coordinate conversion accuracy is required, average
impedance values can be selected for each Loran station. These values are
selected based on the average propagation medium for that signal path.

Tne U. S. Air Force has demonstrated very accurate coordinate conversion
over areas of severe Loran warpage. This procedure uses a two part algorithm
for determining the secondary phase correction*. This algorithm is
implemented in the AN/ARN-101 Digital Avionics System. The first part of
the algorithm uses a paired data base of measured Loran time differences
and jeodetic latitude longitude coordinates to generate a set of coefricients.
The cocfficients are then used in the second part of the algorithm each
coordinate conversion cycle to compute the secondary phase correction term.
Thus, the accuracy of the final coordinate conversion depends on the selection
and corresponding accuracy of the measured data base. This paper preserts
the generu,) procedure for obtaining an accurate data base for the AN/ARN-101
coordinate conversion algorithm.

General Dista Requiremenis

The LORAN coordinate conversion data base consists of LORAN time
differences (TDs) and corresponding geodetic positions (Latitude/Longitude).
Measured (observed) data is deslred but interpolated, derived, or calculated
data can be used if it meets the accuracy requirements of the system.

The warpage coefficient generation program requires that five geographic
areas be defined as shown in fFigure 1. The prime coverage area is centered
over the desired operational region. The size of the prime area is variable
but it is normally limited to 100 nautical miles by 100 nautical miles or
smaller, Within the central prime area, the warpage coefficient generation
program uses the LORAN data base in a regression model to calculate
coefficients. These coefficients are then used in an interpolation equation
which calculates the effective wave impedances as a function of position
in the prime area.
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Figure 1. AN/ARN-101 Warpage Correction Areas

The uniform distribution of data points within the primc area is
very important. l{deally, when the prime area is divided into square
cells which are 5 nautical miles by 5 nautical miles in size, each
cell should contain at least one data point. This distribution insures
that the prime area will be accurately modeled. This is a minimum
density requirement. More data points per cell in the prime area will
generally result in a more accurate mode'. Locations outside the
designated prime area are used to calculite an average wave impedance
for the four areas outside the prime area. Usually data points at a
distance of 10 to 20 nauticei miles from the edges of the prime area
are sufficient for a good effective impedance model for the outlying
areas, More data points may be required if severe warpage is encountered.

The AN/ARN-101 LORAN warpage mode! was designed for aircraft and
requires LORAN warpage coefficients at four altitude levels in the prime
area, Each altitude level must have a separate data base according to
the following table:

Altitude Range for

Level i Data Point

Ground | 0 to 2500 feet
5000 feet l 2500 to 7500 feet
10000 feet 7500 to 12500 feet
15000 feet I 12500 to 17500 feet

Data points for geodetic locations at other than ground level, are
not required to be the same geodetic locations as the ground level
point, However, the reguirement for a minimum of one data point per
cell does apply, For other applicatirns such as vehicle monitoring,
only gqround level dats is renuired.
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Data Base Reguirements

This section presents specific requirements to develop a LORAN
warpage data base. The Southeast U.S, LORAN-C chain at Eglin AFB
Florida is used as an example, and the following procedures will be
covered.

Selection of the Prime Area
Selection of Secondary Stations
Estimate of LORAN Warpage

Data Collection Requirements
Generation of Warpage Coefficients

Seiection of the Prime Area

The Eglin AFB prime coverage area used with the old East Coast
LORAN-C chain was a 42 by 72 nautical mile rectangle. The size of
this prime area requires a minimum of 126 data points evenly distributed
over the entire area., The previous data base provided 126 data points,
but they were not evenly distr buted. These data points were concen-
trated over the west and east :and ranges of Eglin AFB with a scattering
of points in the other areas. This uneven distribution of data points
caused problems with coordinate conversion at some edges of the prime
area, From this, it is concluded that it is better to reduce the prime
area to a manageable size and collect data points that are evenly dis-
tributed. Ffigure 2 is a map of the Eglin AFB land ranges showing
approximately a 35 by 52 nautical mile rectangle located by the North-
east and Southwest corners shown below.

NE  30° 50.00'N
85° 55.00'W

sw 30° 15.30'N

86° 55.00'W

This represeats a reasonanie sized prime area for the Southeast
U.S. LCRAN-C chain ¢t Egiin AFH, Florida. The map is delineated by a
yrid every 5 minates of angle, Thus, if each square of grid contains
at least 1 calibration point the minimum distribution requirements
have been satisfied.

Selcction of Seconaary Stations

The Southeast U.S. LORAN-C chain offers different combinations of
slave stations which can provice coverage for Eglin AFB, The complete
data for this chain is contained in Table 1.
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TABLE 1
SOUTHEAST U.S. LORAN-C CHAIN - RATE 7980(SL2)
Station Station Coding Radiated
Function Delay & Peak
Latitude & Baseline Power
Longitude Length
Malone, 30-59-38. 74N Master - - - 1.0 M
Florida 85-10~08. 30w )
Grangeville, 30-43-33.02N W 11,000us 1.0 Md
Loutsiana 90-49-43.604 Secondary 1809, 54us
Raymondv{lie, 26-31-55.0IN X 23,000us ‘400 kW
Texas 95-50-00.05W Secondary »4443.38us
Jupiter, 27-01-58.490N Y 43,000us 300 ki
Florida 80-06-53. 528 Secondary 2201.88us
| carclina seach, 34-03-46. 04N 2 59,000us 700 KN
l K. Carolina 77-54-46.76M Secondary 2542.74us

Computer generated mpas showing the Geometric Diliution of Precision
(GDOP) for all master-slave combinations of the Southeast LORAN-C chain
were computed to help select the best secondary stations. Analysis of
this data indicates that the Raymondville slave (X) generally provides

a lower GDOP over Eglin AFB., But its baseline goes directiy through

the se.ected prime area. This will result in rapid changes in GDOP over
the Northeast corner of the Eglin prime area. For this reason the
Malone-Grangeville-Jupiter triad {(M-W-Y) is selected to provide the best
overall coverage for Eglin AFB. Figure 3 shows the location of Eglin
AFS in relationship to the Southeast U.S. LORAN-C chain (7980) and the
ole fast Coast LORAN-C chain (9930).

Est.mate of LORAN Warpage

Rough estimates of the effective impedance for each station are
needed to determine (f warpage in the prime area is mild or severe.
These estimates are aiso initially used in the AN/ARN~101 for all areas
and at all altitudes until a sufficient data base is available and
warpage coefficients are computed.
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These initial estimates of effective impedance can be made using the
following procedures:

(1) Using a map that covers the prime area and the three
transmitters (Master, Slave A, Slave B), select a point
approximately in the center of the prime area.

{2) Draw the line from the selected point to the Master
station and estimate the fraction (x__ ) of this path
that is seawater, the fraction (x ) o
this path that is nornal land, ang EWe fracgton
(xrough/dry land) of this path that is rough/dry land.
Note that Xges + Xnormal land + Xrough/dry land = 1.
The estimated impedance Destimate) is then calculated by
evaluating:

o = (0.001055) (xsea) +

(0.03) (x )

normal land

(.05) (x )

rough/dry land
(3) Repeat step 2 for Slave A.

(4) Repeat step 2 for Slave B.

The three estimates can be used in the AN/ARN-101. This is accomplished
tor the prime area by setting th2 constant terma_ to the estimate

of eftective impedance and setting the other 14 warpage coefficients for
each transmitter to zero (o, throughat,;). This must be done at each

of the four attitude levels. This procedure provided the following
estimates of effective impedance:

Master - Malone, florida
100% normal land
4. = (0.03 % 1) = 0.03

m

Secondary W - Grangevilie, Louisiana
54 sea
35% normal land
4 = (0.001055 * .05) + (0.03 * .95)
w
= 0.0285
Seconcary Y - Jupiter, Florida
55t sea
48¢ normal land

A - (0.001055 * .55) + (0.03 * .45)

Y
= 0.014)

A-8




Lh oot

The e*fec* ve moedance v " maro for T e TS Gy Y mal the greates’

uncertainty. Severc aocoade STt et e chargong ratic of lang
ard sea interfaces s e wrratqrl Ve pa om0 e T8 Lwept across

the E£5'in AFB area Troo o rangin s ar soar o e Torertace for the Jupiter
2ath s exaCt’y the Same 1 WTern LU ter wos Lser w1 the Fast [cast

LORAN~C chain, Witn tohetast Loesr chats e Lopiter slave was detert ned
to pe responsihle for the ma-oriiy ! ali _ORAN warpage. Sirce thre

transmission patk for the Doutheast % cmain i< identica’l for the Jupiter
stave, the same severe w~aATT33€ 15 exuecrec 1or the Sootheast V.S, LORAN-C
chain.

griry tre differences between
D on hotr the BEast Coast ond
Southeast LORAN-C chains. This compariaon was cdore for the poirtc shown
‘r Table 1} and the res.'tina 2rrar Lo the Lame Airection anc nearl, the
same magnitude in each case.

THis assumption s sabstantiated ov oD
measured and calcuiat2d values of Uit T

The data in Table 1l was caiculated te =stimate the expected positional
accuracy of the AN/ARN-10" _co-dinmate convester 17 factor)™, the path nf
the time cifference Vine of positicn (LOF <ire~*ion), ard relative range and
bearing to each station. This da*; shows fxcellent geometric coverage

for the Eglin AFB area. The instartaneous (planer) path of a ™D LOP was
calculated from the azimuths tn the _IRAN stations by the following
equation:

- s/ - N
LOP. = Tan Iocos¥e - ocongry

SinlJM ~ 5]nu7(

where: wM = Bearing to ~aster station
¢% = Bearinag to secondary station
Figure 3 shows the TD Lines of Positinn from Table {1 overlaid on a

map of Eglin AFB. Based on these calculations it is concluded that the
LORAN coverage from the Southeast U.S5. LOR/N-C chain will be uniform with
TD crossing angles of approximately 72 to 77 degrees.

Data Collection Requirements

“he prime area ‘s usually sufficiently large that the data base wil'
be collected over a long reriod of time. 7] measurements taken for the data
base must be compensated for weather, diurral, and <easonal effects ir order
to be consistent and accurate. Ground monitors are needed to accumulate
a history ot TD data and establish standard TDs associated with the monitor.
TDs collected in the field are then corrected by an amount determined from
the following equation:

*Q factor is the absolute value of the determinate of the coordinate conversion

gradient matrix. Absolute values qreater *han D1 are required for conversion.
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= TDmeas * TDinst - TDstd
where: TD = Raw measured TD from the field
meas
T0. = [nstantaneous TD of the Monitor
inst
T0 = Standard TJ of the Monitor.
std

The data base may be collected by ground mobile receivers at known
benchmaks, geodetic survey points, or by an aircraft equipped with LORAN
and other equipment for independent ground position location. When aircraft
are used to collect the data base, the instantaneous aircraft locations
should be accurate to 150 feet (i0) or better. Measurements with position
uncertainties of up to 300 feet (10) may be used, but only if more accurate
measurements cannot be obtained. When positional measurements cannot be
made to accuracies better than 300 feet (l10), then the data point should
not be used. If this condition is prevalent over the prime area, then the
prime area cannot be adeguately modeled and ''average' values of effective
impedance will usually provide the same statistical accuracy.

Generation of Warpage Coefficients

Collection of the data base is only the first step in the procedure
to correct for the effects of LORAN warpage. The data base must be
processed by the warpage coefficient generation program to caluclate a
set of fifteen coefficients for each LORAN secondary station. This program
requires the following data as an input:

®The Northeast and Southwest corners of all § correction areas

®_ORAN station locations

®Siave emission delays

®Spheriod Model

®Transmission ranges
®Program constants
- Effective impedance of master station {estimated average)
- Atmospheric vertical lapse factor (0.85)
- Atmospheric index of refraction (1.000338)
®)ata base for the area of interest.
Currently, the warpage coefficient generation program is in IBM card

format and the above data is entered on I18M punch cards. The format for
this data is specified in the program users manual*,

A-12
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The input data base is used by the warpage coefficient generation
program to model the warpage and estimate the effective impedance for
coordinate conversion of each data point. Once the effective impedances
are determined to the accuracy of the data base, warpage coefficients are
generated. The current version of the program uses only one coefficient
to model the master station. The estimated value of master impedance used
for input is also the coefficient for the master station. For each secondary
station, one of the 15 coefficients is the average effective impedance
for that station while the remaining l4 coefficients are constants for a
bth order polynomial. This polynomial is used to adjust the averaage
effective impedance as a function of position within the prime area. With
this method, the coefficients can effectively mode! the warpage and provide
the wide range of impedances needed for correction. This process is
implemented in the second part of the AN/ABN-101 ccordinate conversion
algorithm,

Summarx

For many applications LORAN must be coordinate converted to latitude
and longitude. Changes in the propagation medium over land signal paths
warps the smooth hyperbolic lines of position and affects the accuracy
of LORAN coordinate conversion. The effects of warpage can be correc-ed
by proper selection of the secondary phase correction term but the
selection is complicated by the severity of the warpage. Mild warpage
can be approximated by a regular smooth LORAN grid anu a single effective
impedance correction model. Correction for severe warpage depends on
location and requires an individual correction for each station and each
Jocation. Precision coordinate conversion in areas of mild and severe
warpage requires an accurate data base of known geodetic positions ancg
measured TDs. This data base is then used to mode! the LORAN warpage. !n
the AN/ARN-101 algorithm, warpage coefficients are developed in a warpage
coefficient generation program. These coefficients transfer the warpage
mode! to the second part of the algorithm which selects the proper secondary
phase correction for coordinate conversion. This algorithm has demonstrated
the ability to accurately mode! both mild and severe warpage as well as
the rapidly changing warpage encountered with multiple land-sea-land
interfaces.
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APPENDIX o

STATENERT. OF WORK

L ARPACE COEFFICTENT GENERATION PROGRAM

1.0 TRTRODLCT IO

The nurraen of the ''arpage Coefficient Generation Program (WCGP)
i tn trancfore LOPAL arid calitration data (Loran time difference
reasuranents ot krown cecdetic nesitions) into ARN-10Y warpage coeffi-
cimnts, This “unction is necessarv to define the ARN-1C1 Loran warpage
rowel te orevice recessary navication ard weanon delivery accuracy.
z ."j (JCQD‘_

This effort covers the update, modification. documentation, and
cnecrout of 311 nrearar functions withiv the Warrage Coefficient Genera-
tion "rearan.  All non-renuired program logic will be eliminated, necessary
Tenic streamlinea, recuired capabilities added, nrogram variables
stencardized, and user and analyst manusls prepared providing complete
Gnc up-te-date documentation of the procram capabilitv. A1l options
retained witnin the updated program will be executed by means of a sample
nrchlem, resuits zssessed, and if required, further modifications made
te produce wesired results.

The Uarnace Coefficient Generation Pronran vas develooed ty Lear
“jecler, Inc. [LST) as a sunport program for the AN/ARN-101 Loran functionr.
[t 1as provided to the Armament Divisier [AD) for suppcrt of the AN/ARN-10]
CFLAC/FLLE DTREJINTEE test nrocram, Delivery consistec of a card deck,
seyven Jistine, and User's "Manual (LSI YVI00?). The program resided at
S0 agntil tiaverker 1270, The oricinal) LSI program was then provided to HQ
TOpyeCneY, tanscor AT, YA where it was made operational. ESD Operating
Lacatinr"F At Talin AFR, Florica 32942, received the nroqram in 1979 for
ise it the foiipr MR calibration of the new Southeast USA Leoran C Chein.

The Varna-s Ceafficient Generation Program is currently operaticnal,
Lut its oreraticon is complex and reouires evaluation by an engineer well-
versed ip Lorar., The current jmrlementation incluces subroutines taken
drecily frem cther functional nrogrars which results in unnecessary
sanlicawiorn of routines, calculations, and extensive arrays. The program
is ruenh arcr ane takes longer to execute than is necessary for the
enerLlicn ane e viiuation of war ~-p o oFficients. In addition, the
cecerar gnalveis voegived for sylcessful wtilization is difficult to per-
forr usira t - i dosunentation available,




G.u 0 TeSTECHLICAL RCOUIREMENTS

T2 ocontracter 2hall performn tue tasrs specified herein. All tasks
St v 0r Tt ea auriiyg the paricd of time specified in the schedule.
Prigrities for assioned tasks shall be as directed by the government.
200 Tiadnize ard sielify input/output data reouirements necessary to
cveonte the prooraiv,

LI

Mrovide Cafinition of ail input rarameters with format specifications.

renti1fv sensitive innut rarameters and provide nominal values.

L (ra0iio e Jata neint input onto one card by eliminating the
e uactian ane reformating the remainina data.
L cofortol outaut to duplicate input file format.

. Trovias tegic to icentify and eliminate data points outside the

v € i
R Veeotne orerdination and approval of the government, delete all
cotron o and L Ceated lonic and streamline required logic to provide
e Tierinde and uo-to-date progranming techniques. A1l code must be
ritlor o FUPTUN 0 00 nar ANST STC X 3.10 - 1978.
coi.lad cedify i cell creation process to accomodate residual regions
t Coari coveraqe area.

.o tiandariire 211 variaeble names and reorganize COMMON to achieve
Ghah e s i etuoen voutines to nrovide easier flow of program logic.

oo Trogiee t “initior of program variables, variable names, units of
: arcocted ranges.

S
1
—
J

© ¢ uotiops te consistently maintain numerical significance.

. "L -7 epiectatle snheroid models and allow for user

e s e ), feference Srecification CP1001-004 of Contract
Cobe T Y- iV Cesiputer Procrar: Development Specification
v iann s ater of RF-AC Diairtal Modular Avionics System.

RN H

oo tn Input transmitter elevation and use it in

ci o~ Liteorithm to coipute all areas boundaries given only
(rior . o7 tae nrire area.




(Y

40000 cdify natrixn conversion alaorithm to convert time difference
(7Y errors tu urits of linear measure.

So1.6 Imelecant histngrar nleottine canability for selected program

V1Y Limleren: additional overlav to include selectable nlots of:

A, Date neiots vithin the prime coverage area showing grid
ity 11 toundarics aned cell numbers.

b Zonteur nlots of calculated and estimated impedances for
~icn aster/slave corvination.,

¢. Conteur nlot of imredance error rieasurenents.

<. 1,11 Add to tie rrogram listing comments to fully describe program
focic and coninutatiens teine performed.  (nclude cescription of program
weorint assusmtions, and mathematical modelina techniaues employed).

- Foilering cooivtion of Tesk 4.7, the contractor shall conduct a
creckort of all nproeram controls, options, and input/output formats.

.0 In coordiration with and with the approval of the government,
©eocunbractor tnell prerare samnie problems which will exercise every
~roara clement Theveby denonstratina, te the satisfaction of the govern-
ooty the dnte rity of the comrleted prooram. Test data will be supplied

the woverne *oput Jater then 37 davs orior to test date.

o002 Followir s the aovernment's review of the results oroduced in Task
LoouT, the contracter shall conduct further modification work, as reauired,
tocorract ane roraining nrogram Jdeficiencies as identified bv the
cevernoant o Megifications may take the forrm of additiens and/or chanaes

o onrecree Toaic ard dinnut/eoutprut formats,

DL The certractor shall conduct a documentation effort consistina of
renlacenert of 1oe nresent larpane Coefficient Gereration Proagram documen-
Sitiop (LT YUY OTY Mgy 197R) with the followina:

JVodser's fantal - This manual shall:

coab T Staie Lae chiective of the comnuter program, its potential
renlicetiens. end nrovide concise description of the major elements
voheavs e i U rreoram (f.e., overlays. progrars, subroutines, and
Lo ctions). sarrative discussions anc illustrations shall be used

Sy AN rnnriace,

N

Sooesert o0 s the Yiuials necessary to use the program and

At reca L,




I "“
"1.0.1 Srecifv oand define innut narameters required for each
crecuticn and their lecation and format on the input data cards.
" Ilduntr2ts the data gect seiue for all major options.
SLU5.07.T Soate the output options available and define the output
~aravcters,
SLooa1.0. b Lefinoe output items giving dimensions and units for each
roue ooptien,
oo Shee 2aarn~les of each cutout option.
oo ITiutrote and descrite ~ach ocutput nlot option.
ceei  Mrisens an example of how to exercise the program using a ’

Sor.T0b Cesoriie The problen including assumptions and constraints.

Soobonsl ITndlee o tabular Tistina of the input parameters with the
renorical vatue s ocpe be oused,

DV laet At the total nunched data card setup. -

Sroavst's Yerwel - This manual shall:

Lo cate (et iectives of the comnuter nroagram, state its potential
i e o ar ! omravide a concise description of the major elements
reoct o T e e Tust's Manaal.,

) S el coction whicn describes the application considerations
Eoos o D1 o s Varnaae rodel,
s e oo data cellection requirements,
. .. cdoe the uncalibrated grid oneration.
Sstr o wew menitoring procedures to be used to determine
e Y I S Y
Ve o Lo tiern wiich cescribes the mathematical and spheroid
csine T e updaied computer progrant,
Crocos o _ o mathematical eauations used in each model.
P 111 tne assunptions used in each model.
B-y4
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U002 fetiio all sviibols ard abbreviations used in each model and
~yevicoc Lty urite of each cerstast and variable used.
NLOUTLE Meserite ceardinate sveteme ard transformations for

heraticsl oo e,

L0020 Treviie oosectier which defines the basic desian philosonhy
coecritir e the fealemeptation scheme annlied to the math models,

2,000 Trovile o functicnal block diagram indicating the major
crevts of *re oprogran, their interrelationships and their inter-

s it othior corponents.  Ircludes overlays, programs, subroutines,
£ ~

L 3,000 Previie a lonic diaaram that cepicts the structure and logic
¥ »ac everley routine and subroutire contained in the updated computer

NER JEOTRE DU I

LoRC0N3 Irctuue o alossary of symbols and terms used in the software
Cgurentation,

z "reviae o section which coripletely describes the procedures for
conpCiaine 2nd wocurenting the proorain,

SLo3.0.501Y Provite cperational instructions for the proaram. Include
et reiircnents and linitaticrns, as well as interpretations of all

noegr Y oty
20000 cesorite 'iagnostics and explain all error code messages.

[ncit > Tistina of the comnuter program in source lancuage.
nLrL e rite 011 source card formats identifvine their purpose
Pl funetien,

20302 Followdire the qovernmert's review of the results rroduced in
= aunuband LU500, the contractor shell conduct further modification

ot ooag renuice!l, to correct eny deficiencies identified bv the qovernment.
oL The contractor shall install and exercise the computer program on the
08 zornutur at Lalin AFER, FL., This task will be completed when the
Leantter aveerar (orpnnina on the walin comnuter, is able to duplicate the
ctaut reselts ontained durine e proarem checkout phase, Task 4.2 above.
Teeogoyerirert 3T arranae feor tie use Ly the contractor of the Eglin AFE

Coat e,







