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DISCUSSION AND SUMMARY

Tue second meeting ot the Coordinating Croup on Modern Control Theory brought into sharp focas
both the wice range of spplications ot medern control theory to DOD weapon svsiews and a clear necd
for the services to investigate ths full potential of optimal contrsl and estimation theory in
! defe:ding againsc highly ssneuvering targets. Overall, there vas ge.eral agreement that these meetings
are constructive and have brought together into a single forum all of the participants actively engaged
X in modern control theory. The Chairman had raised the is=ua of inviting ocutside contractors into these
\ proceedings. Views and opinfons expressed by attendees appeared to indicate that this matter was more

complex than appeared on the surface. The Chairman =subsequent'yv set this issue aside for further study.

1t wis announced that the 3rd meeting of the Coordinating Group or Modern {ontrol Theory will be

hosted by MICOM in mid -October 1981,

Next pag: is biank,
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APPLICATION OF MODERN CONTROL THEORY TO THE
DESIGN OF A HELICOPTER TURRET CONTROL SYSTEM

N. Coleman aad K. Lee
U.8. Army Armament Research and Development Command
DRDAR- SCF-CC
Dover, New Jersevy 07891

N. K. Loh
School of ingineering
Qakland University
Rochester, Michigan 48063

D. K. Chyung
Division of Information Engineering
University of lowa
Iowa City, Towa 522642

ABSTRACT

The design and hardware implemen:ation of optimal turret conrrollers for the XM-97
helicopter turret control system are considered. A mordular appreach of implementca-
tion consisting of various comparible plug-in electronic modules is emploved.
Extensive laboratory experiments in the form of non-firing and firing tests are
carried out. The performance of the optimal turret is found to be much more satis-
factory as compared with that of the original turret in both the non-firing and
firing tests.

1. INTRODUCTION

The design of reedback controis using optimal regulator theory. observer theory and
optional filtering theory has received a great deal of attenticr in the literature
over the past two decades and conrtinues today to be an area of active research. it
is rather surprising, therefore, especlally considering tke maturity of the theo-
retical development to find relatively few applications of these modern design
techniques to the actual design of feedback control systems. One of the principal
aims of this paper is to bridge the gap between the thecry and application and
demonstraie the potential of this methodology to the design of precision weapon
nointing systems.

Each of the designs presented in this paper, with the exception of the second order
torque observer of Section 6, was implemenced on a modular analog controller de-
signed specifically to facilitate the hardware realization of state variable com-
pensators. Phyeical constraints inposed by the analog electronics :recluded imple-
mentation of many control designs, including the design presented in Section 6,
which could perhaps subatantially improve pointing accuracy. Discrete time versions
of these higher performanre control laws are currently heinpg developed for imple-
mantation cn an 8086 nicroprocessor-based digital pointing svstem which will be
tested on the XM-97 turret during FY8l. &Some prelinimarv results along this line
are nracented in a separacte paper of this proceedings.

The material presented in this paper is organized as follows: Section 2 gives d
description of the XM-97 turret control svstem and the mathematical models .red in
developing control law designs. Ar optimal regulator design using a three-s:ate
turret model is discuszed in Section 3 and a two-state design is developed in
Section &. Section 5 presents a two-state design with a first order Luenberger
observer to gstimate and suppress torque disturtances due to recoil and base motion.
Although rhere was mismatch between the observer and the disturbance -sodels, this
design did provide some improvement over the previous designs. A second order
Luenberger observer which is better matched to the actual input disturbance is dis-
cussed in Section 6. This design was not implemented, althovgh simulation results
are provided for performance comparison. Non-firing and firing test results are
presented in Section 7 and 8 for the optimal two-state design. Performance results
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of the remaining controller are similar for a given value of the cost functional
: weighting factor gq;;., and will not be presented here.

2. SYSTEM DESCRIPTION AND PERFORMANCE OF EXISTING TURRET CONTROL SYSTEM

The XM-97 helicopter gun turret control system shown in Fig. 1 is essentially an
inertial load driven by a pulse width modulated split series DU motor through a com-
pliant gear box. The transfer functions of the system are as shown in Fig. 2. The
system consists of two controllers: one controller positions the gun turret in ;
azimuth and the other elevates and depresses the gun cradle and the gun. The two }@
controllers are functionally similar and independent. As shown in Fig. 2. the only :
difference between the two controllers is the gear ratic N which is { = 620 for the

azimuth channel and N = 810 for the elevation channel.

The gun turret control system employs angular position feedback and angular velocitv |
feedback as shown in Fig. 2. With the state variables chosen as shown in Fig. 2. :
the turret dynamics is described by the foliowing 8-dimensional vector differential

equation {(for both azimuth and elevation channels),

x(t) = Ax(t) + Bu(t), x(0) = LS (@8] ﬁ
1
where ?
; x(t) = Ixg{e) x5(0) x3(t) x,(t) xg(t) x,(2) x5(0) xs(t)lT. 9;!
X xi(t) = gun turret angular position relative tc the hull (radians). ‘§
xé(t) = motor angular velocity relative to the hull (radians/second),
: xa(t) = motor torque (foot-pounds),
' x&(t) = pun turret angular velocity relative to the hull (radians/second),
xs(t) = power amplifier output (volts),
xe(t) = low level electronics outpur (volts),
x7(t) = geared down shaft angular position relative to the hull (radians),
xg(t) = output of tachometer feedback loop (volts), :
t xr(t) = gunner command input (radians), h
{ u(e) = control input (volts) = x (r) - x;(t), t
3 and A and B are, respectively, 8xB and Bxl constant matrices as given (see
below). The actual and simulated step respons: in azimuth and elevation are given
3 in Figs. 3(a), 3(b), 3(c) and 3(d).
The XM-97 turret mcdel shown in Fig. 2 is further simplified as shown in Fig. 4.
Since xj, x) and x, are accessible for on-line measurement, this model was used to i
develop an optimal three-state regulator design discussed in the next section.
[ o 0 2 1 o ] 0 o ] o ]
a0 q 0 e’ ° 0 2ame!® o 0 ’
0 9.60, -sxtal ) wics, 0 ) 0 o
s’ 9 ° RN ) 1108a10° @ 0
1:fa 0 0 0 -sa10? 3.750:10° @ asend!] 0 eefo
-5.095:10° 0 ) a ° o 17000 0 3.095a10%
o (7} 9 0 0 0 ] o 0
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3. THREE-S5TATE OPTIMAL REGULATOR DESIGN

The open loop turret model required for the three-state optimal regulator design is
readily derived from the simplified turret model shown in Fig. &4 by removing the
tachometer feedback path containing the filter Gg(s). A block diagram representa-
tion of this model 41s as shown in Fig. 5. It should be noted that sight rate feed-
forward is automatically incorporated into x9 state to ensure good tracking response
as well as good stabilization r»sponse. The aifferential equation representation

of this open-loop system is glven by

x(t) = Ax(t) + Bu(r) + Fv_, x(0) = x_, (2)

where

x(6) = [xp(E) %y(8) x4(e) 17,
Xy (£) = . (£) = xj(t)

= error between the position command input xr(t) and the actual gun angular
position xi(t) (radians),

xy(t) = Nvi - x,(t)
= error between the velocity conmand v

and the ectual motor angular velocity
xé(t) (radians/second),

r

x3(t) = motor torque (foot-pounds) (converted to motor current for feedback),
xr(t) = X, + Vrt
= step~-plus~ramp position command input (radians),

u(t) = control inputs (volts),
and A, B and F are constant matrices given by

B 1

0 § 0
A-1|o0 0 '-]jxlol' ,
K 9.6p; -500

[ o 'l 0

B=|0 L Fs |0
| 2.00625x10%p1 -9.6p,N

The prime cont-ol objective is to drive x(t) to the zero state and at che same time
minimizing a quadratic performance measure. To achleve the objective, the control
u(t) is splir into two parts,

u(t) = ufb(t) + Uff(t), (3
where u¢yp{t) is the feedback component responsible for driving x(t) to the zero state
and u55{E) i3 the feedforward component responsible for accommodating the velccity
commarn

v..

r

Substituting Eq. (3) into tqg. (2) yields

x(t) = Ax(t) + Bug, (t) + Buge(t) + Fv.. (4)

From Eq. (4), a suitable choice for the feedforward contrcl uff(t) is given by

9. 6N A
upple) = —2 oy D (5)
ff 2.00625x10° T *T

Substituting Eq. (5) into Eq. (4) vields,
x(t) = Ax(t) + Bug (t). 6)
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Now consider the quadratic performance measura
s 2 ~ Z 2 2
J = Jolqllxl(t, + q22x2(t) + q33x3(t) + rufb(t)]dc (7a)

T maxn) + el (o)de, (7b)

where g,,>0, 9,420, g..>0 and r>0 are weighting constants, and Q = diag{qy1. 92,.

q }wit&laiag{agf}denégfng a diagonal matrix with diagoral elements q i{ 1%he First
tg in the intéfrand iz chosen to discourage large angular position érror x;(t) =
x (t)-x{(t), the second term to discourage large angular velocity error xp(t) =
Ner-xi(t). the third term to discourage large current associated with x.(t) and the
last term to discourage large control input voltage ug(t). The relatiVe importance
of the various terms may be adjusted by choosing suitagle weighting constants qjji.

In general, large qi4 indicates the desire to keep x§(t) small. In our present case,

we wish to make the actual gun angular position xi(t to follow the commanded angu-
lar position as closely as possible. Hence the firast term in the integrand will be
weighted more heavily by choosing large value for q)j.

The optimal control uup:(t) which minimizes J is given by (1] - (21}
ufb(t) = uopt(t)
= -r-lBTKg(t)

= klxl(t) + kzxz(t) - k3x3(t)
= k]ixr(t) - Xi(t)] + kzivr - Xé(t)l - k3x3(t). (8)

where ki, kg and k3 are optimal gain constants, and K is the positive-definite sol-
ution of the algebraic Riccati equatimn

ATK + KA + Q - kBr 1Tk = 0. 9)

It should be observed that [a,B] and [A,/Q] are completely controllable and com-
pletely observable, respectively, i.e.,

rank [B}AD | A%ZB] = 3,
£ ATT A2T 2Ty -
rank (ol 1 A™/QT 1A% /Ty = 3,
where rank [+] denotes the rank of {-] and /Q is the square root* of Q.

Hence Eq. (9) has a positive-definite solution K. From Egs. (5) and (8), the com-
plete control u(t) is given by

u(t) = Kl[xr(t)-xi(t)] + Rylv-x5(0)1 - Kqxqa(t) - kv, . (10)
Substituting Eq. (10) into Eq. (2) yields the optimal turret control system
(0 = Ax(t), x(0) = x_, (11)
where
0 z 0
A-lo & “He10®
2.00625x106p1k1 9.6p1-2.00625x106p1k2 —-500-2,00625x106p1k.3

The numerical values ¢f the optimal gains ki, kg and k3 for different values of g
with q22 = 0 and q33 = 0 and the values of the feedforward gain k_ are given Iin
Table 1. The corresponding eigenvalues of the optimal turret control systems, i.e.,
the elgenvalues of A, are also given in Table 1. The output errors of the three-
state regulator designed with q}] = 5 are as shown in Figs. 6 and 7 for the follow-
ing step and astep-plus ramp inputs, respectively,

xr(t) = 35 milliradians (mr),
xr(t) = 35 + 17.5t milliradians (mr).
MNote that after an initial transient, the turret tracks the input commands perfectly
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TABLE 1. OPTIMAL GAINS AND EIGENVALUES OF XM-97 MELICOPTER TURRET CONTROL SYSTEM
| Channel Aztmuth Chaansl Elevat{os Channel
Cholce of 4, 3 10 13 5 10 I3
¥ 2.2361 3.1621 1.8730 2.2361 3.1623 1.8671%
. Opt tmald by 1es3ex107 | 2.00270007% | 2.2327m107% Lasziao *§ oaseno™® | 1onenio™t
i . Calns ¥, | -1063mmio” | 12roaana”?| 1laoesn1a”? | 526900007 | 1 1078x007) |y 22010007}
¢ v, | rossrnn | 7 966701070 | 2 0seruna7? | 3.a739a1077 | 3073007 | 5 8259u107
: . -21.980 ~26.12% -28.%00 -19.2% ~22.483 15197
+322.004 +126.181 +128.98) *118. 248 +122.896 €125, %46
Eigenvaluep
of -21.980 -26.128 -18.900 -19.236 -22.98% 25,297
2 &—H -J22.004 -126.181 -y28.383 -§19.284 .122.896 RTINS
by [ 40872 -498.72 -498.7) -498.72 498,72 498,72 {
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4. TWO-STATE OPTIMAL REGULATOR DESIGN

The three-stite open-loop model in Fig. 5 can be further simplified by removing the

high frequency pole at -500 and thus eliminating the motor toraue state x.(t) as

; :hown in Fig. & The equations of motion of the two-state-variable model dre given
y

oo ey
TR

x(t) = Ax(t) + Bu(t) + Fv_, (12)

8 .
where x(£) = [x3(t) xp(0)1T, x;(t) = [x_(t) - xJ(t)), X,(c) = (Nv_ - x}(t)] ar
b defined in Eq. %2), agd 1 r 1 2 ) r 2 e as
k ) -

0 1/N ¢ 0
A= , B = , F =
: 0 -1.28 -2.675x10° 1.28N
t As before, the control is split into two parts given by . }
t u(t) = ufb(t) + uff(t). (13) L
Using Eqs. (12) and (13), the feedforward compoaent uff(t) is determited as
ugg(t) = %f%%f;ag v, = kv, . (14)

Substituting Egqs. (13) and (14) into (12) yields
g(t) = AE(E) + Bufb(t) . (15)

Consider the performance measure

3= 7 tagyxice) + ruf (o) de, (16)

where q11>0 and r>(Q are weighting constants.

The optimal control which minimizes J is given by
ufb(t) he uopt(t)
= -r 18Tkx(t)

= kyx (1) + kyX, (L)

= kyIx () = x{(€)] + K, [Bv, - x5(0) ], an
where ky and kg are optimal gains and K is the positive definite solution of the
algebra}c Riccati equation
ATk + KA + @ -kBr 187K = 0 (18)
with -
a O
Q-
0 0
Substituting Eq. (17) into Eq. (153) yields the optimal turret
x(t) = Ax(t), x(0) = x5, , (19)
where
0 1/N
A=
~2.675%10%,  -1.28-2.675x10°k, :
P
8 i
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The numerical values of the optimal sains k, and k, for differ-nt values nf ¢y,
together with the value of the feedforwird faln kp~and the corcesponding ciyenvaln
of A are given in Table 2. 'The output error regponses of the two-state regulator
similar to those of Figs. 6 and 7 have been obtained but will »t be shown nere
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Fig.8 SIMPLIFLED OPEN-LOOP XM-97 HELICOPTER TURRLT CCNTROL SYSTEM
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TABLE 2.  OPTIMAL CAINS AND EIGENVALUES OF XM-97 HELICOPTER TURRET COBTRIL SVuabM
3 {TWO-STATE-VARIARLE MODEL)
: [ - -
B Channel Azfmuth Casnnel Elovat,ua t hanunel
LI H 10 13 5 10 _7—-*31‘5
5 1.2361 1.162) 3.8130 2.2161 3.1621 IR
Optimal 4 “ a
2 1.59492107 1.9055%40” PRI U RTITTO [CIRCI Foowaont
falhs ’
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5. TWO-STATL OPTIMAL REGULATOR WITH DISTURBALCE ACCOMIODATION
USING FIRST-ORDER TORQUE OBSERVER

(me of the advantages of applying medern control theory Lo the desivn ol Yeedbaoy
compensators is that external disturbances v bu explicitly modeled and compennss
in the centrol law design. This approach generally requires some typo ol obuery
or rilter to estimate the disturbance input states and its success depends | ta a
how well the model used in the observer des:un matches the actaad
The first-order torque obscrver discussed in this- seciion

tdarpe eatent, on
disturbance inputls.
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hasved on a step input model of the disturbance and was implemented and tested on the

XM-97 tuvrret to obtain a better understanding and insight irto the performance of 3
turret control system and the observer. As the simulation results in Figs. 11, 10,

and 13 show this design provides some improvement in low frequency disturbance sup-

pression but provides little or no improvement against higher frequency disturbances.

However, actual firing tests showed that the first-crder torque observer did provide

performance improvement in terms of projectile dispersion (see Fig. 22 in Section 3).

The discussion in Section 6 will show in a fairly dramatic way that the torque ob-

server does significantly improve pointing accuracy when the observer model more

closely matches the actual disturbances.

The block diagram for the open-loop turret with disturbance input given in Fig. 9
and the corresponding equations of motion are given by

x(t) = Ax(t) + Bu(t) + Fv. + GCu(t) (20a)
y(t) = Hx(t), (20b)
whare x(t) = [x1(t) x (t)]T, Mp(e) = fwpfe) - x{(r) ), x3() - iNvp - x5(t) | are as
defined {n Eq. . y(t) = [yi(t) yo(t)} is the observed vector, w(c) is the dis-
turbauce torque, and A, B, F, G and H are given by
1 1/N A 0 ajy 0 . 0
A= L B = =
5
Lo -1.28 LO ~az3 | L-z.e75x10 -b.J
o B - -
0 1 0 0 0 1 {1 0
F = = , G = = , H =
q BV I R |
| 1.2.N £ ] | ~107/3N g 0 1

The control objective is to drive x(t) to the zero state in the presence of the
disturbance torque w(t), and ip the same time minimizing a quadratic performance
measure. To achieve the control objective, the contro! u(r) is split into three

parts as

u(t) = ug () + upe(t) + u (t), (21)

where ug (t) is the feedback component responsible for driving x(t) to the zero state,
ufg(t) 15 the feedforward component responrible for accommodating the velocity vom-
mand vy, and (t) is the feedforward componeiit responsible for accoumodating the
disturbance torque w{t). It can easily be shown that uff(t) and u,(t) are given by,

respectively

1.28N 2
Uff(t) = -2-—5—5—;;6'5' Vr = krvr . (22)
u (g) = - 10* wt) & -k w(t) . (23)
w IN%2.675x107 w

Substituting Egs, (21), (22}, (23) into Eq. (20) vields

x(t) = Ax(t) + Bug (©) (24)

Consider the performance measure

3= [T lagyxi (o) + ruf, (o) ide, (25)

where q11>0 and r:0 are weighting constants.

The optimal control which minimizes J is given by Eq. (17}, i.e.,




ek e
g

o app(8) = uopc(t)
' = k% (8) + k%, (1) (26)
= kpIx () - x ()] + ky[Nv, - x5 (1) ]
]
The numerical values of the optimal gains k, and k, for different values of qy; 1f
; together with the values of feedforwarg gaiAs ky afid ky are given in Tahle 3.
: Note that kj, kg and ky are the same as in Table 2 but are repeated in Tabla 3 for
E convenience and completeness.
! TABLE 3 OPTIMAL GAINS FOR ¥M-97 HELICOPTER TURRET CONTROL SYSTEM
. - P
i ! Azimuth Channel, H=620 ; Flevaticn Channel N=81n0
; 3 7 7 e — T
;G ! 5 e 15 5 10 15
‘__.__4; + T —— e~ - - !
Lk, ¢ 2.236 3162 13,873 i2.236 3,162 3,873 3
ST | ' ! , ‘
Pk, 1 1.595x107% 11.906x107% [ 2.114x107% [1.390x107% 1 661x107% 1.843x107" 4
K. . 2.967x107% |2.767x107% 12.967x1073 !3.376x10'3 13.876x1077 3.876x107
E e 2.010x107% 12.010x10™> |2.010x107> {1.538x107° 1,538x1077 1.538x107° i
4 ! i 1 R S - P i
1
From Eqs. (21), (22), (23) and (26), the complete control u(t) is given by
u(t) = klxl(t) + kzxz(t) + krvr(t) - kww(t) . (27
Since the disturbance w(t) is not known, the control u(t) can be implemented as
uit) = klxl(;) + k2x2(t) + krvr - kww(t) , (28)
where ;(t) is an estimate of w(t).
The estimate Q(t) of w(t) considered in this section will be generated by a Luen-
berger observer (3] - [4]. For simplieity, the disturbance w(t) will be approxi-
mated by a random step function described by
w(t) = o(t), w(0) = w_, (29)

o

where o(t) is an unknown sequence of Dirac impulses included tc take into account of
the random jump in values of w(t) [5] - [6].

Augumenting Eq. (29) to Eq. (20) vields

x(t) A'G x(t) B F ] [o
-——- = --&- EEERT I L BR ST =5 B I v ti-- a{t)
w(t) 010 |} wir) 0 0 J 1
A - - - .
= Ax{(t} + Bu(t) + er(t) + Golt) , (3Da)
; ¥ - 11,0l x(0] = Hx(t)
w(t) (301)

where the various vectors and matrices are as defined. Since the matrix pair [A, H]
is completely observable, i.e.,

rank [HY | A% HT 3 a2T W7} ‘ :
3




1 0 0 0

E-"h" . T ' e
-

3

3

2T HT

1 ]
1] [
) [ ]
= rank 0 1 ! 1/8 -1.28 ‘A
1
0 o, 0 -10%3m.
‘ the unknown disturbance w(t) can be estimated by a reduced-order Luenberger obsecrver. y

7

A reduced-order Luenberger observeyr for generating w(t) of w(r) is given bv {7;

: w(t) = p(t) + Lx(t) (313
a . :
F p(t) = -LGp(t) - LBu (.} - (LA + LOL) x(t) ., (31h)
E where
L= i) f,] (110 ;'i
: . N N - i;
i u'(t) = klx(t) + K?_XZ(t) - kww(t) . [ h.
]
The elements 5., and « of the gain matrix L are to be chusen such that the obseswer ‘}
3 is asymptoticatly stab}g. Note that only ¢jzaffects the stability of the ohserver. b
It compounent form, Eq. (31) mav be cxpressed as
w(t) = p{r) + xllxl(t) + Ll?xlz(t) ) ({2as
p{t) = \lzgp(t) + "-lzbu () ~ -llnlzgxl(t) +
. .2 .
(3123527111212 ¥ P80
4 3
] = 3R 1p(0 + 2 675x10% w20 e (o)
4 2
Fo /N LB, + BT T () (570)
1 block diagram for implementing Eq. (32) i= os given in Fig. 10.
In the actual implementation of the reduced-order Luenberger observer, the following

values will be chosen for ihe gain matrix L and for the weighring constans a1

L = [0 -47 ,

4 =
Witk the above choice of L and 9y1s+ Eq. (32) reduces to, with N = 620,

w(e) = pe) + 4x,0t) (33a)

PCE) = -201.5pCe) + 1.07x10% (1) = (y)

80.9x,(L 7.
The simulazec vesponses of 4, (t) for the azimuth -hannel and for ditterent values
of frequuncy of rthe disturba&ce w(t) are as shovm in Figs. 11. 1. and 13. We remark -
that the choice of 73] =  in the observer gain matrix simplifies implementarion bur
with a resultant loss of information provided bv the state variaole x1(%) This
results ia some degredation during the observer trarsient but is relatively insiynit-
icant.
E
12

B S




NS e o

i

-
3
+
¥r N -
-
"2 1
s L
N
+ 4 X, X!
*r + * v + h 10 2} 1 !
— —e§ 535 1.5 n.62 — — —
h A ls Ns
. RE—
G.019?
Fig.9 SIMPLIFIED OPEN-LOOP XM-97 HELICOPTER TURRET CONTROL SYSTEM
WITH DISTURBANCE INTUT (TWO-STATE-VARTABLE MODEL)
. -
L0~
1
vl
. (i} — e om
I'
P + -
Fig.10 OPTIMAL XM-97 TURRET WITH FIRST-ORDER LUENBERCER OBSERVER
I £M-97 TURRET (ONTROL SYSTEM % XM-9Q7 TURRET CONTROL SYSTEM
=Y o
2 .
o
‘?'. Co 2
=4 o1
NN ¢ WY
S Yo \ \/\’
x_.u ==
4 2
¢ o
R 2
QY ey ey e S b | ‘3"}"""—"" AU Sty pad T R s =
a.00 0.8 IGTO Z 4% .2 400 0.04 0% 180 ¢ 40 3 ‘Cw
w.. 11 RESPONSE OF x,(t) - Fip. 12 RESPOLEF OF x,(t)
-AZIMUTH CHAN% ‘ " SAZIMUTH CHALSEY

coma s et e i e e T

Bad Sy vie 3 T’i’_‘.‘J

ot




[

5 XM-97 TURKET CONTROL SYSTEM

Bdaad s
HI.NSIIEILZEﬁili

=
F
. 2 s
d
P IEN
2 Cor
. dd
E 0 AWV
i Lo
\ o
2
! @ ) i )
f “o.m 0.80 160 Zvw s Iy
E Fig.13 RESPONSE OF x, (t)
- AZIMUTH CHANNEL

6. TWO-STATE OPTIMAL REGULATOR WITH DISTURBANCE
3 ACCOMMODATION USING SECOND-ORDER TORQUE OBSERVER

In this section we discuss in more detail the important issue raised earlier that
. the ability to suppress or reject disturbances in a control system using observers
is very much dependent on the quality of match between the observer mcdel and the
acrual dis_urbance. We illustrate this point by designing an observer based on a
senusoidal model of frequency 1 Hz with observer poles placed at -25+j25. The
disturbance dynamics takes the form -

ivl(t)-l 0 1 wy (8)
w(t) & - (34)
wz(t) (‘Zﬁf)z 0 wz(t)
Lam,
where £ = 1 Hz.
The cobserver equations are given by
- - -] -] .
7 wy (1) py () ‘11 ‘12 xl(t)—
w(t) = = + (35a)
AR Py (t) a1 22 | sz"”J -
. -~
] =M - LBu'(t) + (ML-LA) . (35b)
p,(E) Py (t) x4, ()
|2

where M = A, - 1G. The G matrix in kq. (20a) is now given by
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Q ¢
G - r
-7 0 é
i
where g = 10 /3N and the observer gain watrix L is chosen such that the ubserver )
pcles (ergenvalues of M) are located at -25-325. Since un‘y , and « ., affect the
placenent of the observer poles, we simplifv trhe discussion by Fetting™7 LT £
again with a resultant loss of information from the measure xl(t) With Chese™’ i
simplifications, the observer equations for y(t) are [
wl(t) Plkt) '12_I '
i = + i n, (1) (36a)
_WZ(C)J Do (L) ‘2z |
- 7 —
. — i
p 5
Py (0) 128 1 r py(O) J—.z 6752107 '
= + u'(t)
2 5 i
p,(t) ~bnT+ L8 4] py(t) 2.675x107.,, |
- < . - = cL
2 10" L h )
0 1aGRD o BEE X0
+ (Jéeh)
2, 10% A
0 S4Tiyp L12L22(§Tﬁ) + 1,28-22 L_xg(t)
A block diagram representation of chis svstem is shown in Fig. l4. The choice of !

12 T 9.3 and 222

225.16 places the observer poles at -15-]25 as required.

The performance of the two-state optimal controller under step position cormand with

qg = 5 and the second order torque observer given bv Eq.
1 16 and 17 for sinuvnidal disturbance inputs at 1,

(Ve

(36) are as shown in Figs.

5 and 10 Hz respectivelx. The
1 Hz disturbance is perfectlv cancelled after an initial rransient as would be ex-
pecred since the observer model perfectly matches the disturbance input. The stezd:
stave pointing error increases slightly as the disturbance input fregquency and cor-
sequently rhe model mismatch between the observer and the disturbance increases.

In all cases, however, the performance is improved over the previous designs. Cur-
rent efforts are being directed towards developing accurate models for torque input
disturbances due to recoil and developing designs based on these models for imple-
mertation on a microcomputer-based controller to be tested in Aurust 1981.
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Fig.14 OPTIMAL XM-97 TURRET WITH SECOND-ORDER LUENBERCER OBSERVER
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7. NON-FIRLUG TEST RESULTS

The turret control designs discussed in previous sections were all implemented on a
modular analog centrol device specially designed €or test and evaluation purposes.
In fact, the modular approach of implementation makes the device readily adaptible
not only to a variety of controller designs but also to c¢ther armament systems as
well. A detailed discussion of the control electronics used for implementaiioa is
beyond the scope of this paper. ‘'lhe interested reader is refecved to the final
report for more information on this subject.
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Eath control coucept implemented on the XM-97 turret waas subjected to two tests
during the non-firing test phase. In the first test, a step reference command in-
put was applied and the transient response of che turret was analyzed. 1In the
second tesf, a constant tracking command input was anplied and the resuliing steady
state error investigated. Figs. 18 and 19 show the responses of thne origlunail
turret and the optimal turret to a 35 milliradians step input command. The perfor-
mance improvements of the optimal controller over the original design are readily
upparent in verms of settling time, overshnot, etc. Tghle 4 summarizes the step
responsas and tracking rasponses of the original turr=t and the optimal turret for
cost functional weighting factor qp; of 5, 10 and 15. Since the performance of the
vptimal designs were similar for given coet functional weipghting, only the optimal
twio-srate results are shown.

TABLE 4 COMPARISON OF STEP AND TRACKING KESPONSES
OF THE OKTGINAL AND OPTIMAL XM-97 TUKRET CONTROL SYSTEMS

. i e
[ Azinuth Channel Elevation
1 B g U O
| Settling [Max Tracking Settling Max Tracking }
L Time (sec) |Error mr/sec Time (sec¢) krror mr/sec ;
— \ L -
] 175 mr |35 mr |87 17.5 {175 mr{ 35 mr 37 117.5 i
| System; Q Step :Scep |mr/sec mr/sec| Srtep |Step mr/sec mr/sec
Original : ]
XM-97 NA 1.3 S.SG 2.74 2.86 1.2 1.125* 5.0 | 5.0
s1 .50 | .375| .30 | .80 ] .75 | .50\ .20 | .30
S . 1 R _-__,:
Optimul - , . . :
Des’gn 10 .50 .50 .20 .50 .625 .625 2 7 ,
} -
15 .55 | .5% .40 .50 l .625 625 L 5 Aj
i i VR 4 o
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i
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8. FIRING TEST RESULTS

Extensive firing tests were conducted to evaluate the performance of each control
system design in the presence of recoil disturbances. The weapon used was the
M-97 three barrel 20mm automatic cannon with the XM-9. turret mounted on an Al-1
Cobra helicopter air frame. The entire system was suspended from a six-degrec of
freedom simulator located in Rock Island Arsenal. Firing took place with a 1000
inch range using a paper target and with 20 pound bursts at 600 pounds per minute
rate. Since linear motion of the alr frame was not compensated, the first seven
rounds in each test will be ignored in the performance evaluation in order to per-
mit the hull motion to reach eqrilibrium under firing conditions.

A comparison fo projectile shot patterns for the original XM-97 turret and the
optimal design with g1} = 5 and 10 is as shown in Figs. 20-23 respectively. The
nunbers indicate the order in which each projectile was fired. Since the auto-
matic cannon has three barrels, it follows that every third round was fired from
the same barrel.

As can be seen from Figs. 20-21, the original XM-97 turrer pave wide dispersion

pattern of impact points, and the projectiles from the three different barrels were !
all intermixed in random pattern. On the other hand, the impact point pattern of

the optimal turret was quite different as can be seen from Figs. 22-23. Not only

that the overall dispersion pattern was much tighter than the original turret but

also projectiles frnm the same barrvel were now closely grouped together forming

three distinct groups of dispersion pattern according to the barrels from which the

proiectiles were fired. The relevant statistical data are summarized in Table 5.

TABLE 5 SHOT DISPERSIOU (mr)

Original XM-97 Optinal Design
Barrel {1 4.26 .23
Barrel #2 3.58 .96
Barrel #3 2,22 .96
All Rounds 5.23 Z.56

Test v 276 Test o 207

Original System reginal system
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9. CONCLUSION AND DISCUSSIONS

The design of optimal controllers for the XM-97 helicopter turret control system
has been investigated. Hardware implementation and fabrication of the optimal con-
trollers using analog electronic components have been carried out. A modular ap-
proach of implementatrion consisting of various compatible plug-in modules has been
employed. Extensive non-firing and firing tests have been conducted for both the
original turret and the optimal turret. The unor-firing tests are conducted using
step and step-plus-ramp command inputs, while the firing tests are conducted with
20-round bursts at a firing rate of 600 rounds per minute. The performance of the
cprimal turset has been found to be much more satisfactory as compared with that of
the original turret in both the non-firing and firing tests.

The stndies carri-d out in this paper have shown that modern contrcl theory and es-
timation theory are useful and practical design tools for rhe development of preci-
sion weapon pointing systems. Furthermore, in view of the fact that qualitative
performance requirements, such as fast system responses, reduced system oscillations,
improved hit probability, etc., can be transformed directly into quantitative design
criteria, modern control system design techniques may often be more easy to apply
than the classical design techniques in many practical situations. With the advances
of high speed mini-computers and microprocessors, more weapon and industrial systens,
both advanced and simple, are being designed using these intelligent digital elec-
tronic components. Modern control system design and synthesis techniques can best
exploit and utilize the decision-making capability of a digital machine to achieve
the kind of system performance vhich may otherwise be unattainable.
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10. FUTURE WORK

An 3086 micro-computer-based digital weapon pointing svstem is currently under de-

velopment and is scheduled for testing in August 1981, This svstem will incarporate

observer designs based on more accurate models of the actual vecoil and base morion
disturbances.

Laboratory evaluation of digital control algorithms which compensate fYor barrel
motion, friction and variations in plaut parameters will be carvied o0 durinpg rn:
with follow on evaluations on XM-97 turret in FYB2.
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SUB-OPTIMAL STATE ESTIMATION AS RELATED
TO PREDICTIVE FIRE CONTROL SYSTEM DESIGN

Toney R. Perkins
U3 Army Materiel Systems Analysis Activity
Aberdeen Proving Ground, M 21004

ABSTRACT

The engagement of maneuvering land vehlcles with gun systems place extroewe
pertformance reruirements on the fire control system designs. ‘'the effectivencs:s
o' @ gun Tlre cuntrol system deperds on the capabllity to provide an dccurate
t'lee control solution, Ll.e., predict the future position of the target o proujec-
vile tike-of-flight later. Non-linear prediction is shown to nul oniy Haprove:
performance but to also increase avallable time for firine ageinst mancuaverin,
tarjeis,  Sub-optimal, uultie-variable, adaptive estimation appruaches arce

shown to linprove (he effectiveness of predictive fire control systews.

cuensitlivity analyses are presented that relate system lunatced errors Lo Lrack i,
nolse and predictlon order, Relationships between system stablllity and pertora-
ance r'or two baslc types of t'ire control systems arc presentoed.

INTROLUCTION

This paper dlscusses the fire control system problem, the nature opf land vehleie
mobility and agility and the abllity of predictive fire control system Lo
efrectively engage maneuverlng vehleles, Existing performance speclitications
do not satisfactorily describe the level of maneuverability c¢xpected In a
tactical situation, Rather, present specifiicatlions deflne performance require-
ments for fixed vehicle speed and heading ucvement whielh have resulted {n the
development of fire control system designs that are significantly aegraded in

4 maneuverling target envirecrment. The probliem is addreased, in general, Fur
the four cases of Tlring vehlcle-target vehlcle movements. The processes
required in the Jire control solutlon are identified and the sensitivity of
system performance to the propagation of tracking errees 1s discussed. The
5tability and performance characteristics of two generlc fire control systen
conf'iguretions are analyzed in some detall.

GUN FIRE CONTROL BYSTEM PROBLEM

The purpose of gun fire control systems 1s to have a projectile, tuat has been
fired a time of flight previously, impact the target that was sighted a time

of flight earlier. The critical motion parameters that degrade the pertformance
ol predlutive Clre control systems have been ldentitied as cyclic osviliations
exhibitin§ frequencles that are within the motion capablititics of tactisal iona
vehiieles. Tracking error does not in ltsell cause the perlorsmnoce e raddatio,
The Lnabllity of the f'ire control system to delerafne the mution aeprivatives

of the llne-~of-sight (LOL! to the target and predict the {uture pusition of

the target are the two rain Pactors that cause flre controd systen depradatlon,

The error 1n the ablility of a fire control system to cause the projeetile to

Intercept the target a time of flipght later s referred te ac total gun polnting
{TGP) error. TGP error ls defined as the offset between tte actusl pun pointing:
direction at round exlt anu tie location of the target centrold at round impact.
The TGP error 1s the sum of the propagated system Induced (L1) errors angd target
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friliced (TI) errors (1.e,, TGP error = SI errors + TI errors). The &I errors,
considered in this study, are the tracking crror (difference between the trackee
LOS and true LOS to the target) at the time of rfiring and the estimation errvors,
(difference between estimated LOS states and true LOS states). 'The SI errors
propagated through & projectile time of flight result in a kinematie lead
ceror, The TI error is caused by the target motlon during the time of r'iignt
of" the projectile. It is dependent on the order of the lead solution In the
t'ire control system. For a first order lead system the TI error is tne
Jifterence between the actual LO3 movement during a projectile time of t'li;ht
arid the propagated LOS movement assuuning perfect LOS rate at the time of

fire. The first order predictor system T1 error ignores the prescnce of actual
tarpet acceleration at time of firing and durlng projectile flight tine.

For a second order lead system the TI error 1s the difference between the
actual LOS motion during a projectile time of flight and the propagated LOI
movement assuning perfect LOS rate and acceleration at the time of rirlng.

The second order predictor system TI1 error accounts for target acceleration at
time of flring but 1gnores the target acceleration changes aurin, projectile
r'lipht time. This distribution of errors is shown in PFlgure 1. The ballistie
t'lipht cnaracteristics of tne projectile are 1gnored.

The fire contrel solution occurs during a short time interval which is re-
lated to the time of flight of the projectile, The motion conditions of bolh
the firer and the target are needed to understand and solve the flre contrcl
system problem. Four motion conditlions exlst: stationary flrer-stationary
target, stationary firer-moving target, moving firer-stationapy target, and
moving firer=-moving target. The stationary firer-stationary tarpget is the
least dynamic situation and 1s the least complex case, and the moving flrer-
moving target is the most complex case. For cach of the cases, the LOS betwei:n
the firer and target is the key to which of the four ['ire control processes

are belng called upcn In a demanding manner.

Iire Control System Processes

A fire control system may be broken down into four distinct processes. Each
ol these processes are present in all types of fire control syatems. They
are: tracking, estimation, prediction, and gun polnting. In specifiic designs
these four processes are accomplished in different manners.

The tracking process 1s important in all four cases. PFor the moving firer

cases, tracking becomes more critical because the base motion of the firer

must be compensated and 1t may be affected in a secondary manner by tarsmet

motion, Tracking 1s usually accomplished manually and is concerned with the
alignment of the sight reticle with the target. The gunner is involved directly
at this stage and accuracy of tracking will vbe a characterization of the ability
of any given gunner to perform the task. Test data obtalned {rom experimental
investigations can be used to determine tracking error means, standard deviations,
and correlation time constants useful for bullding models of the tracking

errors.

The estimation process 1s the intermediate stage between the tracklng process
and the prediction process and its configuration 1s dependent upon the order

of the predicetion process. Estimation 18 the process of filtering the tracking
data to provide the necessary target mution information reguired in the predic-
tion process, The accuracy of the tracklng data will ini'luence the performarice
of the estimation procesa. The system error induced by the estimation process
decreases with improvement in tracking accuracy.

frediction of target future position to obtaln intercept between projectile
anJt target is dependent upon an estlmate of the present motion of the taryet
and vhe time of flight of the projectile. The autput of the estimator 1s not
4 compi~te description of the present motion of the targer, therufore, the
predlctor does not have the necessary !nformatlicn to calculute the target's
future position exactly. If restrictions are placed on the allowsble threat
motiuns, then %he predilctor's abllity to determine 1ts future position is
lmproved. Oversimplification of allowavle threat motilons has placed unrealils-
tically simplifiec¢ requirements on the operation of the estimatlion and
predictlon processes. Reallstic threat motions are determined by the moLll~
ity capabllities of ta:tical vehicles., In the past, the majority of targets
that have been studied huave beern nonaccelerating.: The requlirements of an
estimator and a predictor nr thils type of motiun are tc combline the apparent
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turget veloclity estimate and projectile time of f:lzht for the lead soluttion.
e regquiced lead {8 constant and can be realized arter some settling time.

The exiatence of accelerating targets requlres the asysten to :levelop constiantly
changing lead angles, hence, the need for non-lincar prediction.

An lmportant point to observe 1s that, for the stationary filrer-aovim Lac, et
ciase, the prediction process 1s required to provide ,jun command orcders thal
orlent the gun to account for target motlon durinmy the projectlite’s tlae o
fitght, whereas in the moving firer-statlionary Lar .t case thils predictian
process is not required because tre LOS exlsting buuween the Cleer and tars-l
at lnstant of firing does not move during the proj-vtile’s time of rlight,

For the moving firer-moviny target, the LOS also naves after projectile tiring,

The gun pointing process 1. rzaquired to align and srtabilize the gun alony; the
predicted LOS to the target., The stabllizatlon ana response of the gun
pointing loop are major concerns for fire control syatem pertormance agalnst
mancuvering targets. S8tabllization of the gun polnting process could have

an adverse effect on overall system performance. The moving Ulree ciases will
stress the ,un polnting process most severly but it Is possible toat the Sun
pointing process will be =qually stressed for the stationary Clrer—aoviog,
target case with non-linear prediction.

FIRE CONTRCL SYSTEM CONFIGUKRATIONS

The three currently used fire control configurations are known ad manual or
iron sight, disturbed retlcle and stabllized sipghtedirector systems., A foirth
method called closed loop refers to projectile spotting to adjust the t'ire
control solution and is not considered in this discussion. The manual fire
control system uses the brute force approach and concentrates on stahilizing
the gun position exclusively. In this system the lead 1s introduced manually,
therefore, there 18 no automation of the fire contro. estimation and prediction
processes. The disturbed reticle system stabilizes the gun position and distacbs
the position of the trackinyg reticle from the gun line positinn. Tn this
scheme the tracking, estimation and predictlion processes are inseparable and
the fire control solution 1s automated. The rejectlon of firer vehicle baswe
motion is difficult to accomplish in this type of system. The last system to
be considered is the stablilzed sight«dlrector systen., ‘The tracking process

is accomplished by a tracker which 1s 1lsolated from the [lrer vehilcle base
novement. The resulting LOS orlentavlon 1is referenced to lnertlal space, as
contrasted to the gun line for disturbed reticle systems. 7The estlnation
orocess 1s the intermediate link between the tracking process and the predictlon
process. The prediction process uses the estlmation process outputs combined
with projeceile time of flight to determine the gun pointing commands. The

gun pointing process uses the estimated LOS to the target suwnmed with the
calculeted lead to position the gun line.

How well a flre control system confliguration pertorns is a function of target
movement, firer movement and fire control system design. The analytical method-
ology required to study this problem should be constrained to real tlpe solutlon
mechanlams. Another way to say this is: post data analysis tcchnlques

using data obtained from Fleld tests will not provide the Insight that s
required to obtain an understanding of the relative performance of different
fire control aystems. Probabllity of hit information 1is useful for an assess-
ment of systems that have been flelded but is not appllcable for tradeoff
studies of the type required in this study. Analytical methodologles such as
servae mechanlism synthesls and modern filltering tecnnoloyy are required to

gstudy this problem.

MANEUVERING TARGET DESCRIPTION

A ouanzitative description of the threat 1s required to evaluate the perform=-
ance nf fire control systems operating agalnst maneuvering targets. To develop
this description, it 1is necessary to consider the mobllity and agility charac-
teristics of threat vehleles in a reallstlc combat environment. A thorough
description of anticipated maneuvering seems to defy identification becuause
threat maneuvers constitute a large set of possibilitles even when conutrained

by tactlical doctrine, driver pollicy, terrain and vehilcle capabil!ties, Two
approaches, analytical and emplrical, are avallable for consideration in the
attempt to ldentlfy the maneuver characterlstlcs of land vehlcles. An analytic
approacvi would view each maneuver as belng composed of elements from an ldeallzed
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pituuls wlodlovenents. Aun emplrical approach would view Llho m@duecdvets o ad il
aetually occurred during limited tests for different types of manvuvorin:
veehieles.  Netther of these approaches provide a complete uincuver desceripting
bt g conmbination of tlhiese two approaches coffers some adviantayes and is thre
b lorpie stdopted. The analytie approach willl partially overcome Ul e it o
ness ol the emplrlcal data base while the empirical data will offset the
sathematlceal ideslizations of the analytic methodology.

Lapieleal Approach

\nxun using empirical data to demnonstrate the performance ot a pgun rU'lee conuegi
; base-~line performance can be determined with no concerns arising tros
tion of the mancuvers. Since the number of mancavers Wwill be rathen

, they nelther provide sufflcient information about the robastrness o oa
caonteonl sjesipgn methodolopy nor the pathology when the Vire contesl o2

degrade, When Jdemonstrating the pertoraance ot a Uire
nynL atnst experlmental data, caution sust be excr2lsed Lo
Lise rical data 1s properly lnputted to the Tire control

settoeringg aff the Jdata rates and nolse levels of'ten pequip--s son: preprra
it edperloental ddta to prepare (o fore ase in siamiarion rtaaies,

saalgtle approach

Ao anpplement to Lhe ecapirical approsch, the analytle approxch 15 ased to
trivestisate sensitivity effects for a larger group of movenents,  Dimalating
new or pathinlopical maneuvers requlire that the analytie capabllity supertopose
Sneavers arlsing from randon dlsturbances and intenticunal, voluntary veillaole
driver commands .,

The random dlsturbances may be represcontest 1n terms of tlie histories or power
apeetral Jdensities. The time hilstory approiach is based on tue doevelopaueat

o' 1omathematical model of vehlcele movenent, influenced by torrata eflects
amd arbltrary deiving nabite of indlvidual deivers., It 1s assumed that Fur Ly
vandon effects caused by terraln Irregulartities or drilver Luput, the vehiloie
woal l folluow 1 straipght lineconstant speed path.  Mancuavers are vicwed as
poertarbaticns on this strafight lineconstant speed path.  Appareat aceeleration,
Avt), which Is corr2lated 1n time, uccounts for the vebicle's deviation from a
stratpht line path.  Mancuver capabllity 1s expressed by Lhree guantifies:

the varlance, or magnitude of a{t), the cyelic mancuver Prequency and the

L ilme constant of the maneuver.

[ntentional, voluntary vehicle driver commanded motlon ot land venlcles over
iln 1s 1 complicated subject In 1tself and will not be iInvestigated {n
stidy. It 18 recovnlzed however, that an interactlon between vehicle
nursepover, welght, suspenslon, and locomotion concepts Jdo combine with terrain
uver whilaeh 14 1s moving to provide Jdifferent levelr of moblility with respect

to 4 r'ixed reference frame., Therefore, different vehicle desligns wllil have
dirferent wouvll!ity levels defined in terms of mcetlon and derivatives of motlon,
Aility Is closely related to mobrility and yet 1t is a =<lti-htiv dit'l'erant
Semcrtontan of Intent tonat vehiteie aetione Wher:s sobr ity 1esapribes tpe
Cnrdeieenl, of a0 ovenlel From one 1oest oo Lo another oeatbon b oA, Tveetl j
U T et Lty deseribes thie vellole's abltity Lo alter Lg cean pati,

Phec

)

SEUSITIVITY OF #IHE CONTKUL PROCESSE

Degradation In gun polnting accuracy results from t4o mdjor crrol sourees—oyoetes

and Larger Induyced errors The target induced crrors are caused by the motiorn
aof the target Jdurlng the LLme-oF-Flignt ol the projectlie, JSince the target
has the capabllity to maneuver withln constraints of the terratn, vehicle
shapactarigtios and drliver polley during a projectile's time-of-Flirht, there
ts no such thing as a correct (perfect) lead solution.  he lead solution is
based on the projected target position using the present target states and
projecetile tune-of-flight. Therefore, the target inaueed error, In peneral,
cannot he reduced to zero for a moneuvering targeft.  However, 1t can ecasily ho
shoun that pruper selection of the prediction prncess is rapable of reducing
the pun polnting spror dus to target motion.
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The systenm tnduced errors apre made up of blas and ratndon orroey esadnarting e
specific components and subsystems. The propagatlon of lhcuse vorord Jdugradc
the performance of the fire control system, The sys3ten induced errors of
nzior concern are those occurring in the tracking process. Senslitlvity analy:
hive hoen performed to evaluate the degradation of gun pointing commands to
Lracking provess errors,  The analysis conslders the ire control proo
h-: tnterfaced in tandes with no feedback of outputs tu a previous proce

analysis 1s further limited to a segnent of a manvuvering target path
Wl wWe atenerataodd by oaoman-avering Lurgel gt olnai S
malytiaal ly generated path provides an exact time bl
{postitlan, velocity and acceleratlon).
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Thee Sracking process is modeled oy sunming random ereors of Known varlsaee Wit
tiee outpilt of a perfect LOJ sensur.  The output of the iracking process Lo, 4y
aefintttion in LOY coordinates, however, cartesian coordloates are aused by
saolce and not a limitation ! the methodoloyy In thne estlaetion procagses

For sinplification the transtormatlon from LOS to carteslan 2ooridinat
eagpt Lot 1 prlor to o adding tracskiog nols-.

A dab-optimal, adaptive aal: tilter (Kb) i3 usea o
int peneric Tire control systes ander consiisz
nrocess signal is processed by tne KF S0 providge a4 " pave wft T
tarset states (position, velucoity and acceleratiorn). tintitioa creoers
are alnimtized by providing the fllter «ith tne caorrect varlance ol Tre ob-
servatlon noise. In practice, thnis pevfect match of noilse varianee s nob
1ciiievabie but can be approached with mtalled errep analyals of Lhe tes
s or with software methodology to estlmate tne noisoe. The latier 13
probably deslrable and necessapy because the varluance of tae track lug proce
error L not Time Lnvariant in a4 combat enviroument. e AF equalions aaga
theory wre Well known and are presented elsewhere, €53 However, e dadaptlve
feature of the des&gncd KF, which regqulres online compuwatian of e Filter's
satln, ts outilned, The adaptive, time varying galn is »bu: by otoengingg
the varlanaz of the uncertainty of the embedded targetl dynamlas, as s lanetion
of the est mated path geoinetry. The forcing functlon, p , lor tae target
dynamics 1s modelea as a random (Sausslan nolse) rate of chamge of acceleration
The varjance of p i3 defined in the body coordinates of the Larguet as constant,
Jdiagon.l elements of the Q matrix. The Q matrix ls rotated as tne target
mane . vers to provide a time varying Q matrix in the filter's coordlinate systuesn

SR o EH ST
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The sensltivity of the estlnates tc the tracklng process nolse {3 evaluated

for a typleal maneuvering target path. The ground track of thoe sangaver 1s
shown in Figure 2. Tne maximum speed and lateral acceleratlon are 10 wmisec

and 2 m/sec+, respectively. Figure 3 shoas the degradavion in veloclty estl-
mates as the standard deviation of the tracklng process noise an tie assume]
position observation 1s lncreased from 6,05 meter to 1.0 meter. The degraiation
In the estimates of lateral acceleration for the same ncise levels 1s shown in
Flgure 4. A comparison of these two flgures shows that the velocity estimates
are not as sensitive to the propagation of traczking nolse as the accelieralion
estimates, ‘The prediction process provides the coammand for pointlng the gun

to the predicted target position. The estlnatea future positlon of the

target depends con the order of the prediction protess. Tdeally, one would

like tu forecast the target position so that a projectile filred a thae-of-rifgut
pearlier would arrive at a point in space oimultanzously with the target.
Unfortunately, only the present states, which apes Vel Whoaann cAne Uiy,
avallupie tor ause in computing Tuture target positilon.

1t

With knowleds? o the true fature postitlon of the tapseb qualianie Urup tne
target motlon slaulutor, the degragation in the gun polnting upaands o oo
ovaluaced for Jifrerent tracking errors. Tacget inlaced crears ol The
prapagation of the tracking process nolse are analyczed to 2vaisate theie ottfes?
on gun polntlng commands.

‘The target laduced errors are functlons of target mancuver characteristles, pro-
jertile time of Plight and prediction oraer. For a glven preal-tion ori-r ang
witn perfect knowleuys of the present target state ana time of Tlignt, the
resu'lting target induced errors are lower bound prediction errors.  Effectes of
tlme of flight and order of predlction are shown Ln Flgure 5 Uor 4 wﬂneuvnrinﬁ
target whouse maximun speed and lateral ac =ioration Is 10 @msec ang 3.5 m/73ees,
Prediction errors are itmproved for desreanoes In Line=ol=Uilght and hipgher

order of predictlian
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Slrst owsier pre-dlcetlon 1s linear andg requires only ancurate estluates ot veioooty
to approach the lower bounds of predlction error. Second order predictior
regqulees not only accurate velocity but also acceleration estlmates to minlmize
the prodictlon errors. Flgure 6 shows the standard deviation of predictiun

crror Toe the tarcget maneuver shown 1n Figure 2 as a tunctlon off time-of-fii rt
anid varlances of tracking process nolse for first order prediction, These
resacts tmdiecate that the degradation in predicticn error s mintmizea as

the quality of tracking improves. However, the exlstence of the .sower oun
wileye tor sceeond order prediction provides additional improveuent, nob reagioo
by I'trst order prediction. Assumning position observations [input to tuae
Altii a 1c¢ nolse of 1.0 meter, Figures 6 and 7 show tnat taere {5 no lar,e
ditterence between first and second order prediction, However, secoil orider
prediction with a reduction in the tracking process error to 0.05 meter (2%
nicroradlans at a range of 2000 meters) provides a significant lmprovesent {n
the lead solution., Unlike first order prediction, second order prediction s
not only more sensitive: to the tracking process nolse but also to the observa-
rion state. Flgure 7 shows that laprovements are reallce! U the vbservation:
Aare rates rather than postoion. I tracking acecuracies of Jola moser 24
Jeroradian/sec anw 2000 meters) are achleve:d, the predictlon ceeor s slunina
about ten percent of tine lower bound {or second order prediction,

LN

T™he lead errors discussed above are the differences between the predicied ang
actaal target posltlons for glven tlme~offlight. Targets are not polnt souroes
and & more meaningful criterla for evaluating the system is the percent tlme
un tapget Tor a specified engapement time. Assumling a target sive of 2.3
meters X 2.3 meters, independent of target orientation, the peecent time on
taryet foc the same tracking accuracy in Flgure 7 1s depicted in Figure 8 or
times of flight between 1.0 seconds and 2.5 seconds,

STABILITY ANALYSIS OF GENERIC FIKE
CONTROL SYSTEMS

Generai Discussion

The three baslc flre control configuratiens ln eaxtstence: mandal, dlsturveq
reticle ana stabillzed sight-iirector have heen ldentiflea In teras of how

the fire control processes are mechanized. All extsting operational systemns
dtilize the human operator to null the difference hetween the observed target
and the reticle position. The degree of participation of the numan In sach of
the three types of fire control systems 1s considerably different. Concern
about the stabllity of the ciosed loop man-machline system 1s an lmportant con-
slderation in determining performance and 1s one of the primary distinguishing
Features that characterizes the effectiveness cof the three types of fire control
systems. In the manual system, the tracklng, estimation and prediction proc-
esses, are performed by the man and the machine serves only tO orlent the gun
line in aczordanze with the information provided by man. The tracking is
performed by the man in the dlsturhed reticle and stabllizea sight-director
systems, however, 1t 1s accompliished differently. The estimation and predic-
tlon pracesses are also mechanlzed differently 1n these two tyones of [ire
control systems. One of the 1mportant inherent advantages of a stablllized
signt-director system compared tc a disturbed reticle system is the decoupling
of the tracklng process from the estimation and predictiocn processes. The
turret and gun position serve as the reference from which the reticle 1s disturbed
in the disturbad reticle esystem. Involvement of the human gunner in the turrer
loop for the disturbed reticle systaem and his absence f{rcm the turret loop for
the stabilized sight-director system is & disvingulshed Jeature of the systemns.
The tracking process 1s, therefore, more lsolated from the astimatlon, prediction,
and gun pointing precresses 1n the stablilzed sight-director system.

Disturted Reticle Fire Control System

One flre control configuration in current use 1s the disturbed reticle concept.
The following discussion 1s intended to descrice in detall tne functlons of
the disturbed reticle fire control system and identify the four processes,
showlng how eacn 1s related to the other. “lgure 9 descrlbes tne signal flow
and the four ma jor processes are ldentified In terms of where 1ln the system
each is acecnmpllshed.

The input to tne system {eg the LOS from tne target Lo the retlecle ol the tracking

system. ‘The numan Operatvor moves tne ndndle bar controller Lo ailign tne reticle
of the tracking syastem to be colncident with the target. The aolllty of any
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hunan controller to accomplish thia task defines the quality nf che tracking
process, Handle bar controller output, which is directly relat:d to the LOS
rate, 18 used to drive two 1interdependent subsystems. Ths tirst s the turret
servo which is coummanded to rotate at a rate direclly proportional to i
handle bar controlier deflection. The second subsystem driven Ly the haudle
bar controller 13 a lead screw servo and reticle system. The dispiacenent oy
thie lesad screw servo is directly proporticnal to the flltered nandle bar
controller deflection multiplied by the projectlle time of tlight. ‘The Leas
screw dlsplacement 1s used to peslitlon the retlicle of the tracking sysed.

diese are twe dlstinet teedback slgnal paths in the distuebed reticle cont’i_ur-
ation and the human 1s a series subsystem in both patnus. Anvtner lapottant
observation is to note that the slgnal loop made by the turret servo-~man=tianile
bar controller is a degenerative feedback iloop because ot the negitive swoalng
Juriction. e signal loop made by the filter-tine of flight lead servoreticle
servo-man handle bar controller is a regenerative reedback loop because uf two
negative summlng junctions. During normal operazion of the disturbet retizic
sysbten, the performance of these two feedback paths glve rlse to a dynasical
system that exhlbits sone undesirable performance characteristics. Withsau
further crossfeed compensation, the closed loop performance of the Jdlstiarbead
reticle system is at test marginally stable. 90 covercome tnls condbltion,
compensation slgnal paths are added. The basle conpensation 1s a4 Lachometor
yenerator slignal from the lead screw servo which 1s conbined with the turret
servo 2rror slgnal. This composite signal is fed to the turret seervo and the
reticle servo to compensate for the dynamical mlsnitcen that occurs in the
reticle and turret servos. Hawever, there 1s no such thing Aas a pertect coapens~
satlon and the undeslrable performance characteristlic alluded to earlier can
never be completely nulllfled, not to mention the potentially precarious sifau-
tion that might cccur 17 any failure or galn change oc2urs 1n the compoinsaclion
paths.

The important thing to observe about the root locstlions in Plgures 10 and 11
is that there are numerator roots in the right half of the 3 plane., This
arises from the baslec disturbed reticle conflguration and sust be conslderad
fixed 2lement phenomenon 1n this type of systermr. The pcles or denominator
roots describe the systled operating point for a systes pain of zero. The
zeroes or nunerator roots describe the system operating polnt tor a systea
%aln of Infinity. The dotted trajcetories connecting these two extremes are a
plctoirial descriptlon of the oporating point locli for all iIntermediate galus.
These systems exhiblt conditional stability because aof the presence of posivive
feedback 1n the egulvalent transfer function bhetween B and A. These ars
dif'ferent closures than exist {or a negatlve fredback Lhat occurs when both
the reticle and turret crossfeeids are present a3 shown in Figure 12, The
existence of these simultaneocus crossfeeds from the lead screw servo and
turret servo error to the turret servo and reticle servo tend to ~ffuset the
non=minlmum phase root condltion shown in Flgures 0 and 11.

In summary, 1t 1s the location of the operatlny points that determine the
system stability characteristics. The frequency content of the teracking error
18 directly related to the cperating points, but ejually important 1s the
magnitude of the tracking error which i3 influenced by the lncatlion of the
numerator roots of the c¢losed loop transfer function. Thesc effects are
interrelated, but the fundamental underlying regquirement is to achleve an
adequate stabZlity margin of the closed iloop system. This stabillity considera-
tion 18 tmpurtant fopr fire control system performance and the designers aust
take these factors into account. The end raesult 1s systewm performance which
rnay be acceptable opr not acceptable.

It can be asked why 5o muco concern about thls situation because disturbed
reticle systems have perforned saticf#ctorlily in the past. Perhaps “hils s
so, but with the introductlon of maneuverling targets, the verfornanue of thls
type of syatem may be adverse.ry affected. Whea the target LOL, Op, snown

in Pigure 9 moves at 4 constant rate, the human operator ls reguired to nove
the hanilebar controiler a nominal (lxed amount. The turret serve delelops &
fixed nominal rate and the lead servo assumes a fixed nomlnal pesition. o
then becomes the task of the hwnan to perturbate tne handlebar controller

about thls normal posltlon in order to minimize the tracking —rror.  wWhan Lae
target LOS rate 15 not constant, which 18 the situation for maneuverlinyg tur.ets,
tne handlebar controller mist be moved conslistent with the changlng tarw:t

LOS r=2te. The nominal handlelar cuntroller position 1s not the only differance
in the system operatlon For maneuverling targevs. The turret serve avrelerac.-s
and cicelerates and vhe lead screw servo 1ls constantly belng driven to a new

27

ane

i
F
1

gk s e i




e

o e

posiLLon. The new position of the reticlp 18 a result of these two si; nals
Pty The dynamie perfommineoe slamanohes e __;'A".," R e IR A A
ror the non-maneuvering targeta and the tracxlug perlavmduu( wlaoe Lu o degliadcd.

e e constantly chaineing target LIS rate. The exta gt ’f' !

Tuts aerradatlon occurs From the inapility of the closed lonp ﬂy“tﬂm LO A curAale

eoteny pat Loy

sorethover GrEiedgtatedly ‘llV{‘)l\ Lo the casuds anniyst, b .
natares of this degradatisn will he observed once a sufficiently Cloge SUrvVey
of' the tracking error 13 made, It 1s imperative that tie resalting stantlis
marsin o0 the c¢losed man-machine system be large to lnsure acoont o To nepl e,

Vit o aVerinns Loareen g,

Aty

5

Hetent work has shown that Ltastical CAPZELS CHIl cXeridbe Sy
1‘L1rn that when projectile tives of light o L.o=J.0 soe are oo
et Induced motlon after projectile filring will sy vaxeessiye 5ot
wWwhen linear prodlctor flre control systens are assumed and aoreover tnese
Wisa -ilstances can be significantly reduced when non=linear or higher order
vredictor {ire control systems are employerd. These observations indioate
e Loundary ulss dlstances are possible for non=linzar ead systems.  Waen
it tuadatlon s presentad to the Tles control designor, nid inclination i1

1

oo te ronsbder the possinility of inciuding non-tincar pree i
conuioi o systen,  In the dlsturbed retlele configuration
tiic aay beo oA desicn tmpossipiiity because HF o LUV 1

tivte fron the operatlon of the Jdlsturbel rotinie
tracklmg errar requleea Tor nontinear L
ek ing error for first oprder predlctian
ystam Inanced errors for the non-linear
ne tarmget induced prediction error impro R
wrder prediction. The kay ingredient for wnis sitiation n sRlat lnon
antroil system 1s to have nigh quality tracking.

(rEr

vetwee!
mIst Lve

I thne nuemn tracker is replaced ty an automatic traciker the performance limita-
*1ons inpesed by the lcop structures in a disturbed reticle systen my negiate
the poteontial ﬁmprovement attainable from the luproved tracking. W5 s the
sonpiad nature of she tracklng, estlmation, predistion, amd stabiiliation
Frocese occarring IP the dlsturbea reticle configaration that re
LUOWLh to better tlre control system performance, espeatiily Agilast
neaverlng targets,

Sravilized Sight-"drecior Flpe Contro: Systen

T

A staniileed sight-director fire control systed, ahown in Figare 13, Is actunlly
ta0 Clistlnet systems that are broughit together to accomplilsa the tracklng,
estination and prediction processes of a fire control system. Stavillzatiou

of the tracklog system 1s independent from stabilization of the turret., The

stibiliced sisght 1s decoupled from turret and null motlon by the reverse torquing

of the cater <£imbal of the tracker tu account for dilsturbances of the tracser
base w#hich {35 mounted on the turret, This decoupling enhances the ability of
the tracker %o maintaln colncidence betweer, the 3ight retic’e and the target
LOS. The stabillzed reticle posltion can utlllze both position and rate
feedback to augment the stability of the sight. The orientationn of the sight
reticle is, therefore, an independent process {rom “he turret -otlon.

e
U

Poasitioa anl pate of the LOO are T3 Uy 4 Sliter
fereine the nevessary Diformation abouwt the

T yitesyy % 1.
P S B (W

it wliin Lo

L atian
o

Lo el oty e Latrel gerve Urai e : erte MU Ui-dariabiae
timl Lechnoiogy can be applis $ .J.urr. capbtoave e ity oof toacwing
b reallsed from the stabilized sight-trackers Therelore, either ilnear

~linear predlctions are pessibllities for the rire control solutlons.
aceeleratlons are to be estluated, the sprroprlate oieling of Larget
s oand trac¥er unvertalntles will ve regqulesed to Inssre that the Jdegrec
of suu-optlnailty is aot execessive. One very siynificant jins Por coupling
e estisastion and tracklng process 'n a favorabice manner is Yhe utilizaticn
of sixht line rate alding feedback to the tracke ohtdalired from estimation of
tiie Larget rates and acceleration,  Thls concept relaxes toe Llasg <f the human
Lracker or auto-tracker and will Lmnrove the mtniaizattion of tracking error.

sartput of the target state estimatoer 1s used 1n wwo separat: paths, The tiers:

path uses Op and Op to drive the turret servo as a direclor to toliow
the Lracker N3, The seiond signal path combines target state estimates with
projectite time of Pl bt el offsets the yun Pron the Lracker LOS by the
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dppropriate value to peiqnit lntercept of projectile ane tacget a tluwe or -
riisht later.

“erformance of th: stabillzed sightdicector system shoii:l not bLe

r by maneuvering tihrgets to the extent that the disturbea revicie system is
- - rraproatised, The basie reason for thils is =hat the tracking systes s coon-
tially decouplea Crom the lead prediction systen. However, there arc sone
inherent stabllization problems that can occur in tnia configuration and
they are Aaccentuated by the temptatlon to oktaln nigh perlormance of the Lun
polnting proecess. The arycument goes as follows: wlth incpenced tracees

¥

LA, Yhee oan o stahb
5
0 - 0 1 ! N Y

yoor - . —_— 1 o Lt - - . N . B
L R I Lheer Gl g Sapariling ot . AU B

3 Ty NARERS P P y PP
puerforaance belng requlred of the tarret servo Lo folload Lhe Lucreb 2oomrn ia

. f

lTlzatlon servo oarn be

KRSV SR ol S

the stabllity of the turret servo may be compromised because of the high galn.
L haa
i

e

in the Jdirector-follower loop. Experiecnce with similar types of syst
AnowWwn that because of non-rigid gun tube and hull strictures, the tal
? 1aop system w3t be phase stabillized and rnot gain stabiilceed, as 15 %
] Fop less pesponsive systiuems suel as Jdisturbed reticle systenas, Tt
suphisticated compensatlion clreults to overcome sSystem instabiilttics,

stawlliced sight 1
o [SOSSITIN B it

tae bage of tne stabll s owlgna
the stanilizag sishe cectbor sfotuin Are Hnown

.
; pasle root locus ovtaline: in tnae disturbeu et
i
1

<ore lneluwied. The dotted ilnes show tne ool
the galn is inereased.  The aaaition of saries
tracker transfer funstion; such as Ty 35+1 , which

- s

7o S+l

2
airalght-Torward manner wili ailter the shape of tne loel Lo obtaln an sptiaiod
vperating point, whi2h would be difflcult in the alsturbed reticisz systes,

The fundamental purpose of the tracking process 1s to align 05 witn 0-.
i Afmiltaneously any disturbances on the stabliized slght are ensdated Ly
E orientation of the sipht base thereby stupllfylng the trasning tasd.

s CINCLUSIONS

The inherent ability of a stabllized signt-dirsactor Cip: 2ont
couple the tracklng estimation, prediction and gun pointing
exploitead to Improve effectiveness wien engaglng meneavering ta
tracking 1s necessary for non-linear prediction and auitivartavi
degign technology if required to achieve the needsd accuricy of >
state =2stimates for tnechanlzing non-linear prediction, Further stuales are
requlired to ldentify the specific details of the resulting system uesign, A
compl ementary methodoloyy employling stability and perforsance snalyses will
assist In this quest.
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NON-LINEAR LEAST CHI-SQUARE ALGORITHM
AN IMPROVEMENT ON NON-LINEAR LEAST SQUARES

Richard L. Moore, PhD
Armament Pesearch and Development Command
Dover, N.J. 07801

INTRODUCTION

Because of the high cost of testing, many large weapon systerms carnct be tested
over the full range of possible battlefield parameters. As a result, the
developer and the reviewing authorities have come to rely on syster simulation
tc demonstrate the system capability over the range of untested pararerers.
These simulatiens also are useful to investigate the change in performance
resulting from possible subsystem modificatiens. In some important progrens,
the Goverumeut relies on simulations of competing systems tc indicate the
relative performance of these systems in situations for which no tests hov.
been made, although of course, simulations such as these have been valide’

as much as possible by system tests. In these instances the procurement
decision rests heavily on the validity of the sysrem simulations. Cencequently
the need arises for a generally accepted procedure which is without questicn
fair to each contracter and which provides the maximum amount of objective
judgment about the validity of the simulation. In any such procedure the
CGevernment must be able te rapidly evaluate simulations furnished from a
variety of sources.

The precedure must be workable and economical -- that is it rmust apply a lot

of leverage to the problem with regards to manpower, -- corputer nrogrammers

and engineers -- the cost, -- computer running trime and validation experirents --

and elapsed time. Implicit in this discussion §s that plarning for syster simulation
validation rust be completed before the first system RFQ is issuecd.

RELATION TO OTHER METHQDS

Many methods are used for system simulations: !onte Carlo, analog, hvbrid, and
digital simulation of differential equations., A variety of special and peneral
purpcse programs are available for the sinulator’s use. Among therm are "SPERT",
YACSL," and HIT PRO." The problem for the user of these simulations comes vhen
he need: to compare theory with experiment and asks the questions: low geed is
the theory? 1s the agreement bastween theory and experiment good enough to
validate the simulation? (As an example of these questicns see Pastrick (i,2).)
Another question to be considered is: Cculd it be that the expericent was
defective in any way?

Many simulatiorns have not been prepared in such a way so that they can be used

to answer these questions. 1In the first place, the simulations zre not designecd
to adjustc parameters to fit data. In the second place, the system itself may be
=0 complex that the computing time for complete svstew simulation is so long that
adiusting the parameters to achieve a betrer fit between sirulation and experiment
is not feasible. Thus & new procedure is needed to combine theory and experiment.

The procedurc suggested by this paper is the use of the least chi square coumputer
program to simulate the major subsystems of a system sirulation and validate it
agalnst teast dats.
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CRITERIA FOR COMPARISON, AND ITERATION PROCEDURZ

In fitting data to non-linear models of system performance such as systems of
differential equations, the usual criteria is tke iterative minimization of the
sum of the squares of che resfduals. Other criteria, such as generalized least
squares have also been considercd and demonstrated (3). In peneral, as Aitken (4)
noted with respect to generalized least squares, the criteria to be used are &z
matter of choice. In other words, we are free to decide whether least squares is
the best criteria for our purpose. A particular concern with che ordinary least

: squares procedure 1s whether the residuals are consistent with being Jrawn from a
% random sequence.

: Mary tests have been devised (5) for this purpose. One test of speclal interest
¢ in this paper is the Box-Pierce (6) test which is the sum of _he squares of the
avtocorrelation coefficients divided by their variances. A typical term 15‘]:/Vj.

Given all these tests, no way had been devised to adjust the parameters tc better
satisfy the data until it was proposed that this criteria be rombined with least

; squares to o tain a new criteria; least chi-square (Moore, 7, B, 9). By finding
the parameters which minimize chi-square, the probabilicy is maximized that the
residuals should come from a popuilation with s given variance 9,7 , and from a
randcat sequence. The variance be independentiy determined from theory or measure-
ment as the measurement error.

Thus, a probability can be: generated from the computed chi-square which nermits the
statistician and decision-maker to compare the 'goudness of fit" of the simulation
of several quite different systems. In this way a dirvect comparison of the wvalidity
of the simulations can be made.

W™ o YREPTY

The figure of merit, IT, (chi-square total) is the sum of oe"d'd and E ‘q'/vi
the Box-Pierce number. =

1 DERIVATION
We will follow the procedure and most of the notation of Aitken (4) for generalized
least squares:

Let the representation of the vector of data:

u= {u(xl)t ulx,), ... U(Xn))
by the theoretical vector, be:

y={y(x), yixg), ... Y("n”

Let g* denote a colummn vector of k + 1 coefficients independent of x such that:

6'!(01*,9,‘,8.‘....0;*0
Define the matrix P+ as the matrix whose ith row is

ayii ayi* ayli

86, 20, FY)

F..

(The asterisk symbol * will be used tc indicate an estimate or the indicated symhol’
where convenient. However, it will not be used on complex expressions involving Xr o
d'd » and r; because of typcgraphical difficulties).

In this expression VJ“is defined as follows:

Vit=joto. Lo kvittelooio. ol vt=foo. ol M
dgolo. .o 0001 | soo0..... 01
000i0.0 {000 5

L 4
J
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e = 1 -1 2

o AP

In these, the subscript "j" indicates & unit value in each of the ith rows and (i + jith
column.

If v. is the variance of r? , then Xt =0 "d'd-*g_ rti/v
] j T e i J J

}=
and: n, = d'\/‘-‘d /(")
(Note the difference between yf'avd J;“J
On differentiating ( XT’ ) with respect to ( 8* ) and substituting

{a*} = P* [86*] - u*.

?
as an estimate of the increment of the residuals needed to minimize Xt , the
algorithm for &6* becomes:

i86*] = [P [ P*]7! P*' T u*.
where:
2 vt
1

k- -
= -1 Q. =
P=iry any SR MCIVERE z?_' ()t v,

Sy

1f T eauals I, the expression for 8" reduces to L ip¥l P"«”.  uhich is the same as
the algorithm for ordinary non-linear least squares used In such computer programs as
provided b7 both IBM and CDC libraries as well as in SAAM-27.

By inspection, P*'M' replaces P* 1in the ordinary expression. To modify the ordinary
expressior, I' is compnuted, P*', is pestmultiplied by I', and tbe product placed in the
computer memory where P*' is normally stored. x_? is substituted for d'd wherever it
occurs and no further change is needed in the iteration procedure.

SAACH COMPUTER PROGRAM

These expressions have been programmed into the Simulation and Analysis Modeling
(SAAM-27§ program of Berman et al, (10, 11) as indicated above, multiplying p*',

by I', and letting the program proceed from that point. The usual iteration continues.
The computer program resulting from this change has been desipnated as SAACH, and has
been tested on the CDC 6600 at ARRADCOM, Dover, to determine the following questious:

1. How much change is there in the final parameter estimates?
2. What change, if any, is there in the number of iterations?
3. What change is there in the time per iteration?

Four problems of different ovigin and which use different mathematical models have beer
run on the SAACH program to answer the above questions. In the first example: Gun
Chamber Pressure Waves, the mathematical model used is the superposition of two

prescure waves generated by analytic models in the program, with the adjustment of up

to eight parameters to obtain the best fit to observed data. In the second example,

an aircraft control system simulation, the mathematical model is a set of four linear
differential equations, simulating the Yaw Damper system on an aircraft. These equations
were solved by s spinial procedure developed for SAAM-27 by Berman et al. (12), with up
to four adjustable parameters. In the third example. a biomedical problem furnished as
a test case by Miss Rita Straub of Brookhaven National Laboratory. the mathematical
model was a set of seven coupled linear Jdifferential equations with five adjustatle
parameters; this was solved by the same meth-d as used in the second case. 1In the
fourth and fiaal example: KLWB Kinetics, a simulation of the nuclear reactor transients
of the Kinetic Experiment Water Boiler, the mathematical rmodel was an extremely non-linear
set ¢f coupled differential equations as described by Hetrick and Camble (13). These
equations were integrated by the fourth order Runpe-Kutte integration procedure of
SAAM-27, with only one adjustable parameter. The results of the analysis which were
discussed at the 1978 Design of Experiments Conference (9) and at the Army Science
Conference are no longer valid because of corrections and changes made in the SAACH
Computer Program. The nonlinear examples which follow have been run with the revised
program.
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Order 1at Differences* Ficreds pifferences Fitted
1 -.686 .627 Box-Plerce)
N +.410 A Statistic) 351.46 334,97
3 -.584 544 D.0.F. 8 8
4 +.899 .873 Ratio 43.9 41.9
5 .652 LL6C
6 +.383 .580 & 163 354
7 -.624 .317 D.O.F. 104 104
: 5 +.663 737
ié 9 -.611 .3057
10 +.376 4411
]
Table | - autocorrelation Coetticients zor rirst Differences of GRT
1
o .1 .1 1.
: Mean 0. -, 00045 0021
i order Lagged
i 1 .284 .233 .284 -.041
2 .163 .163 (184 +.018
3 - 140 -, 140 -.140 - 144
: 4 -.5%9 -.559 -.560 -. 082
5 -.317 ~-.316 -.318 - 011
6 -.2£8 -.268 -.269 .038
7 -.048 -.048 -.043 -.052
8 .129 .129 .129 -.169
9 .184 184 184 -.001
10 .176 .176 .176 -.060
x3 L.31X10%  1.31X0%  1.31
Xi 58.09 58.05  5&.21
x2 1.32410% 1.32x16"% 59.53
-
Table 2 - Analysis of Autccorrelations and
Cni-Square for Fourth/First Differences
of GNP.
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CASE

UNITS

S1MBOL

3m

301-5

301-10

kpai B 1£.89 19.73 19.74
kpai P, 5.245 4.633 b.4a5
sec t, .0368 .0568 . 0568
:P sec t, 0553 .0557 L0557
f sec t, .0565 .0564 L0564
F sec a .C0271 00276 L00275
sec o NOtRER] 00050 LOrLaG3
Hz f 762.4 319.1 3258

0. of

Iterations

Comj uting
4 T.me (sec)

Table 3. Parameters Fitting Pressure Curve
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GROSS NATIONAL PRODUCT

As an example o0f an analysis bv the least chi-square method, { have repeated the
analysis made by Roberts (17) in his beook designed to introduce business students
and other non-mathematicians to the Box-Jenkins methods of time series analysi;.

He has included a detailed analysis of the rszsiduals, including an analysis of the
"runs" and the Box-Pierce statistic. In Roberts' book, the emphasis is on predict
ing the future values in the series rather than system-parameter identification.
The procedure i ta introduce "differecres” to accommodate the principal auto-
correlations in the data, and then to use multivariate regression analysis on the
cesidunis from this process vsing as predictors the lagged values of the residuals.

Figure 1 shows his initial analysis. The autocorrelaticn coefficients of rank 1 to
20 are large and he decides in accord with standard procedure to take the first
differences as shown in Figure 2. #s shown in Table 1, the autocorvelations are
still rather high, and the¢ Box-Pierce statistic, or Xzﬁ. is 351.46 for the first ten
aurocorrelations. T have i1sed a linear least chi-square program ta fit the data
given in Figure 1 and find that the antocorrelations, and the residuals, are some-
what smaller, as shown in the column labeled "fitted"

Next, Roberts took the fourth differences to get a better fit to the data. The
residuals are shown “n Figure 3. As shown in Table 1, the autocorrelations for the
case of a mean value of 0.0, which is the same as Roberts' case (I have recalculated
the autococrrelation ccefficients by my program. so as to have comparsble data), have
been greatiy reduced. Using Lhe linear least chi-square peogroam sn the same Jata,
i.e., first and fourth differences, i: iterated to find a mean of -.00N4° for aa
"experimental standard deviation" of .1 te .0021 for 1.0, and to 0,0 for V7. . As
can bhe seen by the autocorrelation in Figure 2 and the wvalue of Xzz, fit is slightly
better fcr a mean of -.00J045 than for the Roberts case of a mean of 0. The other
values of o, tend to give slightly poorer values of X22.

The column called "lagged" is result of Roberts' calcula:ions when the residuals arve
correlated with lagged values. I have nct vet analyzed this case, because my linear
program must be modified to do multiple linear regression. This is a simple change,
and should be easy to do, and then the method c¢dan be used to extend the Beox-Jenkins
procedure.

GUN CHAMBER PRESSURE WAVES

Unusual pressure wvaves, suggestive of an acoustic wave superposed on the normal gun
chamber pressure-time curve, have occurred in tests of the XM21l propellant charges

at zone 3 for the M10l projectile in the 155mm gun (Knutelski {14)). The mathemati-
cal model used was:

P~Ppexp| - (t-tp)2/20m2)
+ Py exp{ - (t-t2)2/2022 }x sin{frf (t-t3) + n/2 i

Three parallel cases were computed once the fit was good enougl to permit iteration
with different ranks of autocorrelation. Because of computing difficulties which
arose when trying to converge on six or seven parameters, the iteration was initially
restricted to four parameters: Once the fit was good and had converged using these
four parameters, their fina' values were used as iritial values for a six-parameter
fit. Finally, all zight parameters were allowed to vary.

Two results of this series of analysis are plotted in Figures 4 and 5. The case
numbers using these data are BGK-3.30356301-0, -5, -10 (-5 is not shown). The first
(-0) used the usual nen-linear lesst squares procedure; the others used 5 and i0
autocorrelations respectively. The parameters found in these cases are given in
Teble 1. ITn some cases, some of the parameters have substantially different values

The "eyeball" fit from comparing the two plots (Figures & and 5) indicates a
slightly better fit for the case of ten autocorrelations, as shcwn in Figure 3. A
comparative plot of the residuals should prolably be made to observe any difference,
if any. There is a large difference in the total chi-square, as shown in Table 3.
Case 301-10 has a much better fit on the basis of this number.

Case -5 appears to be anumalous because the %otai chi-square is lavger taan that for
Case -0, contrary to theory. This resultr indicates that Case -5 has not really com-
pleted its needed aumber of iterations. When more are tried, thev may reduce the
chi-square total further. (Due to the need to complete this report for publication
deadline, these results will not be presented.)

43

-



(L

d

Y

oo e -

EXAMPLES
GROSS NATIONAL PRODUCT
As an example of an analy:iis by the least chi-spuare rmerhed § have repested the

analysis made by Roberts .7 in his book designed tu introduce bus.ness students
and other non-wathematician: to the Box-Jenkins methods of time series analysis.

He “+s included a detailei anaiysis of the resid:ials including an analysis of the
“runs' and the Box-Plerce statistir. 1In Rcherts book the emphinis is on predicting
the future values in the serles rather thay systemw paramets r ! i ficatien T
procedure is to introduce "differences' t¢ arcomedaite the priceoipal awsvoirreiar oo
in rhe data, and then to use mlti ygriat: resression analysis on the residuals
from this process using as predictors the lagged values of the residuals.

Figure 1 shows his initiel analysis. The autucorrelation coefficiernts of rank 1 te
70 are large and he Jecides in accord with standard prccedure to take the firse

¢differences as shown in Figure 2. As shewn in Table 1, the sutevorrvelation. o
i1l rather high, and the Box-Pierce statistic, or X[ is 351.46 for tihe first ten
autocorreiaiions. I have used a linear least chi-square program to fit the dats

given in Figure 1 and find thit the autocorrelstions, and cthe vesiduals are somewhar
smaller as shown in the colum labelled "fitted".

Next, Roberts, took the fourth differences to get a better fit to the data. Th-
residuals zre chown in Figure 3. As shown in Table 1.. the sutocorrelariens for U
case of z mear value of 0.0, which is the same as Roberts case - (I have recalculareid
the autoenrrelation coefficients by my program, so as to have comparable data),
have been greatly reduced. Using the linear least chi-square program on the samg
data, i.¢. first and fourth differences, it iterated to find a wean of - 00045 for
sn ‘‘experimental standard deviation' of .1, to .0021 for 1.0, and to 0.0 for V@

As can be seen by the autocorrelation in Figure 2 and the value of X;E , fit is
slightly better for a.mean of -.00045, tran for the Roberrs ~ase of a mean of 0.
The other values of o tend to give slightly poorer values of x:'

The column called lagged’ is result of Roberts calculations when the resivvals are
correlated with lazged values. I have not vet analysed this case because my linear
vrogram must be modified to do multiple linear regression. This is a simple change.
and should be easy to do, and ther the methcd can be used to extend the Eox-Jenkins
procedure.

GUN CHAMEER PRESSUFPE WAVES

Unusual pressure waves suggestive of an acousti: wave superposed on the no:mal gun
chamber pressure-time curve, have occurred in t=:ts of the ¥M211 propellant charges
at zcne 3 for the M10Y precjectile in the 153mm gun, (Knutelski., (14)). The mathe-

matical model used was: p P, expl - (t—tl)’/ZUl”

+P, exp { - (t-tp)?/20,7 ) X sin(2%f (e-t3) + w/2)

Once the f£it was good snough to permit 1terarion three parallel cases with different
ranks of autocorrelation were computed. Because of computing difficulties which
arcse when trying to converge on 8ix or seven parameters, the iteration was initially
restricted te four parameters: Once the fit was good and had converged using these
four parameters, thelr final values were used as inltial values for a six-parameter
fit. Firzily, all eight parameters were allowed to vary.

Two results of this series of analvsis are pleorted in Figs &4, arnd 5. The cace
numhers zve HOK-3.30355301-3, and 3.303381-10. The first has ro autocorre lation
coefficients: sec~md 10, third (rot shown) 5. The parameters for these cases are
given in Table 3, fnote that the last three digits only of the ‘dentifier are used
here). 3or= rarameters are quite different from cuse to case.

The apparent fit from the figures is best for the case of autoccrrelations given in
Fig. 5. The fit of this case was about the same as that for 5 autocorrzlations
which is not illustrated.

The reason for this conclusisn lies in the Fit to the second peak. The Jip and peak
fit better for Fig. 5 than in Fig. 4. As secen in Table 4 the higher order autccorre-
iations are less for Case 301-10 than 505 Case 301, therebv confirming the above
eyeball test. The Box-7izice nuwber, X7, is much smaller for 301+-1C than for 1301,
but th2 sum of the squares has only about 4T difference.
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301-10

CALE 301 301-5
ORDER
1 702 L6972 708
2 L4435 437 L G64
3 242 .250 .282
4 - 014 .011 ,050
5 -.225 -.170 -.124
6 -. 196 -.312 ~.259
7 -, 482 -.378 -.319
8 ~.518 - 407 - 314
9 —. 504 -.399 -, 300
in - 427 -~ 118 -.272
1 -, 251 -.202 - 154
| 12 -.063 ~.062 -.075
] 13 . 092 041 -.044
14 L 243 147 121
! 15 ,255 128 074
| 16 247 104 .021
17 124 ~.016 -3
18 -.026 -, 149 -.278
19 - 111 -,208 ~.356
20 -, 167 -3 -394
Sur Sqs 10,40 10,99 11,34
x?(' 104,12 109.97 11,5
0 L1161 T L6l
2 )
X5 (3) .69 33,82
X2 138.81 143.79
tot * o
xg (10) 7¢.902 53.94
X2 179.02 167.46
tot * '
Table 4 - Autocorrelations and Chi-Square for Final
Model of XM21l Preasure Oscillations
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Table 3 shows the "cost" of least chi-square in terms ol Lhwe numuer 0! iteraticn:
and computing cime.  In this example, it is tound rhat the number of iterations
decreased and tte total Time JdeCrensed, althonph the time per fteration obwiowiy
increased from 0 /7, to 2 9. te V.4 sec. depending on the nesder of divtocarrelatrons
which had to be computed.

T‘!Ml‘,,{* shows the autgeorrelations vp to order 20 for the three vascs.  The values
ol Xye o Xod, and X p? for the number ot autocorielations used (0, 5.0 1) are shown
in the last rows of rthis table

ALRCRAF L CONTROL SYSTEMS

A typical aireraft yaw damper desipn problem (1%) was analvzed 1o filustrate the une
of Teast chi-square.  To optimize the design, tour parameters mav be adjusted te

cive the best {it to a desired response curve. These parameters are §. K L anrd

T 1. These corvespond to the paremeters L(0,4), L(4. 1), 14, 2), and nL(e 3) . A )
vector of oo random sequence of nermal oy o distribated cvrers peonn s Petion witn

v tance ol Catid) was added Lo the dat o vevtor o simcbere the toamp ey

crrov. this may be considered to represent an allowale ervror o todoranee in

Pirting the curve. -

The walue ol @~ wis set o at (.033)')'; six antocorrelations wore used o0 the probie
which was idencitfied as CONRLM 4 . 011-6.  Apnotboer ran was weed o the e data ow f
the standird least squares alporithm Frpnre b oshows the 1o obbained ror the o to
amd s tvpieal of the results. Table % shows the number ot yreration:s tor cach oo

Hotook 4 fterations for the ardinary alporithm to converee. and eniy twe 1o tha
east cliv-souare olporithn with six autocorvetarion coefficivnts (COKRIM 4 01]-00

The time- to complete dteration were 8.2 amd 8.1 see. respectjvely (Fart of the
increase in time tor the leadgt ehi-square cdse was due to several aitampts in hook
tteratfons to improve the it by reducing the step sive 1 Asn shown o Tabbe 50 e
prvameters L0 Ay 0 LA, 230 and L4, appear to he difterent by sipniticans amoves.
Clhe autocorre bat fons for Case 4.011-0 appear well within the roadom vanpae. 1 T

normalized sum of aquares of the vesiduals is less, as expected, for the ordinayy
Feast squnres . case 4.012.

BROOKPAVEN EXAMPLE

A niimple test vase was recetved from Miss Kita Straah of Breerhaven Nationad
Faboratorv. The exact nature of the problem was onspeci Pied. bt Trom the form ol
the di¥terential equations 1t appears to be a kinetic problea in which the material
in component one decavs into components two ta five, and component twe may change
info component one.  Gomponent seven in composed ol compenent s thoee, tour, and teeoe
Atthonph some coupling pacameters mav actually be oanknown . they wore conumed know
bocanse the present version of the propram will not {terate either type of linean
coupling parameter with the least chi-squarve alporithm.  The data were available o
the ameunt of components L, 3, 4, and 6 as a function of time (where component b is

the snm ol components 1, 2, and Y)Y .

Two baste cases were run on these data--a case with no autocorrelations and a case

with five antocorvelations.  For the case of Five autocorvelations, three subeases
were 1un with diflerent values of the estimited experimental standavd deviation,
Case G oused 1 For ¢, Case (b)) 1., and Case () 3. 167 As o oseen from Table 6,
whde variatton wan foudd ftor the values of the pavameter L) and L2070 depend-
iy on the value aken for o Comparing Cace SOhY with Coane O, the Bay "terens
number o N0 CTable 6, ds owaller for the tormer Chan tlae 5ot e It ol g
Pteratione: ond the time pteguived (abilbe @) i by bt cchy o oy 0 T
AEHITIN AN SCe) meemn ta be amoma bons b ale pen i b sl the 0 lne et e e b
Favped thoaor Tor the others, The dact that the number ot Tver o tonse o s b lhear oo

indicvates that Paether iterattons shanld bo oattemptod, poe by b placang lover
Pimit o LG 1y and L2000

REAGTOR KITHETICS FEXAMPLE

This example i hastrates two things Fiest o the use of the feast ehi-saquare

alpovithm and sccond, an appavent by pood P between data and o phvaieal iy dneoreot
mode 1. Hetrick and Gamble (U proposed a non-Hinear feod ook term |\|n|m='f'(un.ﬂ (8]
the encrpy fn the reactivity of the FEWR veactor to describe the 11 Later cxpori-

ment s (Lo, where the vobd amount was interred from measavement s amd o where the thermal
citects ot reactivity were alao carvelnlly measured, showe D ohat shatdovn was doe to
thermal not void--elfedcin. T the stmulation, the etfect ol the enerpgy on vald
Cormat Ton was simalated by the parameter L1, . The Functlong corvespond, i

numerical order, to the functions used {n the stmula! fon: (1Y Nuclear reactor power
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Koo of dtee,

Paramotors
Hen) 17.70 18.54
L(4,1) 5311 12,43
L(4,2) 1.004 0.6t
L(4,3) 6.204 ¢ ¢4
Order
1 BT S
? 237 2 ’
5 007 ik ‘
4 I 00 .
5 - 18] -
6 029 05
Sun/5qs 03147 L0144
?
y 28.69 6.0
?
X, 2.87 247
’r‘ 3.7 A
Teble % - Result of Yo Groer Calialativss 1
) - KJE 1.0021-0 T TN s i
1TEM/CASE (a) £ tr
101,2) L2155 2295 L3337 9.7197
Lz, L4527 4496 .4906 5763
Wa,n L0431 0634 08495 0500
L{4,1) 0252 0253 0263 6400
L({5,1) 0743 0859 1255 .2388
Order
i REL] .87 .0b2 45
2 .026 022 0o 23
3 .082 .086 .98 04
4 -.287 .26 -.229 263
5 067 .054 .01 012
LN 1 A 1 3080
5} n.22 22, N 1030
X, 2.65 1.2 1.3 3,036
or 13.87 123, 33.03 13,316
Table & - Pewults of Broottaven taasple Calrulaticss.
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wure 4 0a logar:thm taenreti.
thiter ditferent Caces ave sbow,

Case 1.004-0 was ordinary least-squares. The values of the cutucorrelations and
chi-sauares are shewn for comparison with the other two cases. Case 1.00%2-3 used
three autocorrelations with o small value of rhe experimental variance thus resulin-
ing: in a large value of Xi-.  Both Case 1.007-4 and 1.003-0G wee 1ox 207 for iy

frene b oraranee . thoser oo s v G : B . . RN

. '-"‘1.‘.
the error:

Caser L0330 and 1 005-3 pive almost exactly the same results. ATl coses took 1o .
flerdtions to oonverge. On comparing 1.003-0 witbk 1.007-6. a differenve is found in
tho votue af [nc ad)u, able parameter 1.(11,1) The value of chi-square toral i= :

N Teeoomdd thas this resalts wonld be chosen cver thar oof coothey P

: *tothe chi-syuagpe or the poi-Plerce numoer 1= onon smeiler pow
Cane 1 b aithouph X3< is sliphely larger Jor tte sanc cose. thus tilustratam
e trad hetween getting the minimum as in ordinars seddisd Sprares and rodacis:
the ateoorreidatrions as in least chi-squares.  The data for Ca 1.007% show the
rues For ROt R(B) $or comparison purposes.  The gata show lhu% the sun o
g dows mot incredse frem oone to the uther precia fort o ®Kad o the Bol-oilos g

Trulations sive o toetal obid-seaere
171 bein: drawn trom g racden
cilectian uf the Hetrrek-CGambie

A
i i does chanype appreciablvy. Each of the ¢
HS raoe 1o be consistent with the renid
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Gly OF NOR-LINEAR CONTRNL SYSTEN

‘er ta show the basic power of the SAAM 27 program. T have included this oo
oservo osvstem of the azimuthal axis of a laser tracrin, sveter (5 shewn in Fieo o 4
= ote-cf-a-kind svstem was dermonstrated undder contract o DARPS several vears ago.
vl < othis system is offered to thew the chalienge thit the swstem sinul ptoe-
oes terms of the significant non-linearities encountercd.

P R S

T non-lineartiies are indicated by the svmbo!d DL Fipure S shews the various topes
ul nen-linearitlies. NLy is a step tunvtion or hivsteris iuvy NLp is a Tsticking”

Spe ol onea-linearity, where for smail inputs, change vecur x‘iIS is linear
aronch che oripin, but limits at larger values of the invar signals Nl has o ore

2 linear through the oripin. rut has 4 smaller slope at higher ampl;rwde

shows the conventional diagram of this servo system:. we rote four noin-
icy on this diagram. This system has heen repre-ented as a sy.tem of ten
1] equations as showm in Figure 11.

An f:;n‘)\f dftenmpt was made to use SAAMY 27 to simulate these non-linearities in the

piven svatem.  The non-linearity NLp has been successfully included by Dr. G Gohel
i3oan unpn RS i=hed srudy, when the dr! -ing functior was linear. Indludiag the other
. wavities made it Glffl cult rtoe '“Legrate the equatxnn: so that the\ were
e Tt Woeovoco sty R T
B Moy i (RIS G ¢ M A] [
TN b W [SATH ! iy t vl LYY T rTaopeonse faor g ir
[ S S . ottt | (N contre Dos tem, give,
:. o i HES medity e progran itself e
g iR cvent | may Nt be possible ro o do oall non-linearities,
FE n ant  achi hive & program like SAAM 77 available for peneral
-
Dot bt nis simadarion. the propram
! the Intier arion wiver the proper choilce o
1! fois




CASE KM 1.003-0 4B 1.005-3 B 1.0007-6
L{11,1) 5.318 xi0”™ 5.3161 %1077 5.2822 x10”°
. QOrder
‘, ) 805 805 810
i 2 467 468 483
3 07 108 137
. 4 -2 - -85
b i3 .- - 112
. 6 -.284 - -2
X 121.38 1.2 X100 122.08
X, 37.68 34.88
X 159.06 j.20 x 10° 156.93

Table 7 - Results of Kinetic Experiment water Boiler Calculations

No. of Adjustable Rank of Audo- No. of Iterations Time
fase ____ _Parameters correlatien S -1
] Gun Chamber
4 Pressure
; Curve 8 0 10 26.6
8 5 8 23.3
t 8 10 6 20.2
]
Yaw Damper 4 0 ) 8.2
4 6 2 8.1
Biomedical Test Ye
Case 5 0 7 19.12
g 5 1 7 21.95
) 5 1. 10 37.43
5 h 3.162 5 39.201
Reactor Kinetics
Experiment 1 ) 4 84
1 3 a 95
1 6 4 95

Table B - Comparison of Computing Time anJ Nusber of lterctions.
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COMPARISON OF COMPUTING TIME

Takle # surmarizes the ccmyarianh of the numbar of iterations to converpge, awn! the
computing tire. The rumber of iterations was usuallv obout the sarme. As seen in
the Tast C"L'TT the cnmpntinE time is comparabhle with a vendency for the cerputing
Wioagante Uhdl tor Lvas!  guales. Tre relative

CiTa Lo L. LT toy leart !
Jifference is preater when rhe original total computing time is short, This just
res that, as would be exvected, it takes a larger fracrion of tne computing tire
to vaompute the ratrix ¢ and post-rultiply inte P*' fer cases where the tire of
Ltevation is short

(S

Based on four differernt t"pes of non-linear thecrctical medels for datz anal@sis,
cur resulte frdicate that

[ T T AT S O A U S N ST S 4

[y Teast chi-scuary pive o boatter 1310 o v be 5 rorve veliable Lteratien
procedurs .

The cemputing “icc tor lod ave 2 lerpger far the moedels which use
Lring rire, tut Yeoauee t? o R L :tcrar1vp procedure is somewhat
re rumbter of icerations Tav e e Lot eeping the tetal computing tire
atout th. same Those medels with songer inraev s sire would be expected to benefit
meore freow leASL chi-square.
(4)  In validatien of ietiers of Jurtice Amy svsters, the SAAM 27 corfuter

program rodified 1or least ch
First., asg a teel to simulace subsvste ceBrare the orviected verfermance with the
designer's simclation.  Second, as il and *eatvi, they car bhe Tun

as "rardware in the loop" and the test date - the learrt chi-sqguare program to
validate the computer simulaticre and grovide sterr parareter identificatien. PBecause
noe propgrarming is neecded to run SAAM 27 on & varietv of rreblems, beth the prograrming
tive and the elapsed time Is greatly reduced.

Bv plarning ahead to use SAAY 1o the validariern o F subsveter nedeling and providing
the needed suhsvsienr rests, 8 Frigrar Marapry o e the time and effort necded o
validate the contracter's svstenm simulactic "l bte ztle v give an impertial. bnew-

ledpeable, and rimely evaludticn of each s

Mr. J. Bay of ARRADCOM has capably pﬂr'ormeL the programming needed to modify SAAM 27
Discussicns with Dr. Ray Bestorn of La Trobe University, Bundeera, Australia on details
of the modification of QAAH 27 have beer esse-.tinl for its success.

1 Pastrick, ¥ ARQ Repors 1977,
2. urine: a1y ration Mo de

Using Stat:arica IhLl\n n_Conference. Newport
Beach, Ca.. Jul
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APPLICATION® OF MODERN COMTRNL, AND EQT[YATINY
{HEORY TO THE GULDANCE OF TANTICAL ATR=-TO-ATR 1 G51LF9
J.o R MeCLENMDOMN, 101t HSAF
P. L. Veraez, 1Lt, 1SAF
Air Yorce Armament Laboratorv
Inited States Air Tarce
Fglin Air Force Rase, Florida 37547

SINMARY

Mis paper describes the bhasic research program instituted by the Alr “orce Arags.ar
Laboratory which is designed to yield effective, high performiance zuidance alarithae
cipable of neeting the demands of the modern air-to-air engamenunrt, A si=plistic
anidance aleovithm is derived from optimal contronl and estimation theorv anil is 20m-
pared to proportional navigation. Results of the comparisen are presented,
Tonclusions are Adrawn from the example and suppnrting research.

THTRODUCTION

The air=-to=air missile-tarset intercept engagement is the mast lemanding of scenarios
wvith respect to the terminal guidance law when compared with the surface-to-air,
surface-to-surface, or alr-to-surface scenarios, The extreme demands placed on the
guidance law are due to the relatively short engagement timasg, complicated hv rapidly
changing kinematics. Because the engagement times are shurt, it is impevative for
air-to-air missile te rapidly acquire a target and efficiently use che resulting
measurements to provide information inputs to the guidance law. fuidance algorithms
currently employ proportional navigation guidance schemes which de not make the most
efficient utilization of rthe information provided to them. 1t i3 therefore desirable
to develop gnidance algorithms which exploit the available intformarion and pravide
improved guidance commands to the missile.

3l

The Alr Yorce Armament Laboratorv began a basic research progran in Octobher 1977 to
develoo guidance algorithms vwhich fully exploit rthe available in“ormation and imprave
overall missile performance in short range air-to-air missile-tarper intercapt engage-
ments. The initial program wias s.ructured into three phases. The first phase
investigated the application of optimal control theorv to guidance law development.
The second phase vtilized optimal est!mation theory to derive algnrithms vhich provide
accurate estimates of observables necessary for guidance laws. The third phase is
currently involved in investigating the interaction of modern control theorv with
estimation ¢<heory to better define the dasign methodology for the combined
guidance/estimation problem.

To hetter understand the impetus for the research program, the next section of this
paper reviews the rlassical approachec to guidance algorithm development. This is
followed hy a discussion of the modern control and estimation theories that have been
and are currently heing investigated., Then a development will be shown for a
simplistic guidance algorithm derived via optimal control and estimatinn theory. The
subsgequen* section will describe the evaluation process used to compare a classical
guidance algorithm and the simplistic modern control algorithm described in the pre-
ceding section. Results of that evaluation will b2 presented. ¥inaliy the conclu-

sions thus far in the research program, and the recommendations for future srudy will
be discussed.

CLASSICAL APPROACHES

o st

R 1

The classical guidance laws to he
years old. The following geeral
in most state-of-the-art tactical
control of the missile is divided
controls translational degrees of

described in this sectior are wsell over twen:v five
charanteristics ot *nese classicit desinans are found
shorr ranse air-to-:ir miss’'les (4. The overall
ints two or more loops. T'e outer auidance lnop
t-zedom, while the inner autnpilot loop control:

migsile alticude. 1In the inner loep, the roll, pitch &end vaw channels are uncoupled

and are typically cvontrelled independentir of each nther,

Srate estimators are not
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aeaeraily used.  low pass filters are 'ised to reject hiph frequency noice.  nid e
commands are typically amplituda constrained to cmsure autnpilot st hiliry., The
foltawing parapraphs will digcuss the basgic nake-up, advantases, and disidvantques o
parsiait navigation, praporticnal navigation, and pursait plu, aroportiana? nref e s

vagpeet fealy,

Vilocity pursuit navigation i3 perhaps the oldest guilsinge technique that has heoq
used in tactical air-to-air missiles. Pure pursuit gitdsece is implemented by
requirineg rhe missile velocity vector to always point at rhe tareat and rhorafor.
caitse 1 sceningly unaveidable collision. This techni e avva I A S
stowly moving targets (such ds surface targers), bhat drs pertoraiee W rade s e -
cantly for the air-to-air mission., This is because the missile’ oot e vestar s
turn to keep polnting at the mnviag tarset., As the distance o the faruect noeseg o,
rhe turning rate of the missile increases and will eventually reach nnachies hie
vilues before interecpting the target. This form of guidance law usually ends in a

t il chage.

Y8 Ve,

innal Mavigation (pro-nav) ideally forces rhe miseiln to 1y a4 srvgivht 1§
; slon course with the ravesr (see Tigure 1), The straisht Line path ianli.c o
the missiie velnelty vector will lead the tariet line of sizht (LOS), As can o ses
in "ianre 1, the 108 does not rotate inm apace when the missile {8 s o enllisian

O TR Pt

Uy Vi NNRMAL YT NORMAL
/ 198
LIRETLY TARGET

Figure 1. Proportional Navigation Trajectories

Therefore, in pro-nav, steering commands are implemented to drive tne LOS rate to
zero.  Bryson & o (1) have shown that pro-nav is an optimal puidance law (with
respect tu minimizing miss distance) piven the following assumptions:

i) the tacget has constant velocity

i1) the missile has unlimired and instantaneous response
iii) rthe 1,08 angles remain small

ivy the migsile's velocity alouvr che LIS vector is constant

The asmrpt tons rhat both the miasile and rarget have a constant velocity 1s an espe-
cially arnsg onn in the short range ailr-to-air areni. 7The missile generally has
utcontrolied aecelerations in its axial divection, while the accelerations in the vaw
and siteh planes are not instantaneous. DNespite these serions assumptions, pro-nav is
vagy ta {aplemont and has been used for vears in the guidance of tactical aifr~toe-air
misallea,

The incarporation of velocity pursuit and pro-nav into a compnsgite guidance law has
been attempred in the past. These attempts vesulted {1 a "biased" pro=-nav which for
must dpplleations, did not perform significantly better chan pro-nav alone unless
"tuned? for that specific applicatcion.
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Mo se three guidance lawa represent some of the results of the classical approich to

saidance law derivation. Pursuit navigation, though fairly insensitive ro noise,
Aemanstrates poor performance tor a rapidly moving target. Proportional navisation's
torivation {s hased upon several assumprions which pose rather serious limitations.
Trq performance is inaceurate amainst accelerating tarmets. Pro-nav is susceptible to
i trepeney naise and is thorefore typically implementod with Tow piss filters,  In
i~inn, nrc-nav fails to exploit all of the information availzble trom the missile.
1it plus pro-nav is less susceptible to noise than pro-nav, for certain shots,
Doy, for high oft=horesisht anele (OBA) shots, neirher pro-nav nor puraunir plus
pro=tay performs well.

ig therafors hinhlv dasirahle to develop a2 guidance algorithm which:
i) extracts impnrtant data from noiss measurements
ii) uses available infarmation ton Jderive guidance comman-is

iii) incre=ases launch opportunities vhile simultineously decreasing
misy distance.

These dre the goals of the Air Torce Armament lLaboratorv's hasic research program in
onriml control aad estimatinn theorv, The following sentions will describe the
regedarch; present specific examples; evaluate the performance of :n alasrithm derived
in the program; and give recommendations for future studyv.

ADUALCED GUINAMAE TROHNINIES

In rhe past two decades modern cont:ai and estimation theorv has besn discounted! as a
viahle approach tor guidance algorithm derivation because of the problams associated
with implementing such algorithms in real-time while on-bhoard a tactical missile.
Tnherent in puidance alporithms derived from modern coutrul and estimation theory is
the fact that they ire computatinnally exnensive., 0ften iterative numerical tech-
niques mist be used to solve the optimal control problem because it cannot be solvel
ia closed form. Only the most simplistiec or simplified optimal control problems may
be solved in closed form. For these reasons, guidance algorithms continued to be
Jerived via a classical approach in the past.

Yowaver, recent .4dvances in microprocessor capability have made modern control and
estimation theory much more attractive for use as 3 basis for missile guidance law
development. TIn addition to hardware advances, new numerical techniques far solving
complex equations have heen developed. The Air Force Armament lLaboratory observed
this trend and intiated its optimal control and estimation theory (as applied to tac-
tical missiles) basic research program in October 1977,

‘lhen the program began, several problem areas that needed to be addressed were
~utlined. Primary among those problem areas was the difficulty in specifying a valid
performance index (P.I.) which effactivley translates the performance drivers into
mathematical terms. 1In addition, the mathematical model of the system, the
equality/inequality constrdaints placed on the system, and the estimation problem had
to he thoroughly investigated as well. The feedback states for an optinmal control
law are functions of the qualilty of the estimates used, Only under linear, quadra-
tic, gaussian (LOG) assunptions does the control/estimation problem become uncoupled.
Because the basic research prosram is not limited to LQG assumptions, the rala-
tionships hetween the control and estimation problems must be investigated.

Nuring the first eighteen months of the program, the prohlem was formulated using
stanlard textbook optimal control and estimation theories. These results provided a
theoretical baseline for the research endeavor., The initial phase provided these
significant determinations (5):

1. Through optimal control and estimation theory it is possible to develop
gu dance laws which outperform pro-nav gilven a missile capable of high maneuverability
). 1t is eritical to have a well-desisgnel autopllot that provides rapid and
stable response to realize the full potential »f an optimal control guidance law

3, Overall performance with an Fxtended Kalman ¥ilter (3) is as good as that
ohtained with more complicated filtering techniques when miss distance {s considered
as th. evaluation parameter.
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Several optimal control and estimation theovies have been investipgated in the
resaarch program.

1, Linear Quadratic Theory
2. Linear Quadratic Gaussian Theory
3. Singular Perturbation Theory

4. Reachahle Set Theary

5. NMtterential Game Theory

6. Adaptive Control Theory

7. nual Cantrol )
8. ¥xtendad Kalman Filtery

9, Sacond Order Filters
10, Adaptive Filters
11. Splines

12. Polynomial Approximations

In past studies the guldance and estimatlon problems have heaen treated as separate
entities. Some current studies are belng conducted using a combined approach, a8 well
as a dual control approach where the guldance law performance {nlex contains state
estimate enhancement terms as well as orher important patameters which are to be maxi-
mized (or minimized)., The ultimate goal of this research Ils to inteprate the host
performing puidance and estimation algorithms {nto an eftficlenr guidance package which
can be utilized in state-of-the-art tactical air-to-air missile concepta.

The current basic research program is also iniriating new efforts tn study:

1. Strapdown seeker guidance

2., Fnd game guidance

3. Beyond Visual Range guidance
These programs should provide useful inputs to the overall tactical missile guidance
problem. The research has shown the potential for dramatic improvemants in tactical
missile performance through the use of guldance algorithma derived from optimal
control and estimation theorg. The following sections will present a guidance
algorithm development from the in-house rasearch program and present results of a com=
parison between this guidance aglgorithm and pro-nav implemented with a low-pasa
filter.

IV ADVANCED GUIDANCE ALGORITHM

This research {togram has resulted in numerous guldance algorithmu darived from
various nptimal contrcol and estimation theories, all of which cannot be presanted
here. Therefora, to dramatize the significance of this research, the most simpliastic
algorithm will be presented and then compared to pro-nav. Thias guidance law was
derived (6) using Linear Quardratic faussian Theory. The derivation of the guidance
law is given below,.

Conaider the enmagement scenario deplcted in Flgure 2. Let M he the missile, T be *he
target, and

ry vy AayM - Misaile's position, velocity, and acceleration vectors
relative to some fixed inertial reference frame,

rr vr ar - Target's position velocity, and acceleration vectora rela-
tive to the same inn-tial reference frame
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Notine the state vector as follows:

X - the target/missile relative posirion in the x direction
(%1 = rex -rMx)

X9 - the target/missile relative position in the v direction
(%3 = rry - riy)

X7 - the tarpgat/misatile rolative position in the @ direetion
(X1 = vy =TMg)

X4, - the tarpet/missile relative velocity in tho % dirvection
(x4 = %y = Vg =vuy)

X5 - the targot/missile relative velnelty in rhe v direction
(x5 = %2 = vy =Vumy)

X6 = the target/miassile relative velocity in the o dircetion
(xg =%y =avTy ~vMg)

R4 - the tarpet/missile retative aceelerating in the % direc-
tion (%4 = apg = amy)

x5 - the target/migsile relative acceleration in the y
direction (kg = apy =amy)

X6 - the tarvet/misafle relative acceleration {n the 2 dirve=
tion (kg = ar, =-amy)

Thus we have a linear model describing the angapement,

LI B 9
k2 = xy
kv~ xp

; )
ky o= oam, -amy

Ry = ATy =dMy

ke = ar, -ay,
In the derivation of this gutdance law, saveral aimplitying assumptions will be made.
ASSIMPTION 1

lLat ary = ary = ag = 0, This means that the target has conatant velocity in both
magnitude and direction,

1f the control vector, u, iu defined to he the missile accelevatinn and it is assumad
thag E?rnit acceleration {s zero then Fquation (1) can he written in state apace form
such that

X = Ax + By ()
Whera
6oL 0
A~ A EEREE R .B- v
n . 0 1

Where T {a an [dentity Matrix with dimension 3 x 1,

And

R L
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X2
X3
Xy
x5
X6

Figure 2. Missile and Tarpget Kinematic States Relati{ve
to Inertial Reference Frame

ASSIMPTION 2

In defining the control vector u as the missile acceleration, it is implied that rhe
missile has perfect and inatantaneous control over a:l three inertial acceleration
components. In the real world tactical missile with conventional propulsion, the
axial component of acceleration is uncontrollable., 1In addition, the lateral and nor-

mal accelerations are neither instantaneous nor unlimited,
OPTIMAL CONTROL FORMULATION

The coat functional to be minimized is

£
Jomox TCep)Sex(te) + 12 j uTRy dt o)
(l\'l
I .0 b s} 0
whare Sg= ceseany and R = 0 h o], b = walpghting on each contral
0o .0 o) 0 h

Given the cosgt functional, Fquation (1), and the state equation, Equation (2), the
optimal control aolution can he determined analytically., The solution is arraipght

forward but tedious.

Given J and state equation (Fq 2) the Hamilitonian {8 consatructed,
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H = V2gTRy+pTAz+pTRY
Where p is the co-state vector with dimenson 6 x 1.

The necessary conditiona for optimality are

é L R &‘ - -ATP
T! -
0= AaH - RE+BT.E
5“

Equation (6) can be written
u = -R-18Tp

Substituting Equation (7) into Equation (2) ylelds
2 = ax - BR-18Tp

From Equations (8) and>(5) we get

- -

% A . -mR-1RT|| x
i FRPTRELIN >
— * —

The solution to Equation (9) has the form
— -

x(t¢) x(t)

- F(tg,t)
Bty p(E)
L L

From the houndary equations we get

p(ts) = Sgx(ts)

(%)

(5)

(63

7

(8)

)

am

an

Using Equations (10} and (11), p(t) can be determined analytically and applied

directly to Equation (7) to find the optimal control.

solution ia

- Al ,
u(t) 3+ :°3 [ I : Tgol] X(t)

where Tgo = (tg=t)

For thls example the control

(12

The theory that was used to obtain the solution assumed that t¢, final time, was
specified; therefore, to insure optimality t¢ must be known a priori or accurately

estimatad during flight.
ESTIMATION ALGORITHM

The estimation algorithm to be used in this example ia the extended Kalman Filter,
The measurements are noisy line-octassight angles and missile body accelerations. The
equations used for this implementation will not be shown here, however they are docu-

mented in Chapter VI of (7).
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ESTIMATLHG TIME-TO-GO

The derivation of Equation (12), the puidance law, required that the final time he
fixed. This means that final time or time-to-go (tp=tcoypprent) must be continucusly
estimated throughout the entire engagement. Our research has shown that the estimate
of time-to-go (Tgo) 15 a key ingredient of the overall accuracy of the guidance
algorithm.

Traditionally, the most common Tgo estimate is given by

Tyo = -R/R (13)
where R = range-to-go

ﬁ = range rate
However, this method of estimating T,, assumes that the velocity alone the linewnf-
sight is conatant, This is a gross dssumption for the air-to-air missile-target
intercept problem.
The research program has investigated many different Tp, estimation alporithms via
both contraciual and in-house studies. The best perfor?ming Tqo algorithm, fram a per-
formance versus complexity of implementation standpeint, is an algorithm dertived in-
house (6). Several assumptions are made in the algorithm's development:

1) Assume the missile's axial component of acvceleration dominates tha
missile's contribution to the line-of-sight acceleration.

2) Assume that good z2atimates of Sgp and Vg are available from the Kalman
Filter.

3) Assume Amx is measurable.

With these simplifying assumptions, the derivation is svraight forward. Rewriting
Equation 12 in its component form yields

My = 3 (Sry/Tgo? + VRy/Tgo) (14a)
Aty = 3 SRymgo2 + vgy/Teo) (14b)
Mz = 3 (SR,/Tgo? + VRy/Tgo) (14e)

Recall the assumption that stated missile acceleration {s instantaneous and perfectly
controllable. For conventional propulsion, the axial component of acceleration is
uncontrollable, and therefore in the past, Equation (14a) was {gnored, This algorithm
uses FEquation (14a) to asolve for Tgo.

Solving equation (14a), noting that VRy<0 for a missile closing on the target, yields

2 SVK
Tgo = (15)

-VRy '\/'sz + 4/% Spy Ay

The advantages of this time-to-go algorithm is that {t explicitly accounts for the
effect of missile acceleration in estimating time-tosgo; thus it provideas a better
estimate of time-to-go resulting in more optimal lateral and normal acceleration com-
manda.

Using the LQG guidance law (Egquation 12) the extended Kalman fi{lter, and the Tgn
algorithm, a performance evaluation was made. The description of the evaluation and
the results follow.
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FVALUATINN

The evaluation tool used for this comparison is a detailed six-depree-of-treedom
(h~DOF) digital simulation. The simulaticn contains the detailed math model of »
seneric bank-to-turn short range missile. Major suhsystems such as seeker, autapilot,
propul sion system, and sensors are modelled as well. The simulation also incorporates
realistic noise models. Addit{onally, the simulation contains a three-degree-of-
freedom model of a '"smart' target which incorporates a nine-g out=of-plane evasive
maneuver algorithm

The guidance algorithm developed in the previous section 1is cnmpared amainst pro-nav
which is implemented with well Jdesigned low-pass filters for smoothing the secekor
meagurements and a navigation gain optimized to minimize miss distance.

The evaluation consists of a large number of Monte Carlo runs for a larpge number of
engagement conditions, Effective launch opportunity envelopes are ganerated by
defining the geometrical region in space from which the missile can bhe launched an'd
obtain a mean miss distance ot less than ten feet, Additional constraints are placed
on the results in that the standard deviation of the mean miss Adistance after ten
Monte Carlo runs has to be less than the mean miss, or additional Moncte Carlo runs arc
per formed.

The initial launch conditions are co-altitude (10,600 feet) and cn-gpead (.7 Mach),
The target pearforma ita evasive maneuver when range hecomes less than or equal to
65,000 feet. Both algorithms use passive seexer measurement information.

Tt.2 eftective launch OPportunity envelopes (A) are shoun in Figures 7 and 4. VFipure 1
depicts the case for 0° off boreright launch. The off horesight angle is defined as
the angle between the initial LOY vector and the initial missile valocityv vector.
Figure 4 shows the 4N° off bhoresight case, A 0° nff boresight, 0° aspact annle case
ia a tail-on shot. Conversely, a 01° off-horesight, 180° aspect angle case i3 1 head-
on shot,

These figures demonstrate the dramatic performance improvement in terms of miss

distance and launch opportunity that can he achieved through the use of puidancu

algorithma derived from aptimal control theory over the performance oftered by pro-nav

YhiCh is currently being used in mout existing alr-to-alr short ranpe tactical missi-
es.

CONCLUSIONS AND RECOMMEMDATIONS

The basic research program was designed to demonstrate the viability of optimal

control and eatimation theory as a hasis for guidance algorithm development for tac-
tical air-to-air misailas. The resulta hnve shown that optimal control theory 1is a
power ful alternative. It rhould be realized that the results shown here for the most
aimplistic guidance algorithm derived in this program, Other more complex guidance

;awa have the potential for improving the raauYtJ to a graater extent than Hemonstated
ere.

Thus tar, the bavric research program has baen concarned axplicitly with the short
range tactical missile engagament. New prngrams are schaduled to tnveutiﬁnte guldance
for beyond visual rlnsc missilea, for missiles which employ strapdown seekers, and for
application in the end game (last few eeconds of time~to-go) of the terminal engage-
mant where the information available to the guidance algorithm 1ia severely restrinted.
The application of ontimal control and estimation theory to these aveas needs to be
fully explored. Additional work needs to be performed in thoroughly defining the on-
board computer requirements for the realization ot the algorithma.

In conclusion, as the example demonatrates, optimal control and estimution theory pro-
videa a viable alternative to clasaical guidance deaipn techninues. The hardware

implementation barriers for guidance algorithms derived from optimal control and estri-
mation theory no longer ¢xist. These guidance lawa offer the potential for increased
misaile performance at lirtle or no cost increase for the next generation of misailes.
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DELAYED-MEASUREMENT OBSERVERS FOR DISCRETE-TIME LINEAR SYSTEMS
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School of Engineering
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ABSTRACT

This paper considers the development of a discrete-time delayrd-measurement observer
for a discrete-time-invarianc linear system. The delayed-measurement observer
developed has several unique features: it utilizes discrete time delaved measure-
ments as pact of its inputs and it is an (n-q)th order observer for an ath order
linear system with m linearly independent outputs, where q > m, The dimension of a
delayed-measurement observer is therefore lower than that of the well known {(n-m)-
minimal-order Luenberger observer. Furthermore, a delayed-measuremcnt observer
becomes a minimal order Luenberger observer when q = m, iand becomes a pseudo-
observer with no dynamics when q = n. The results obtaired in the paper may readily
be extended to discrete-time time-varying linear systems,

INTRODUCTION

The design and implementation of a linear optimal control system using state space
techniques often requires the availability of all state variables associated with

the system [1]-[4). However, in practice, not all state variablee in a svstem are
accessible for direct measurement nor is it economical to measure all state vari-
ables directly. Furthermore, the measurement data may be contaminated by measure-
ment errors. The design problem caused by the unknown and/or inaccessible state
variables may be solved by replacing the unknown and/or inaccessible state variables
by their estimated values. For linear systems, there are two well known filters
which may be used to generate estimates of the unknown and/or inaccessible state
variables, namely, the Kalman-Bucy filter [5] and the Luenberger observer (6]-{7].
The Kalman-Bucy filter uses noise contaminated measurements to reconstruct estimates
of the unknown and/or inaccessible state variables. The order of the filter is the
same as the order of the assoclated system. On the other hand, when the measurements
are perfect, {.e., contain no measurement errors, and there are no random distur-
bances acting on the system, a Luenberger observer may be used to generate the
desired estimates of the unknown and/or lnaccessible state variables. The order of a
Luenberger observer is generally less than that of the associated syatem [6]-]9];
specifically, the n-m unknown and/or inaccessible state variables of an nth order
lirear system with m .inearly independent outputs may be constructed by a minimal-
orcer observer of order n-m (see in particular, [9]).

Since the pioneering work of Luenberger (6]-{7], observer theorv has been studied
extensively in the literature [10}-{21], where in [14)-[21], observer theory has been
extended to stochastic systems. Observer theory has also played an important role in
the design of disturbance accommodating control systems (22]1-127], where various
minimal-order observers have been deve%oped to provide estimatec of various unknown
system distrubances which either have a specific waveform structure or can be approx-
imated by a specific waveform structure.

In this paper, a new reduced-order observer for discrete-time linear systems will be

developed. The essential idea is to utilize the past or time-delayed measurements
to extract more .nformation wubout the unknown and/or inaccessible state viriables.

We will call the observer developed a dela*ed-measuremenc cbserver to reflect the
fact thut time-delayed measurements are utilized iIn the observer eguations. The
delayed-measurement observer is an (n-q)th order observer with (n-q) < (n-m), for

n
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: an nth order system wirh m linearly independent outputs. The dimension of a delayad-
measurement observer is therefore lower than rhat of the correponsding (n-m)-minimal-
order Luenberger obaerver. Furthermore, n-q may be varied and may be reduced by
ugsing more time-delayed measurements. When enough delayed measurement are used, n-q
is reduced to zero and the delayed-measurement observer becomes a "pseudo-observer”
or an observer with no dyramics which reconstructs the present vaiues of the unknown
and/or inaccessible state variables instantaneously In view of its reduced dirnen-
sion, a delayed-measurement observer is particularlv useful fnr microprocessor im-

: pPlementation. Stare estimation using a pseudo-observer has been considered in [281)- !
[30]. A microprocessor-based delayed-measurement observer has been Jdesigned and
i constructed in [27] to provide esrimates necessary for the iumplementation of an
actual oprimal control systam.

st

PELAYED-MEASUREMENT (OBSERVER
; Consider a discrete-time linear system described by

x(k+l) = Ax(k) + Bu(k), x(0) = Xy 9))
with measurements given -by

y(k) = Cx(k) (2)

BRI

where x(k)eR™, u(k)eRF, y(k)eR® are, respectively, the state input and output vectors;
A, B and C are, respectively, nxn, nxr and mxn constant matrices. We assume that
rank {C] =m, A is invertible!, and that the system is completely controllable and
completely observable.

From (1) and (2), we obrain, by using d time-delayed measurements with dr<k and

d<(n-1), _
i y (k) c Omxr - Omxr u(k-1)
yee) | = | At xao - Jeatts o, | ety | (3
3 . . . . .
' v (k-d) ca™d ca’%8  ...catie | | uk-a)
Defining i
T
v & iyt sy ey, ()
ug(k) ] [uT(k~1)5uT(k-2);...;uT(k-d)l, (5) ]
vy 8 ehiahTe T, (6)
I
Crser "'Omxr
4 -1 .
Bd Cé B ?mxr ! N
A’ ...aale
we obtain, from (3)-(7),
Y& H, x(k) B (k) (8)
—.-- - x{ - u ,
Y&‘*) d d“d
where yJ(k) is an md-dimensional time-delayed measurement vector, u,(k) is an rd-
dimensional tims-delayed input vector; Hy and B, are, reapectively, 'm(d+1l)xn and
m(d+1)xrd matrices.
'The matrix A {s {nvertible if (1) {s the discretized vereion of a continuous-
time asystem, since in that case, A i{s & nonsingular transition matirx.
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Equation (8) yields the time-delayed measurement equation

! T
[ ~
‘ y (k) y (k)
B & 1.0 + Byuy (k) (9a)
: vg(k) yg(kL
i
= H;x(k), (9b) i
E where yd(k) as defined is known for all k>d. since rhe right-side of (9a) is known
. for all"kzd. We note that the time-delaved measurement equation (9) is similar to !
' (2) in form and that rank [H ;] = q, where meqg<n. Furthermore, if rank (H,} = n, !
then H; becomes a conutructigility matrix [31] and is equivalent tn the olbiserva- i
bility matrix associated with [..,C) when A is nonsingular {31}-(32]. i
Given the time- delayed measurement equation (9), we wish to obtrain an estimate
%X{k) of x(k) generated by a discrete-time linear system of the form
: : 2= Fz(k) + 6 [ YR 4 mu, (20a) |
¥q k)
z(0) = Tao, (10b)
} x(k) = Pz(k) + (v+pk) (VKD (11) f
1
yd(k) +
i
] where z(k)cRn_q, aeR? is an arbitrary vector, F, G, K, M, P, T and V ave, respec- |
4 tively, (n-q)x(n-q), (n-q)xm{(d+l), (n-q)xm{d+l), (n-glxr, nx(n-q), (n-q)xn, and ;
nxm(d+l) suitable constant matrices. We assume that ‘
rank (P} = n-q, (12a) 3
rank [T] = n-q. (12b) ;
A
3 Definition: The discrete-time linear system described by (10) is called a delayed-
measurement obsarver for the system described by (1) and (9) if and only if there

exlst, respectively, (n-q)xm(d+l), nx(n- 3). (n-q)xn and nxm(d+l) constant matirces K

P, T and V such that, for arbitrary a and u(k), ;
. _ b
P R (k) -x(k) ] = 0. (13)

The dimension n-q of such an observer, if it exists, is smaller than the dimension
n-m of a corresponding reduced-order Luenberger observer [6]-[9]. For systems with
large n-m, the ability to develop an observer with a dimension lower than n-m may
be of practical importance. There are various ways which may be used to determine

the constant matrices P, T and V. We will use the following matrix decomposition
theorem [33) (ase also [22]-[24]).

Theorem 1 (Matrix Decompoeition Theorem)

k
Let Xy, 1=1,2,...,k, be nxn, real matrices of rank[X;] = ry. If § ry = n, then
the following conditions ard sgquivalent: iml

T i
(8) X;°Xy = onixnJ for all i#3,

k
Ty y#y T o
® 3 X &Ry

where l')# denotes a generalized inverse of (+].
To proceed, consider the algebraic equation
H4P = Op(a+l)x(n-q)" (14)

Since (:4) is consistent?, a solution for P of full rank always exiats, is generally

!The matrix equation AX = Y is consistent if rank(A] = rank[A'Y].
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non-unique and can easily be determined. Also since rank[Hdl + rank{P} = n, then by
the matrix decomposition theorem, we obtain,

PT + Vﬁd - In' (15)
where we have chosen T and V as
T« (PTR)"1pT, (16)
v =y, an
Define
e (k) & x() - x(k), (18)
e () & 2(k) - Tx(k) + K [y(i0
===, (19)
Yd(k)
where ex(k\ and ez(k) are error vectors.
We obtain, from (9b), (11), (13), (18) and (19),
ex(k) = Pez(k). (20)
We note that if e,(k)+0 as k»=, then e (k)+0 so that x(k)+x(k). Alsc we obtain,
from (1), (9b), (10a) and (19),
ez(k+1) = Fez(k) + [M-(T—KHd)B)u(k)
+ [F(T-Kﬂd)-(T—KHd)A+GHd]x(k). (21)
I1f the second and third teams in (21) vanish for arbitrary u(k) and x(k), then
ez(k+1) - Pez(k). (22)

We have the following theorem.

Theorem 2: The discrete-time linear system described by (10) is a delayed-
measurement observer for (1) and (9) if and only if the following conditions hold:

(a) F is asymptotically stable, {.e., all the eigenvalues of F lie within the unic
circle in the complex plane,

(b) (T-KHd)A-F(T-KHd) - GHd, (23)
(c) M= (T-KHd)B. (24)

A proof of the theorem may be obtained in.a similar fashion as in [34].
Using (15) and (23), we obtain,
[F-(T-Kﬂd)APgc-Fx-(T-xud)Avl[_g_] = O(n-q)xn- (25)
H
d

Given T and Hy, (25) is consiatent and & solution always exists.® A sufficient
condi.tion which satisfies (25) and therefore (23) is that

F = (T-KH AP & F_-KH_, : (26)
G = FK+(T-KH AV, (27)

where F, 4 TAP and H ] H,AP. Equation (26) shows that there exlsts an observer
gain macrix K such that afl the eignevalues of F can be placed within the unit

'We also note that rank(TT?ﬁd] =n,.
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circle in the complex plane (subject to the restriction that complex eigenvlaues
oceur in comglox conjugate pair) if and only {f [F_,H 1 is a completely observable
pair (3], [38), while [Fg,Hgl is completely observRbl8 1f [A,C) is complately
observable. A sul‘'able scheme for constructing X ia as follows. Set

R = FIHL (ReH RO 7L, (28)

where ] is the (n-q)x(n-q) symmetric positive-definite solution of
- o oveTow ouT  Tyely et .
L=F LR IOXHO(R+H°LH0) HIF, + Q, (29)

where Q and R are, respectively, (n-q)x(n-q) and n(d+l)xn(d+1) arbitrary symmetric
posltive-definite matrices, Kquation of the form of (29) has been studled exten-
sivolK in the literature [36]-[40]), With K iiven by (28), it can be shown that (22)
and therafore the homongenous part of (10a) 1z asymptotically stable (see Appendix 1)

DESTGN OF CANONICAL DELAYED-MEASUREMENT OBSLRVER

The (n—a)th order delayed-medsurement obaerver described by (10) ls in a peneral
form and may be simplified for eause of analysis and implementation. In a simplified
convenlent form, much inaight inte the role played by the delaved-mearurcment
observer may be gained.

Conaider (1) and (9). Since rank(H;] = q, there are m(d+l)-q redundant output
varisbles in the md-vector y (k). fnturchunginn rows and columns of H,, i neceasary,
and also poasibly introducing u coordinate tranaformation far x(k) (Hua Appendix T1Y,
and (1) and (9) may be expressed in the followinpg forma
- - - -
xl(k+1) x; (k) Byy
~ S I u(k), (30)
xz(k"l) H?(k) “?1
L wd - =3 ' » - .
-
y(k) X, (KD
""" r}'q ‘ “qx(n-q)- T
3 ke
y1a0) | . qen
| Y2 (W Hay %axcn-q) *n-q (k)
o L J
. P ' (3
Xy (k)

whore x (OER™, x  (RIGRY™ W[ 00 = IxgC) inT (01, xytk) 8 % (0 RY,

Kl (k)ch'm. {.d(k)mR' with o 8 [m(d+1)-q)' and the various partitioned matrices
Aen compatib ‘ dimensions. We note that the elements of ysq(k) are the redundant
output variables and may ba diascarded Lif ro desired.

Utilizing (14) and (31),we pick

P = TS_LS.).O X{n- , (32)

n=q

and from (16) and (17), T and V are computed ns

T = 0m.q)xg!In-q}" (13)

1%




@
E
| T -1 T -1yT
Vo= —_ i (34a)
O(H'Q)xq l O(n-q)xs
. 11 ' Vi2
i 2 ' (34b)

0(n-q)xq ‘ 0(n-q)xa
where the generalized inverse (Hdﬂg)# is computed as (33]. [41)

. 1
i T T -2 T
f (udud) {HL} (Lg#Hg By D750 T Ty T (39)

A canonical minimal-order delayed-messurement chserver can now be obtained hy
subsricuting (26), (27), (32), (33) and (34) into (10) and (11). The results are
surmarized in the following lemma,

Lemma l: A caaonical delayed-measurvment observer for the system described by (30)
and l!I) ia given hy

2(6HD) = (Ayy-K) (AN 70 + (By =Ky By Dulk)

: . y (k)
} [(Agp =Ky A ) Ky # Ay KAV ) L
: . yld(k)
* (A KA OV Y p4tk), (36)
with rhe eutimate ;(k) piven by
x ) w vy (YR y 00, (37)
Yia(®)
. . y (k)
Kz(k) z(k) + Kll . , (.’8)
4TI

whore the gain matrix K has been chusen as K = [Kﬁl {O(n-q)xa! with Kli ar (n-q)xg
matrin, The gain matrix Kj; should be chowan such that ?Azz KJlAlz) n (36) s
anymptotically stable. B8uéh a Ky exlats if and only If i & in complutely
obrervable {3]. [35) and [A22, A13] 18 completely observab Zf and only {f (AH

is completaly observable [42). A suitabla Kj] may be computed in a similar fanﬁton
as in (28) and (29) by metting

) T T -1
Kyp = AgglAjg(R + Ap,lAp17, (39)

with ] the (n-dfn-q) symmetric poaitive-definite solutien of
I = Agglaly « Ay AT, (R + A, AT, "tA AT, + 0, (43

whera Q and R arse, respectively, (n-q)x(n-q) and qxq arbitrary symmetric pusitive-
dafinite matrices.

Some interesting observations may be muda from (36), (37) and {(38), and are given
in the following remarks.

vk 1: If no cimo-dolly-d measurements are uaud, thenq=m, and H, becomas

w0 = (1 10 urthermore, y,,(k) and y,,(k) vanish. Equitionn (36),
597) and (39) mﬁén rzducc to the well Vnawn minimn% order Luenberger ohaerver
avelopad in [9).

Rsmlrk 2: The estimate L (k) given t, (31/) is mctually a least-square estimate of
Ky ““To nee that, considar (31) which wmay he written as

M




Iq yo

— | %t = | Y1) (41
1 Y2q(F)

Equation (41) i{mmediately yields rhe least-square of x%(k) given by (37). The least-
square cstimate x)(k) given by (37) is obviously useful when the measurements

iy(k) . k=0,1,...}contain small measurcment errors. 1f all the measurements are error-
free. then yo4(k) is redundant and may be discarded by settiny Hpy = 0 resulting
Vi = 0 in (Eg) and (37).

Remark 3: 1If rank{H,] = q = n, then z(k) and ; (k) vanish and xq(k) becomes the whole
of x(k). In this cafe, we obtain from (37} or (31).

o - ™ [
14 i
Yaq()

T T
where Hd - [IH\H21].

s e e e e e

APPLICATION

L The delayed-moasurement observer developed in this paper will be applied to the
; estimation problem associated with the design of a turret control system of a surface
i combat vehicle syastem. The two channels, a%eva:ion channel and azimouth channel, of ‘
F the turret control system are functionally independent and the controller for each
channel may be designed independently. Only the elevation channel will be considered
here and a block diagram of the open-loop control syatem {8 as shawn in Fig. 1. The
numerical values of the constants are given in Table 1.

+ 2 Ci| + 1 N
'C % 5 7 ET

ala”
kel
L]

I PN

p

Fig. 1 Elevation Channel of Turret Control System
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TABLE 1: CONTROL SYSTEM CONSTANTS

Symbol Value Unit Degcription of Constant
Ap 1.902 in? Actuator Piston Area
Cq 2.14 £t Actuator Moment Arm
C.r 420 - Damping Coefficlent
28/V 1.01x10% tb/in?/in3 011 Compliance Coefficient
I 120 tb-fr-sec? Load Inertia
K. 0.0 inzlaeclﬂb/inz Leakage Constant
K3 66.45 ma/in Servo Valve Feedback Cain
Kq 0.5 in3/sec/ma Servo Valve Gain
Ke 270.1 in3/sec/in Hydrauliz Flow Gain
A 0.25 inz Spool Tnput Area
wy 313 rad/sac Undamped Natural Frequency
vy 0.8 -—-- Damping Ratio

0
K(e) =} 0
0
_:4

K(ktl) =

-3,

3 0
0
0
-2.08x10%
Awxlo® 2.73x108

-

0.96 0.34
0 0.6l
0 -48.7
0 4.1

-4,03x102  2.18x10%

] 0
2.0 0
] 313
=313 -501
0 0

y(t) = ¥; () = [1 00 00) %(¢t) ,

whare R(t) = [R)(8) Rp(E) Ry(t) R, (6) Rg(e))T .

1.86x10"3

7.10x10°3
-0.326
-0.269

1.65x102

7

Using the values of the constants liated in Table 1. the state-space equation for the
turret control system is casily obtained as

Using a sampling interval of 0.01 mecond, (43) is discretized as,

2.83x10"3

0

0 ®(t)

0

0 -
"o

0

o Juey (43a)
313
—0 -

(43b)
7.3x1074 2.77x10"°
4.69x10°° 0

-6.18x10°% 0 ®(K)
-0.227 0
77.8 0.994

e ol -t e, e b tn o = .
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5.48x10"% |
8.93x1077
+| 0.734 uk)
~6.18x10"2
L8.15x10

= AR(K) + Bu(k) , (64a)
y(k) = (110 0 0 0] %x(k)
- CR(k) (44b)

where it can readily be checked that [A,E] ia completely observable.

Since only %, (k) is measured, a fourth-order Luenberger observer would be needed tu
generate the'estimates of the four inaccessible state variables x3(k), xg(k), x4 (k)
and %5(k). However, Lf three delayed measurements are used, it can be shown that
only “&5(k) needs to be estimated by a first-order delayed-measurement observer.

Using three delayed measurements, (9) or (31) becomes

y (k) 1 0 n 0 0
ya0 | = | 1.03 0.59 =1.72510°%  5.69%10 " -2.87x10° | %(k)
Y54 (k) 1.048  19.49 0,159 0.118 -5.81x107°
Y44 (K) 1,055 45.6 4,855 8.52 -8.79x107°
- Bt (45)
where

Y1400 = y(k-1) = 3.0x1073u(k-1),
¥24(K) = y(k=2) = 0.267 u(k-1) - 3.0x10" u(k-2), (46)
Y3qk) = y(k=3) = 7.9 ulke1) = 0.267 u(k-2) = 3.0x10"Ju(k~3).

In (45), Hy 1s not yet in the canonical form of (31). However, from (II-9) of
Appendix Il, we obtain

-~ , -
1 0 0 0 ; 0
1.03 0.59 -1.72x10"%  5.69x10”3 ! -2,87x10°3
T | 1.048 19.49  0.159 0.318 lo.5.81x107° |, (4])
1.055  545.6 4,855 8.52 ! -8.79%107
............................ .----_---_-_---1-.-----_-_--
Lo 0 0 0 .

and from (I11-10) of Appendix II, we obtain
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P e

- ' —
t ) ) 0 {0
1}
-2.43 2.79  -0.44 1.45x10°2 1 5. 6x107°
Tl | 1412 -108.9  -28.95  1.15 b4 7ix1073 (48)
7.52  -117, 44.68  -1.47 {o-g.91x1074
0 0 0 0 il
- | —
80 that
x(k) = TR(k) (49)
1 0o o o0 io
) 6 1 0 0 o0
Ry = BT = 00 0 L0 o ! (50)
0 0 o0 1 io

and A-TKT'l and BeTH.

Since rank [Hy] = 4, the delayed-measurement observer described by (36) vecomes a
one-dimensionali observer. Let rhe eigenvalue of F be chosen as 0.1. Then we cbtain

F=20.1,
Kll = I3.376x10a -8.16x10"%  -3.881x10"° -0.2327.

Fram (36), (37) and (38), we obtain, after performing the inverse transformation,

z(k+1) = 0.1 2(k) + 64.86 u(k)
+ 1-3.58x10% 1.11x10% -5 07x103 1 8Bx102] | y(i)
y14(0)
Y240

' (51)
y3d(k)

xg(k) = z(k) + [3.376x10% -8.16x107% -3.881x10"? -0.232) [ yio) ]

yld(k)
y2d(k)
Y3d(k) (52)

;2(k)] -2.42 2,79 -0.44 Laskiosd fyao | [ s.exio?

xy(k) | =[141.2  -108.9 -28.95  1.15 yigtki | + | -4.70ei07? : o

x, (k) 7.2 -1i7. 04.68  -1.47 yyqt) | -8 91x107 ?
34 0)

(31
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Simulation results of the osm-loap turret control system (elevation chinvel) using
4 arep tnmput ufk) = 1, k = 0,1,..., ave as shown in Figs. 2 - 6. All estimetas
%g(k)Y, Ry(k), %;¢k) and §5(k) took sbout 0.05 second te converge to their crue
values. Faster responses can, of course, be obtained L. cheoaing. suitable values lor
F, for example F = 0.0. It may be remarked that microprocessor-based implementation
of the delayed-measurement observer daveloped in this paper are currencly undevway
and excellent rasulta have heen obtained.
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Fig. 2 OPEN-LOOP TURRET RESPONSE
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Fig. 3 OPEN-LOOP TURRET RESPONSE
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Fig, 6 OPEN-LOOP TURRET RESPONSE
APPENDIX I

We Yésh to show that (22) is asymptotically stable. Substituting (28) Into (22)
yields

e (k1) = F ] - [HT(R + HIHD) M D15 e, () (1-1)

and substituting the matrix inversion lemma

X - XHV(R + HXHD) "hx = (x°1 + wT-lmy-1 & ¢l (1-2)
into (1-1) yields
wle=i .
e, (ktl) = F Y } e, (k). (1-3)

Furthermore, using (I-2) in (29) ylelds

=1 -1.T -1 .

N (FY °Fy + Q) 7. (1-4)
Consider the Lyapunov function

Ve = T te, 0. (1-5)

From (1-2), (I-3), (I-4) and (I-3), we obtain the change AV(ez) along the trajec-
tories of (1-3),

tv(e,) = el ()] e, (kt1) - ol [ e, ()
< el terly e, (kD) - el ek Te, (k) +
el (OHL (R + By HD) " e, (k)
= el oI iy by T v T+ o e v hiptle (0, (1-6)
which becomes, upon ueing (I1-2) again,
aviey) £ -erc] ey + riQ7e, ) Tt re . (1-7)

Hence aV(e,}<0 tor all ez(k)#o so that (22) {s asymprucically atable.
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F APPENDIX I1I

Consider an mxn matrix W of rank gq given by

- A, B '
We feeedea-- (11r-1;
c ! D
where A, B, C and D are, respectively, gxq, gx(n-q), (m-q)xq, (m-q)x(n-q) matrices,.

? w‘thout %oas of generali "y, W ‘s arranged such that A is nonsingular. The rcolumns
of [BTiDT) may be expressed as linear combinations of the columns of [AT:CcT), t.e.,

el

I

where X is an qx(n-q) matrix. From (11-2), we obtain

i X=als, (11-3)
| D=cCXx=catn . (11-4)
B Using the nonsingular transformation,
- I -
- Al e ]
R N enouenne . (11-5)
O(n-q)xq ' L-q J
we obtain
r |
I t
- i x(n-q)
We wr'l - .3:1-;._9--..? ...... (I1-6)
cA-lo
)

l Now conaides (1) and (9). Supposa these equations ars originally given {n terms of
a state vector (k) not in the forms of (30) and (31), i.e.,

X(k41) = Ax(k) + Bu(k) (I1-7)

y (k) Ciia C118 | G2

-

¥yq (k) Hyia  Happ | B22

%x(k), (11-8)

where Hd has been arranggd such that the qxq macrix Wy, is noasingular, and where
by (I1-4), W22 = WpiWi1 'W1, & H2z.

The nonsingular tranaformation

X W11 12

T = 5 (11-9)
(n-q)xq n-q

with inverse
-1 —l

~ LI%: M1 Y12
7 la
5 (L1-10)
i (n-q)xq In_q
felds (30) and (31) with x(k) = T% - TAFY, p = TR - 5! « .oyl
y 8 (30) and (31) w x(k) Tx(k), A = TAT ~, P TB, Hy HdT and H21 wZIJll‘
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ABSTRACT
Z A recent survey of the on-line ldent’ flcutlon techniques of pruvess g :
; presented and developments related to numerical brhavicr of alrsoprithms o i

INTRODYSTION

Many techniques for ldentification of procecza dynamlcs have been reported Aurine the
last years as indicated by many of the references glven in [1]. Bastenli; fdentifi-
cation, according to the definition given by Zadeh, 1s: "The determination, on the

basls of input and output, of & system withln a class of systems (models), to which
the system under test 13 equivalent.” From the definition of the term ldentification,
there follows & classificaticn of the different methods of ldentification:

e class of models: parametric versus non-parametric modeis,

e class of Input signala: impulse, step, sinusocldal, whlte nolse, colored
nolse, pseudo-random binary sequences,

¢ class for the equivalence of model and system: usually defined in terms
of a c¢riterion or a lecas function,

& computational aspects: one~gshot versus iterative (scquential’} approaches,

e off-line methods

¢ on-line (real time) methods.

It 1s almost unigue for identification problems occurring in automatic control to:
. (1) pe.form experiments oh the system to obtailn lacking knowledge, and/or (11) design
3 a control strategy as the purpose of the ldentificatlion.

In zeneral, some 1lmportant major considerations for system ldentificat.on are as
follows:

e 1t 1a difficult to give a general answer to the question of what identifi-
cation method should be used in a specific case; cholce 1s intimately re-
lated to purpose of identification.

e the cholce depends on so many factors, many of whlch are unknown when the
method has to be choaen,

¢ it 1s often not possible to compare models obtalned using di.ferent methods
in & relevant way.

¢ for parametric models (with determined structure and order) it 1s not usually
an easy task to chocse model order.

¢ the a priorl knowledge of the process strongly influences the results ; for
example, the more that is known about the propertles of the dirturbtance of
a8 process the more will be known about the accuracy of the model,

¢ properties of rvallabic data {experiment l=ngth, signal to noise rat!lo,
sampling size ...,

. "e 1t 1s often necessary to carry ouc experiments during "normal operation";
K. thus introducel perturbations must be small.

The literature has reported a wide range of engineering and non-engineering appli=
cations where identification techn!ques have been guite useful, a sample may be found
in References [2] -~ [7]. The problem of identification and the area of parameter
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et imatlon have been the sublect of many textbooks [0 ~ "' K. fuparn-
[17] ~ {22] are selected survey pepers on the sublect,

>
i
. o ot

e the wliely used fdentification techniq eorm ure the 00wl -

} 1rust-sjuares repgression
} tally principle
) weperalized least-snuares
Yoinstrarental vartable methnag
}oBaye's method
} Jorreldation technlque
} #lrst and Second-order Stochastlc Approxima
H; ¥alman-Filtering algorithm
)
)

o+
oy
)

Square~Rost algorithm
HBox=Jenkl s approach
the maximum llkellheood method,

melric methods inelude "tie evosuecorpelatdan Tunotd by owon,
wd covariance functions.

HBetore we predent o detalled dlscussion on
wiil hriefly outline the methods useful for of el
metnods of syster tdentificatlon are based on fro-jucnaey, i
These techniquee assume off=-line 1dentiflcation ani are 1rrl,‘i
statlonary processes where input/cutput relatlonships Tor on ”wt
all Inputs. The derlvation of the complex galn of the synter oy an

) 3

eney w o is eas iy obtalned by numerical Fouwrler transfurm usines

vutput (led/inn U (Jw). Thls appreach 13 howsver a lenethy o svern U7
franaformys are used. Bode magnltude and phase [ iats nre galt e b
card,  When using step response ldentificatlon hawever, the b
: it an Ydeal step situation) should be much sherter than the jeriod of 1he h 'V ;
4 frajquency of lnterest in the 1dentification., Agaln Fourler transtform vould be un.-:
in this off=-1line identificatlion using step responses. When impulse-respcnse denr .
- fication 15 used, the Jdelta function is usuully approximated by pulses of rinite
wldth.,

ON=-LINE SECHNIQUES

; Gne useful on-line method 13 based on the employment of correlatlon=function techs
niques to tpansform the identification problem into impulse-response problem itnou:
actual need to apply impulse functicns. This 13 achleved when white nolse s appilled
as an lnput to the process (white noise is defined as an uncorrelated random input
with an infinite flat frequency specim™um and zero mean), If nolse 15 used with a
sufficlently low amplitude, it might be super-imposed on the normal-operation 1input
to the system without any effect on 1ts performance. Deflning the input auto-
correlation function:

T
6,,(8) = 317 [ y(e) y(t = 0) dt
T

and the crnss-correlation function ¢Xy(hf as:

™
1imn 1
¢ y(O) " faw BT J{ x(b) yie - 9) dt
T

I* ¢ n be shown that the system's response g{(t) tc an Impulse nput at 4 o= ¢ 1o
earlly cbhtalned from:
8
d = : - 1) d
qu(ﬁ) / glt) &(o T) dr
0
= g(g)
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wWhere *h# autocorhela'lon integral of a whire n-i : * o : ‘

. : Propeert Lo Lo e ltn o fan et isn, Do BT TR v -

! ;uvn"y rrhnonse is related to correlation trunctivns, Gowhiite el Lo <,

4 .

r

5,00 57y}

] -1

1 .

E 3{iw) = (fw).

Xy
F
o tonal poins of ; s, v ) tee
i : T S tEotteot e v C A
. - : Lty n et H : N
' \-u\-‘ = whe-re TE Ty e N
oot I TS BTN
o R T P S e o ]
. oo : ) - . )
« culibe perrormed by Tirot Vg S v
il scoubsejuently perform an ’
Sn-iine multiavariab’e  dentiflication is 3

pression procedur-s.  Curve-fitting, as an txqmrlp

\~<b"1que where 1. is usually desired to find s funct

arier that best fitas a glven set of data {(measuremente).
a2 it is to minimize the sum of sguares of differences between rea
“tee entimzted funetioial Torm or curve. e craraeterizoio ol res. ‘s
inoseneral, 1s that they regqulire the accumulaticn of nons*wxiy stato

¥ 3t least m + 1 sampliing intervals (where m iz the nunber

ified) belfore regression can be repformed.
IV 1s g vector of measurement nolse and Z isg a ser of meassurementa, -~ lLen fi-
wiknown gquantitles X are related to Z ind ¥V as fallews:
2= HiL o+ Y,

’ The guestlon is then to find an estimate X that minimizes the sum of the sjuares of
the elements of the vector difference: 2 - HX. Tt can be chown that the lraot -
sjquares estimate is:

o =1 T

= whmTh e oz

-\ T -1 R .
where ({ )° and ( ) indicate transpose and inverse regpect ive R
this pracedure requires matrix inverslon. This inversion »null
uses a sejusntial formulation of this regression techniave. D
B least=-zquares are not cnly applieable oo linezar and nonlinear
but they also require little computer storace and are fast to
two Tirther drawbacks to the r~lasslical method of 3¢ o
no missing data pairs in the sampled input /outpat
. very restrictive feature), and sccondly the «f%cts

gecounted for anly by rerunnine the whinle * L Et .
an oen-line identification of parameters uslog .
proce iure has been reportad in Ref. (27), In «his reo
be no need to store past measurements for the purpose =,
The maximum llkellhood identificatlon methoa has bte-n wldely usol in *ic 201 -7
rro2egs parameter ifdentificatlon.  The ovipinal metnhing s < s te i .
for an an- 1ine sltuation. A 1 ~ursive on=-1ine maximun 1iged il P

18 been surrosted Jertlepr ani Fangos: ] [

*“ fﬂc recuprslve sen-rvoriioel leusi~l el Dot o troerel
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Recalling the model of the measurement process:

LeHX+Y .

]
=
£
“«
L
13
D

k to minimize the welsghted o ol syuares »f deviationc:

Jo=(z-d DT RN .

b
where 70 is a symmetric, positive definite welirttine matrix, tre
sjuares <stimate is obtained as:
- -1 .7 -
(w7 v~ ymt 4T gl og

¥4

as that value whinh maximi:
red taklins into amroount

The maximum llkellhood technique sugges“s
"""J of measurements 7 which actually o2

groperties of noise W. HNote that in t
me for the variable X. Tor the case
vhat:

the Lrolia-

PERTEE SR RSy

o
2l
s -ilsnussion St Tat

;
1
R S

i PR SR PICIENE e HDEERR A SR

-

Y ¥Tl = R {wlth I denocting

1
-

sve expresslon for X becomes a m um varlance linear nstira*
nizes the likelihood function of (V)
foro Gaussian V, when V 1s indepen:

timate 1s a maximum 1llkellhood
stimation cf the coefficlents =f

[/ B

Less widely used on-line iijentification methcds are the quasiilnearization spurcacrn
and the invariant imbeading identification. The guasilinearization technlue ~27
1s concerned with the transformation of nonlinear sul+ti-ypcinr® boundary valie ro-t
int> a linear nonstationary problem. Here, the Type of noniinearity rmust be sgiv
at least 1n terms of an approximation. Suasilinearlzation rrocedure -~onvers
the true parameters only if the initlal guess <¢ The parameter value s with
convergence tounds) thus 1t reguires a certain prior knowledge of the parame
range of values. It 1s inieresting to note that the suaslilinearization apypr
based upon a "ixed" number of measuremants rather than on 2 srowlng number of
measurements. The 1nvariant imbedding idjentification [2%; Lsuallv oempd
nonlinear systems; it also requires prlor knowledge of the : N :
functions whose parameters are to be ldentified. Some a priceri knowisdge of the
range of parameter values 1s regulred. Inadeguate chcices of initial values nay
cause divergence or alow convergence of the ldentification. 1In srite of the gener:z-
11ty of this method, it 1s of limited use for on-line identificaticn due to 1tz
computation complexity.

Let us direct our attentlon to two widely used on-line identl ication approaches, the
Kalman-Filter and the f(utoregressive Moving Average (ARMA) models As wWas stated
earller, a recurslve fllter 1s one 1n which there is no need to sto“e past measure-
ments for the purposge of computingz estlimates. In oriler *o appreciate _the value of

a recursive fllter, let us compare the follcowing two expressions for KP+1, the value
of X at t,,,, if
k+l
Ei = £ + Ki (1 =1, 2, ... K)
where 7, is noise-corrupted measurement, and
Y, Is the measursment nolse :rcoali be issume ! wilte notse?
1
K+l
SR E%T =)
- i=1
(11) X S - i
“k+1l —k 1 "=k+1 Sk

In the lat*er expression, the need *o store past measurements 135 eliminated and this
1s whem e the value of a recursive llnear es*imator lies. ‘icve *hat (I,47 - Xk! 1s
usually termed the measurement "residual." The discrete formulation of a llnear
system state at discrete points in time,tk, usually *takesthe form.

= 1,
e = 1 Br Y H
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where W, 1s a zerc mean vhite sequence of covarlance
Sk T oLy e

-s Lofore, we express the measurements [, at
ssotoem state variables corrupted with wh*te not

“k k =k ~k
% here represents random nolse gquantities with zero mean and covorian o Ep =
i iR ﬁi}. Sennoting ik (-) as the a priori estimate of the zyctern o 27. 5t Plire ,
% we Jdefine i‘(+) as the updated estimate based on the use of [, . Trusg, & linear
H - recursive 0rm for the update estimate becomes: :
: -~ 1 -
! (4) = % v -
: X ) = K X000 v Ky
) Wi e éx ani Kk a.e tire-varylng welghting matrless.
In the dlscrete=Kalman filter (1271, [17], [1%], {241, (371, we detine ¥, 1o and 1 7+
1o Le the estimatlion error such that: -
) X (#) =X + ¥ (+)
inid . o~
(- £+ -).
=) =% X, (=)

‘'sin:; these eyuations in the update form, we get:

d A * oy
+ + K, H, - X, % K X 0-) v WU
ae) = (K vk B - T X v K X vk
Since E[Zk} = 0 and if ELXk(—)] = ¢ and Z[X(+) = 7 cthe fterm in tri oo s
[Kk + Kk Hk ~ I} must egual zero as well resulting this form of the <zt izt ion
T (4 = (T ~¥ a0 X (=) +K 7.
LN ( k Tkl K ) x Ly

Deflining the error covarlance matrix as:
~ o~ .T-
Pk (+) = E [Xk (+) Xk (+37 ]

and using the above results we obtain:

T
I3
P () = (I - Kka) P =) (T - K, Hk) + K R

™
k Sp o

& In arriving at this result we assumed that the measurement errors wers uncorrelz®od

s and thus:

: > T, T

: JA - w -

: EX, (=) v, 1=kE([y T (-)]1=0

: } The optimum choles of K, is based on mirimizing a welghted scalar sum 37 the 1lacony
s . elements of the error c8variance matrix P _{+]), 1l.e.

K

3= e X0 s T e
k =k 2t
where S i3 any positive semidefinite matrix. Letting S = I tre Kalman =aln matrix
becomes:

T

= ’I -
Kk Pk(-) Hk [Hk Pk( ) Hk + R

-1
k]

The optimized updated estimatlon error covariance matrix F (+) = [I - #, # ] 17 .-:
and the error covariance extrapoelatiocn matrix thus tecomes: :

T
P (o0 o=@y 3 Py () 0 0 9,
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¥-i1ath 311 has defined the sequence:

; v, =2, - HX,
5c the "innaovatlon sequence and had shcwn that for an optimal filter this sejpurn-oe
{5 a dGsusSsian wh'te nolse sequence. Mehra [29] used the inncvatlon sequence to
*neck the ortimality of a Xalman filter. Moreov:r, he used 1t to =stimate the pro-
cess nolse covarlance matrix @ and the measurement nolse covariance matrix, R. Mehra,
‘1 Reference {301, nas used the innovatlon property to handle an !important ;vzh!p:
ind that is of the determination of the order of a system, Martin ani Stubberul 0.,
have devoted in thelr recent study a comprehensive review of the innovatlcns preoperty
and its applications te 1dentifications; they discussed some relatlve advantages o7
Y computational and computer implementaticn simplicity. It is worth mentloning that "
* avytanding the applicability of the Kalman filter €9 nonlinear cares has been sSuccess-
~at, and CADET [18] has been developed as an analytical technique for analyzlng non-
lincar stochastlic systems. The equatlons for the continucus-discrete I-“xtex'vj::ﬂ] Yalman
: r are on ge 189 of Raference [18]. See Reference [3] for an arriication of
Filter to nostflight data analysis.

2

2 o¢ the majaor reported problems witn the minimun-variance recursive ¥zlmzan 00 .tar
tirator is what has been termed the "divergence problem”" in some a;plications.
rrzence 1s said to occur when the error covariance calculated by the estimator
smes inconsistent with the actual error covariance. Nahl and Schaffer [32] have
d the!r Itvergence prevention scheme on constant checking the concistens, =7 “ho
ulated and the actual error covariances. They designed 3 test “cr inceoncist v
ind an adaptive decilsicn-directed procedure {or adjusting the caleculated covariance.
Tneir appromch 1s accomplished by testing whether or not the cbservatlion at each
stage ls llkely to nave come from a cdistribution with the calculated covarlance,

T gperee TR T

Bierman [12] discusses several types of divergence phenomena that may exist with
Kalman's solution to the linear parameter estimation problem:

(1) divergence due to the use of incorrect statistics and unmodelied
1 parameters,

11} Jdivergence due to the presence of nonlinearities, and

11) divergence due to the effects of computer roundeff.

(11
E (111

-t LG4 -t U Y T

dierman has recommended a square root information filter (SRIF) which compares
favorably with conventional algeorlthm nechanization in terms of algorithms complexity
s%orage and computer run times. The improved numerical behavior of the SRIF 1is Adue
in the large part to a reduction of the numerical rangzs of the variables, and thus
produclng results comparazle with a Kalman fllter that uses twlce 1ts numerlcal pre-
cision.

Saridls and Stein (33) have presented a generalized algorithm for on-line identifi-
catlion cf stochastic linear discrete-time system using ncisy input and output measire
ments. The'r stochastic appreoximatlion approach converges for artitrary but known
numerator dyna~lcs and for nclsy measurement conditions, provided that the nolse
varlances are specifled. The mean square convergence cof the stochastlic approximaticn
algorithm to the correct result 1s guaranteed under conditions that are, for mony
chysical systems, easily satisfied. 1In Reflerence (17), the authors_ in ordcer to re-
duce the requlred convergence time,use an adaptive version of the stochastis approxi-
mation method due tc Sakrison [34].

A fundamental property of random signals witn Gaussian is that when processed through
a llnear dynamic system, the resulting output 1s also Gausslan. Thus, any Gausslan
tlme sequence may be consldered to b2 the output of some linear system whcose in-ut

1s an Independent Gaussian time sequence. The Kalman filter 1s in this regards the
optimal llnesar predlctor for predicting a Gaussian process. Let the following trans-
fer function 3(s} represent a general linear model for a stationary time seguence:

nlay = X(5)
G(s) = 4757y
psMap ™14 ... +0,5+0D
- m=1 1
v a0 + A.5 + A.
=3 L u
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where & 1? the Laplace transform variable. Defining 2=} as the packward sniee
sperator (27

Xy = xk_n), the above equation wlll assume the dilscrete form:

-1 -m
o By ¢ BT+ ... B2 03
G(Z) = =1 = T
a, ¢+ ulZ + ... anZ'n u(e
Using B 1in nlace of :'1, we write:
14 oE 4+ b B"
G(B) = K n
1 + 318 L anB

wheve a /B = K; B,/8 = by i ay/a, = a8y,

x denotes the message and u 13 a %aussian random input signal with zerc re

The discrete transfer function above could be rewrlitten as:

I B e s T U * P e
or n m
s m boegm g 18y
1=l 3%0
where k = 0, 1, 2, ... ; t = kT

and E [uJJ = for all §.

This equation represents a mixed autoregressive-mgving-sveraze (ARMA) model =fF x, .
The ¢'s dencte ‘he autoregresslve coe??icientJ reiate 0 the history of the mesézge
itself while the 8's are termed the movi.g average coefficlents relatel to the his-
tory of the rarndom input signal. Rewriting the ARMA equation we get:

o(B) x, = 8(B) u,
or 1
870 (5) $(B) x, * u,.

This 1s a convergent infinive pure autoregressive (iAR) process. We may likewilse
write the ARMA modeli as: :

x, = ¢7H(B) 8(B) u,

which 13 a convergent infinite moving-average (MA) process, The convergea:e features
of the infinite models facilitate them to te expressed ir terms of finlte orders. It
should be noted here that identification should aim 3t the minimum adeguate orter,

In References 6 and 7, this writer has developed &n ARMA model to adsquate.y fit a
noise time series. Oraupe [35) has cutlired a procedure fur sequentially estimating
the parameters and ordere of mixed ARMA models. The procedure is based on first
ldentifying a purely AR signal model. The uniqueness of tne maximum likelih~cd
estimates of the parameters of an ARMA model has been discussed by Astrom [3£].

According to the Box-Jenkins time-serles ftechulgues, once the parameters ¢f the mixed
ARMA model are mvailable, it yilelds forecasts {(predictions) that are comparabl=z to
those ohtained from a Kalman Fillter whose parsmeters are vrown, The differe.ce be-
tween the two approaches lles in the fact that forecasting v 2 AFMA models rejul:ies
the reccnsiruction of the 1inputs from, say, the least-squered pgredlction errors,
whereas, the equivalent Kalman Filter avolds thls reconstruction through sequent
updating zains assoclated with the last errcr term. It should be noted that 1t
oasitle to transfoerm an ARMA model into & stete-space foriulation to y'eld and
uplate a Kalman fllter model fo gubseguent predlcetion wilthout reconstru.tion 2f
lnpats (with the Kalman filter, however, the paramnters and orderz mvst be known).
A discussion on developing an AR model based on the maximur: 1!lkelihood has been
developed; see,for example Reference [37].
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A MULTIPLE MODEL LEAD PREDICTION ALGORITHM
FOR MANEUVERING TARGET ENGAGEMENT

Pak T. Yip
Control & Stabilization Team
FCLSCWSL, US ARRADCOM
Dover, New Jersey C7801

ABSTRACT

The effective engagemen: of maneuvering or non-cooperative targets is a preblem which
kas been 5¥ interest in tank fire control for several years. The approach to this
rroblem taken in this paper favolves a multiple model adaptive filter structure te pro-
cess target range and bearing measurements vequired for target state estimaticn and

gun lead angle computation. This paper discusses the status ol techaical efforts
directed toward cthe real time microcompute: implementation of this fi-e control concept.

INTRODUCTION

Effective engagement of maneuvering or non-cooperative targete has been an aren of
interest in tank fire control for several yeare. Solutions to this problem include,
among others, upgrading the ¢recker, the sensor, and the stabilization as well as con-
sideration of advanced lead prediction algorithms. With the rapid advancement of micro-
computer technology, it has now become feasible to consider the real time implementation
of these advanced fire control algorithme and thereby enhance the overall performancs of
the fire control svstem.

Rou%hly, we have four major tasks to consider: syates modeliny, system confipuration,
digital siculation, and reel time simulation, System nodeling includes system deta
anslyesis, model formulation, snd parsmeter idantification. System configuration i{ncludes
choice of basic algorithm, arrangement of models, and releciion of adapiive policy.
Digital sizulation requires choilce of data ssgment, choice of nominsli conditions, gen-
eration of noise for imput data, Monte Carlo simulations, and the evaluation of system
performance. But, numerical stability, sccuracy of computaticn, memory size of micro-
processor, and computational spsed are additional considerstions in real time implemen-
tation. lhis paper discusses wach of these areas as it relates to tank fire control
engagement of maneuvering targets.

SYSTEM WODELING

The shergy spectra of target mensuver 3ata provides quslitative information useful in
determin target wodal structure aud Initial parameter values while maximum likeli-
hood ldentification has proved to be a vilaable tool for optimizing the selection of
the model parameters.

The Antitank Missile Test (ATMT) Phase II data basel was used to identify che target
acceleration models gsince 1t represents the best available experimental terst dsta re-
flecting the maneuver charactecsistica of vehicles such as M60AL tamk, Scout vehicle

and Twister vekicle, covering a broad specirum of speed up to 30 wilee par hour and
acceleration up te .5 g. “ince our interest wes !n modeling the target acceleration,
the pusition duta was sampled at a frequency of 2 cps and ce differentisted tc
obtain the accelerazion sstimstes which vas then resolved into along-track and cross-
track cunpanent!. The power spectral densitv of this data war computed by the maximum
entropy wethods* which sssumes the de-s is generuted by &n autoregressive process. The
pover spectril denaity S(f) is given =y

2 ag?

S(f) = [
Il - fs% ol exp (-j!:fi),
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where og is the standard deviation of a2 Gaussian noise process; ai {s the i-th coef-
ficient of the autoresressive process; M {s the number of coefficients, and the coef-
ficients a's are estimated recursively, The number of caefficisnt; of autoregression
is determined by minimizing the Akaike's final prediction error’.

The numbur of the autoregressive coefficients is usually larpger than three which is not
desirable for Kalman Filtering. However, the power density spectrum affords enough
{aformation for estimating essential poles end zeros of a simple rational polvnomial
model structure. The simplified model has the following form:

A(s) = S + & g (s;
S + 815 + 83

where q{s5) is the Gaussian noise process; A(s) is the svstem acceleration; 5, 8; and
87 are parameters to be identified for the chosen vehicle paths and each of the along-
track and crosa-track formulations.

Since the target range and azimuth are processed as measurements and the ta:zet accel-
erations are defined in the target coordinates, while the mathematics is done in a car-
tesian system, the required transformation of coordinates introduces nonlinearity into
the estimation problem. Hence, the acceleration model was embedded in an Extended Kel-
man Filter algorithm. The model parameter vector is chosen to maximize the likelihood
funstio , or equivalently minimize the negative log likelihood function M (Zk;é).
where ZK was the envire sequence of k samples of the measurement vector I, e Gauss-~
Newton method was used in the minimization procedure:

-1 k .
aj+#l ~ gy - op 2 ME i ab

3 aj
where p = 1 for this method, and D, the expected Hessian
3 M(Z ; a))
D=El 3a’y )

The test for convargency was given by

(aj+l -a1)T D (aj+l -gj) < 10}

SYSTEM CONFIGURATION

There exists & maximom level of maneuver that the ground vehicles under study can attain.

This maximm level provides a non-trivial vange of dynamic morion that can be quantized
to a finite nunber of maneuver levels. In this study, five different parameter values
were selected and the corresponding Extended Kalman Filters structured to simultaneously
process tracking input data in parallel .d output target state eatimates. One of the
filteras in the deeign was a simple 4-state filter based on & constant velocity tavget
model. The remaining four filters were identified witk various maneuver levels.

Ssveral interestin, options are available to provide some adaptive capability to the
algorithm including adapting the plant noise rodel o: adapting the prediction model.
The approach taken in this Investigation is to select the filter with the maximum
computed likelihood function. More precisely, terget rnnge and azimuth angle are pro-
censed by the paraliel filters and the filter having the largest likelihood function is
automatically cheosen to provide the best estimate for lead prediction and gun orders.
The prediction model is the ~ommon second order function of projectile time of flight.

DIGITAL SIMULATION

A Monte Cario simulation of 100 runs was set up to process g large mumber of 10 second
segments representing various maneuver levelz of the M60AL tank, Twister and Scout
vehicles. These segments of data were different from those used for the parameter iden-
tificarion tasks discussed earlier. For the irtroduction of measurement noise, two
Gaussian random number generators were used with different seeds toc start each run.

For evaluating the system performance, the perpendicular miss distance of the predicted
line of sight from the real target position was defined as the predicrion error. The
firing time points were fixed for each segment under process. The performance indicator

L, &

T

bt S o s it




L. il

T

o

ph at sach #iring time point was defined as the ratic of *he numter of times that the
prediction error is leas than 1.15 meters to the total numter of runs, Pasically, they
sre hit probebiiitlies considering the gprediction errors alome.

For an engagement range of approximatsly 200C meters, 45° cross range (across the range
vector), [ sigpma range meisurement error of 2 weters, / sigme azimuth trvacking error of
0.3 mils. a projectile speed of 1500 meters per second and 7 firing pcints per segoment,
the hit probability results are summarized In tie following table:

Mean ph
Targec e Number of Segments Congtant Vélocity Mode Adaptive Mcdel
M60A1 13 W4l .49
SCOUT 10 .27 .38
TWISTER 8 .20 .26
For an engagement range of approximately 1500 meters, 60° cross rarge, , sigma range
measurement error of 3 meters, / sigma azimuth tracking error of 0.3 wils, a pro-

jecrile speed ¢f 1158 metera per secord and four firing points per segment, the hit
probability results are summurized in the following table:

Mean ph
lsrget Type tamber of Segments Tonstant Veloclity Model AGaptive H°§Ei
M60A1 (] .51 . 5€
TWISTER 6 .31 .37

The results from the Monte Carlo simulations indicated that the performance of the
multiple model adaptive filter derign was generally comparable to a filter which was
tuned ro the target . ,mamics of that particular tracking interval. 1In particuiar, the
results rhowed that the adaptive prediction consistently performed better than the con-
stant velocity predicticu with an izprovement in prediction ranging from 10 to 4C per-
cent. The system sensitivity recults from looking at a manesuvering target segment of
date indicated that the system performance for the azimuth channel was heavily depen-
dent on the angular measurement noise and the projectile time of flight in terms of
range, and was not very sensitive to the range measurement noise and the range sampling
rate. The results also indicated that higher probability of hit could be obtained in
the cross range geometry than in the down range (coming down aleng the range vector)
geometry.

MICKOCOMPUTER IMPLEMENTATION & EVALUATION (REal TIME)

A nuher of important issues arise in addressing the problem of real time microcomputer
irplementation and algoricthm evaluation. Particularly criticul are protlems of numer-

ical stability and accuracy imposed by the finite word lemgth constraint of current micro-

computers. Also, rtant are considerations of memory size sand computational speed
and hardware flexibility to perforwu parallel and flosting point operations.

A filter algorithm which seems tc be pnrgicularly well suited to real time microcomputer
implementation is Bierman's UD algorithe? for the propagatior of the state errcr co-

varlance. The zlgorithm has the desirable feature of computarional accuracy and stability

and its required memcry size and number of multiplications are comparable to those of
the conventional extended Zalman filter algorithm. The original fillter algorithms and
software were therefore modiffed to incorperate the UD covarisnce algorithm.

The Intel 86/12A single board computer was selected for rthe real time implementation
and evaluation of the configured system. Each boar? has 32F of random access memory
(RAM) and 16K of electronic programmable r=ad only memory. It can te easlly extended
to 64K of RAM. The duasl port RAM in the pein computer board is accessible by other
single board computers through the multibus lires, providing a common area for infor-
mation transfer among the computers. The 8087 :oprocessor is designed to work with
the 86/12A computer. It has the desirable cap:i lity of 64 bit floating point oper-
ation which will save the programmer a large amount of time in scalinpg the variables
and documenting the scaling procedure. 1Its 27 micro-second computation time for

64 bit multiplication ie considered very fast.

The final configuration of the fire control system to be simulated is shown in Figure 1.
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Figure 1

The difference between the tavget angle and the sight angle provides the actuating
signal for the auto-tracker or the human operator (with handle) which outputs the
angular rate signal. The sngular rate signal together with the range measurements are
fed to the multimodel processor which computes the estimated target states for the sight
servo ccmmands and the lead nnﬁle and the desired gun angular rate for the gun aserve
commands. This is & stabilized sight gun director type of configuration.

CONCLUSION

In the tank fire control protlem with emphasis on maneuvering vehizle engagement, four
major tasks were dealt with contiguously. System modeling and system configuration were
carried cut first. The ATMT data base was chosen to run through a maxitmm entropy spec-
tral snalysis. Models were formulated and their parameters were then idantifled by the
maximm likelihood method. The models were embedded in rhe Extended K..man Filters which
were prncessed in parallel to provide adaptive estimates for gun lead prediction. &
Monte Carlo simulatiom provided us the system sensitivity and the system performénce in
terms of the probability of hit. The real time simulation is an intermediate step bhe-
tween the digital simulation end the real system experiment.

Real time microcomputer implessntation requires cavreful consideration of both software
and hardware issues. The Bierman's UD glgorithm with better numerical characteristics
replaced the conventional Kalman propagation of state error covariance. The Intel
86/12A single board computers were selected for their flexibility, caparility of
floating point operstion, and high speed of €64 Lit multiplication.

D et

Moreover, the human operator is a very nonlinear cowplex system which calls for a resl !
person to be inecluded in the control icop. In gll, the experience of this real time |
exercise may enable us to appreciate the real world problem and provide us a realistic
perspective of the entire tank fire control business.
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MULTIPLE VMODEL ADAPTIVE CONTROL

Ribert D. Smith
James G.. Dixon
Weapon Synthesis Division
Naval Weapons Center
China Lake, California 91555

INTRODUCTION

Multiple Model Adaptive Control (MMAC) is a conceptually simple approach to the problem
of controlling nonlincar dynamic systems. The techrigue utilizes several state esti-
mators running in parallel. Yach state estimator is designed to match a linearized
model of the nunlinear system. State variable feedback for control purposes is imple-
mented using the output of the “best" state estimator. The vresulting system is highly

nonlinear, and the zuccess of this approach is highly dependent on the algorithm used
to select the proper state estimator.

Adeguate MMAC deasign techniques currently do not exist and a common sense trial and
error approach must be employed. Despite this apparent limitation, several problems
studied at the Naval Weapona Center using MMAC have shown encouraging results. In

this paper the clasasic problem of stabalizing a radar guided missile in the presence

of severe ncnlinear radome boresight errors is used to illustrate the potential of
MMAC.

MULTIPLE MODEL ADAPTIVE CONTROL STRUCTURE

% block diagram of the MMAC structure is shown in Figure 1.

Ex'gggggx, ORLINERR MEASURABLE OUTPUTS
SYSTEM "

8TATE ESTIMATOR (I}

|__STATE ESTIMATE (1) L
Q
STATE ESTIMATOR (2) femmmme
[ _stare EsTIMATE (2) G
[ ]
] I
L]
# STATE ESTIMATOR (d) (o

l STATE ESTIMATE (N)

FEEDBACK

FIGURE 1. MMAC Structure.
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The structure consists of the nonlinear system to be controlled and several state
estimators rxunning in parallel driven by the inputs and measurable outputs of the non-
linear system, Each of the gtate estimatora is besed on a linearized model of the
nonlinear system about soms operating point. It is the function of the logic element
to determine which of the state estimators is providing the "best" estimate of the
nonlinear system's states. The estimated etates in conjunction with the appropriate
gain matrix are uaed as feadback to modify the dynamics of the nonlinear gystem.

The concept of MMAC in not unique to this paper. A brief history of tne concept
an extensive investigation of the MMAC technigue for flicht ~cntrnl of un F-8 aircraft
are provided in a report by A+hans et al.' However, the deterministic design (i.e.,
Luenberger observers vice Kalman filtera) and the logic element in the MMAC structure
reported in this paper differ from that of Reference 1. In particula:r, the logic
elemant used in this report defines one state estimator (Luenberger observers) as
"best” when the differences between its estimated outputs and the measured outputs of
the nonlinear system are minimal. 1In addition, the states of the remaining state
estimators are initialized to the states of the "best" state esiimator for that update
period. Thus, the state variabhle feedback is derived from one state estimator and not
a linear combination of atate astimator outputs as described in Reference 1.

A summary of the major elamen*s of the MMAC structure described in thig paper is pro-
vided below.

NONLINEAR SYSTEM

The restrictions on the nonlinearities and dynanics which limit the utility of the
MMAC technique are not well understood at this time,

STATE ESTIMATORS

Luenberger observera as defined in References 2, 3, and 4 are utilized., The state
estimators are based on linearized models of the nonlinear system. No a priori guide-
lines exist which define the number of state estimators required.

LOGIC

‘fhe logic function performs two aperations on a periodic bagis. First, the "best”
state estimator is ~hosen, based on the minimum of the sum of the absolute values of
the differences between the estimated outputs and the measured cutputs. Second, the
states of the remaining state estimators are initialigzed to the ntates of the "best”
state cstimator. Although not well defined, the update rate of the logic function
must be conaistent with the bandwidth of tha desired closed loop system,

FEEDBACK

The feadback consists of state variable feedback utilizing the estimated states of the
"best” state sstinmator. The feedback gain matrix is precalculated based on the
linearized system modsl associated with each state estimator, and the desired closed
loop characteristica of the nonlinear system being contiolled.

EXAMPLE

The claasic problem of atabilizing a radar guided miasile in the presence of severe
nonlinear radome borsaight arrors is used to illustrate the potential of the MMAC
technique. The radome data used in this model is typlical of existing radomes. The
migsile is modelled as a simple second order system whose acceleration normal to the
velocity vector is proportional to the line of sight rate betwsan the missile and the
target.

RADOME BORESIGHT ERROR MODEL

Figure 2 defines the geometry uveed in this model.
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/7 APPARENT TARGET

MISSILE CENTER LINE

MISSILE VELOCITY VECTOR

INERTIAL REFERENCE FRAME

FIGURE 2. Geomatry.

The various angles ars defined below.

Yy = missile velocity vector angle

6 = missile center line angle

¢ = line of aight angle to the target from the inertial reference frame
0” = apparent line of sight anqlg caused by radome errors

¢ = angular error caused by the radome

A = look angle
a = angle of attack.

Thus,

0" = g + ef{A),

where €{2) indicates that the zngular error introduced by the radome is a nonlinear
function of the look angle. For the purposes of this example it is conveniant to
obtain the time rate of change of the previous equation.

Differentiacing with respect to time yields
9° = ¢ + K(Md,

»

.
where g’ =

-

Qg

%D-

Qs
]
ﬁﬂ-
Q

~

A,

de ()
and Kp(d) = ET‘—L .

KR(X) is the nonlinsar radome boresight error slope. The data used for this exanple
is shown in Pigure 3.

>
L}
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105

it S b ibens

PR SN F RO N OON

!




laled 4

ey

e e———— T e <

B . . 1 B m.
Look Mngluidey)

Boresight Error Slope (deg/deg)

FIGURE 3. Radome Boresight Error Slope.

MISSILE MODEL

The missile is modelled as a simple second order system whase acceleration normal to
the velocity vector is proportional to the line of sight rate between the missile and
the target. Figure 4 is a block diagram of the misasile model.

. 2
VCN wh a

2
n

Qe

i 2
8° + chns + w

FIGURE 4. Missile Model Block Diagram.

The parameters of this model are defined as follows.

ag = missile acceleration normal to its velocity vector
V_. = closing velocity between the missile and the target

N° = effective navigation ratio

w_ = natural frequency of the missile

z = damping ratio of the missile.

In the presence of radeome errcrs, the missile is driven by 3’ where

§* =g + mei
as derived in the previous section. For very large missile to target ranges g is

very smzll and can be neglected. Thus

3" = xa(x)i,

which represents a nonlinear feedback loop around the missile. This so called para-
sitic feedback loop i: the source of the stability problem ciaused by radome boresight
errors. To complete the block diagram it is necessary to derive the relationship
between the rate of change of the look angle (A} and the missile's normal acceleration
(aN). Prom Figura 2,

106

— e iR S i




L e

A =g -4,
and I =4 -8,
Since ¢ is aszsumed to be zero,

= -8,

In addition

P

8 =y +

.

The quantity y is directly related to a, since

aN = VMY'
where Vy is the missile's velocity. Thz angle of attack (a) is related to a
the relationship

N through

a,, = Ca,

N

where C is the miasile's airframe gain which relates angle of attack to normal accel-
eration for a given missile velocity and altitude. Combining the above realationships
and using Laplace notation yields

\"2
1 M
) i;(é?‘” + 1) ay

Using the relatienship f = -4, the block diagram for the missile with the nonlinear
parasitic feedback loop can be completed and is shown in Figure 5,

Ge

VCN wh

- v
Kp (A) %f—(-li s + 1) -»-J

M \C

FIGURE 5. Missile with Parasitic Feedback Loop.

Figure 5 is the nonlinear sgystem of interest and the one used to demonstrate the poten-
tial of the MMAC techrique.

MMAC CONFIGURATION

Sixteen second order state estimators were used for this example. Each estimator was
based on a linear model of the missile obtained from Figure 5 by fixing the value of
KR(A). Values of KR(X) from =-0.035 to +0.040 in increments of 0,005 were used. The

dynamica of the state estimators were patterned after the lincarized missile models,
and the feedback gains were chosen to yield error dynamics with a natural frequency
of 10 Hz and a camping ratio (z) of 0.9. (see Reference 4). The logic function was

performed every 0.01 seconds, and the measurable output was assumed to be the missile's
normal acceleration (aN).

The open loop characteristics of the missile model are defined below.
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w_ = 2n (rad/sec) (1.0 Hz)
;= 0,1 (1/aec)
N™ = 4.0

V., = 7000 (f£t/mec)

Vy = 3000 (ft/sec)

o= 675 (ft/secz/rad)

The state variable feedback gains used by the MMAC were calnulated to give the closed
loop miasile a natural frequency of 2 Hz (47 rad/sec) and a damping ratio of 0.7.

RESULTS

Figure 6 ims a plot of the missile's desired (dashed line) initial condition response
and its uncompensated (a0lid line), as defined by Figure 4, response. Extending the
time of this response would show a limit cycle bshavior for the uncompensated system.
Figure 7 compares the MMAC (sclid line) and desired (dashed) responses. The success
of ths MMAC is evident. Although the initial condition errors were zero for this
case, Figure 8 illustrates the MMAC response (solid line) for a mismatch in the
estimated normal accaleration (BN)- For this case the estimated normal acceleration

waa assumed to be 4 g's. The importance of initializing the atates of the state
estimators at each update cycle is illustratsd in Figure 9. For this case no states
initializing was utilized., This response differs markedly from the original MMAC
configuration of Figure 7, Saving the best for laat, the most impressive feature ot
the MMAC technique is illustrated by the response shown in Pigure 0. Foo this case
the same MMAC used in the previouz examples was employed, but the wign of the radome
boresight error model was reversed. Again, the MMAC vielded an excellant response
(s0lid line) relative to the deaired rasponse (dashed line).

Roceleration (G's)
|

R R A W R T T
,' 9 fieutoan)

it

]

)

FIGURE 6, Uncompensated Mimsile Responase (solid line)
and Desired Responss (dashed line).
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Receleration (G’s)
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FIGURE 7. MMAC Response (solid line)
and Desired Response (dashed line).
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g FIGURE 8. MMAC Response with Initial Condition Error
{solid line) and Desired Response (dashed line).

Acceleration (G‘s)

--.
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FIGURE 9. MMAC Response with No State Initializing
(solid line) and Desired Response (dashed line).
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FIGURE 10. MMAC Response with Radome Boresight Crror Model Sign
Reversed (solid line) and Deaired Response (dashed line).

CONCT.USIONS

The potential of the MMAC technique has heen demonstrated via a simple example. The
technique is conceptually simple and seems to enjoy a reasonable degree of insensi-
tivity to the exact fcrm of nonlinearity involved. That is, the bounds ¢f the non-
linearity are more important than the exact shape of the nonlinearity. However,
design guidelines do not currently exist which relate the characteristics of the non-
linear system to the number of state estimators required and the update rate of the
logic function. Finally, the burden of implementing the computations imposed by the
parallel structure of the MMAC technique will diminish as technology continues to
reduce the size and increase the speed of computers.
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A DESIGN METHODOLOGY FOR ESTIMATIRS AND PREDICTORS IN FIRE
CONTRAL SYSTEMS

Or, James F. Leathrum
department of Electrical and Compyter Engineering
Ciemson University
Clemson, SC 29631

ABSTRACT

In the interest of establishing a systems approach to the desige of fire control
cystems, the design pf estimators and predictors is formalized into a direct
procedure., The usual, trial-ard-error approach to fixing the parameters af
estimators is circumvented. The parformance requirements of the fire control
system are used at the outset as inputs to the computation of filter parameters.
Compcnent specificaticas are an important outcome of this design process.

In particular, tracking accuracy requirements emerge as results of the design
process. Tradeoffs Detween first and second order predictors are quantified

and used to select the best predictor,

The state-of-the-art in the design »of Kalman filters for fire Control systems
leaves the designer with several parameters to be used to cvercome the effects
cf medeling errors. These parameters are the mooel and observer woise vari-
ances, and they are ysually fixed by searchiny fur satisfactory operating
conditions. The methodology developed here uises miss distance and target
bandwidth characteristics to fix thaz noice variances. The miss distance 15 a
system performance requirement, and th2 bandwidths are obtainable from the
analysis of broad classes of targets. The result is a c.rect design methodology
which is free of searching,

THE ROLE OF ESTIMATORS 1w F.R: CONTROL SYSTEMS

One of the fundamental processes which arises iy gun fire contrei is the process
of estimating the state of the target. This estimation process is readily
discernible in even the least sophisticated systems. As the system desiyn is
augmented to include capabilities against maneuvering targets, the burden upon
the estimation process becomes nrogressivaly greater both in terms of accuracy
and number of statas to be estimated. For instance, for straight-line,

cons. ant veiocity targets, these is no need to estimate ac:eleration. On the
other hand, the utility of a velocity estimate will desend directly upin the
dccuracy of the estimate. An inaccurate lead may be worse than no lead at

all. The same argument holds for the higher derivatives of motion.

At any point in the evoluticn of fire control technologr there is probably a
praccical limit to the dimensionality and accuracy of the estimation process.
Considerations of processor speed, observer accuracy, and target identificatiogn
{modeling) would be expected tc determine the number and accuracy of the

state variable estimates, ¥ the estimator technology is critical in the

sense that no other technology would innibit the system implementation, the
design strategy is one of achieving the most sopristicated system which can

be supported by the estimator. In the currext state-of-the-art, the gstimator
and observer {(sight or tracking) technoloyies seem to share critical roles.

The solution of the tracking part of the design problem will regquire much of

*This work was performed while serving as a consultant to the US Army Materiel
Systems Analys.s Aetivity, Aberdeen Proving Ground, Maryland 21005
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the same technologica) resources as the estimator (i.e., processor speed and
modelc). 1In addition, most of the additicnal cost of a2 highly sophisticated
system will probably fall in the sight or tracking mechanism.

Acknowledging this set of interactin) technoiogies, the purpose of this papep

is to formalize some of the issues in terms of simple mudels of observers,
estimators and predictors. The performance of predictors working in tandem

with optimal estimators will be used to specify the parameters of the estimators
and observers. Tradeoffs brtween observer technology and averall {[predictor)
performance will become apparent, The propagation of errors through typicai
predictors will be uysed to assess the trade-offs between Kth and N+lth order
predictors.

A by-product of this werk is the formylation of a direct design methodology
for Kalman filters in fice contrel systems, The unknown roise statistics will
be assessed in terms of the power spectrz of generic targets and allowable
performance Yimits of the predictor,

CONVENTIONAL DESIGN METHODOLOGY

The c¢onventional approach to the design of estimators and predictors for fire
control systems is best illustrated by the foliowing develiopment of wodels
and paraweters., One would start by formulatirg target and agbserver models of

the farm.
{a}] Target Model
Real = X v Byl
(b) Observer Model
Y = HyXyg v Vg

These models immediately involve a linearization approsimation. The target
model captures the well defined moticn in the state transition matrix, &,

and lea.es the less defined part of the motion to a noise term, By ly. Tge
observer is usuaily a statement that not all the state components are visible,
and that the observations are corrupted by an 2rror, Vy. {The index, k, is

a discrete time index). If one can further approximate Uy and ¥y by white
gaussian, zero mean processes, an estimator of Xy can be formulated as:

Xgel = O Xy (Predicted State)
ik = ik + Ky (¥ - Hg ik) {Corrected State)
which is the Xalman Filter wherein
Kk = PRUc(R, + 1P W) ™Y (Fitter Gain)
ﬁk*l - 'kﬁk'{ + quk8£ {(Predicted Yariance)
ﬁk = ik - kkﬁkﬁﬁ (Corrected Yariance)
Ry =« E(Uku{) (Observer Noise variance)
Qg = E(VKV{) {Model Kotse Variance)
In the mos?t sophisticated fire control systems, the target noise is represented
ia a taroet oriented coordinate system, Thus, the giver Qﬁ will rotate as
tihe target moves which in turn leads to a nons:eady K,. The Kalman gains
tend to change tnroughout the estimation process. In addition, Ry may be
rance dependent which leads to further variability in K.
In designing such a filter, the implementor is left with choices of the magni-
tude of Qg and R {(1.e.,, Wit and W1}, A conventional design process
would require assessing ERyd from the aucurdcy of the instrumentation used
by the observer. Since s(yi represents un odeled behavior, it is usually
ad justed to achieve some other objective, such as white inngvation, or minimum

ensemble miss distances, Whatever th2 ob,ective, the last phase is unguided
by the theory and thus usually requires extensive simulation to determine G ¢.
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A_DIRECT DESIGN METHODOLAGY

A methudology which could utilize maximum allowable miss distances to assess
the design parameters directly would have some obvious advantages over the
conventional process. Such a methodeloqy is proposad here with the desiyn
features shown, i.,e.,

Power Spectrum ofythe target moticn
Allowable | - lL‘ ™ ]
Miss Dis- IQll

. FILTER
e, , —
s DESIGN [1ec

Predic:or’algorithm

THE DIRECT DESIGH OF ESTIMATORS

The principles of the design will be illustrated by restricting the dis~ussion
to a single dimension and further restricting the models to

% : Upper Triangular
Qy: Scalar constant, q
Ry: 3Scalar constant, r

These restrictions do not limit variability of the gains in the final design,
but enly allow one to focus attention to the magnitudes of the parameters ir
each directicn, The design process requires solution of the stgady state
filter equations which become

P = 4P¢ ' + BqB' -&PH' (r + HPH )-laPe’
The solution for b in terms of r and q requires tteration. However, a closed form

solution for P/q and r/q in terms of bandwicth of the target motign is pussible.
For instance, for a third order model, it requires the observation from the
analogous continuous models that

&33Iq = (3 wy) " st
where wy is the bandwidth for velocity, and At = tyy) - ty is the time

increment between observations., This in turn, fixes b33lq by passing §33/Q
through the predicted variance equation, i.e.,

Py3/a = (03307 Py3/a + 8%y

From this starting point, all the cther “ariance ratios can be found. The
required bandwidths can be assessed from the power Spectrum observed in field
tests of generic targets., The ratios (P/q and r/q) completely specify the one
dimensional, steady desigr, but they do not produce the magnitudes, Q!

and iR, needed in a multidimensional des‘gn. The required magnitudes

are obtained from the variance of miss distance

[+ S - » e
4"—1\[2 = [Ty Pra T 2
q

In an aptimal design, the P i§ interpreted as the variance of the estimator
errcr. P/q is obtained from F/q by passing the latter through the corrected
var:ance equation. The Ty vector is the coefficient vector for an Nth order
predictar. Thus, the above equation represents the variance propagation thraugh

an Nth order nredictor. Since ﬁ/q is available (from P/q), 2ne can directly .
determine opissi/fa. A specification of o pigs will lead to g thence to ¢
1

(from r/q).
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The logical cutcome of this process 1t spemcificetion of q and v in terms of
the filter bandwidth, the Riss distance, and the predictar coefficients, IOnce
r is found, the question is ralsed 4% t0 whather an observer with an accu:facy
of r s achievablte., Thus, this design process may provide direct motivation
for enhancing the observer technology.

PATHOLOGICAL DESIGNS

The des.gn methodology outliined in the previous secticn mus. be &pproached

with an sppreciation that the results may not always be rea<onable and achievable.
The resulting 851 and Q% may be thought of as intensities uf noise on the
abserver and the targec resnzCiively. The 'R¥ may be so smail that it wil)

not be achievadle usting the evolving technaology of siaht wechanisms, Conversely,
the 1Q% may be ¢= 1a=57 ihal iargets cannot possibly achieve such a intensity

of maneuver (i.,e.,, rate of change of acceleration). Both situations represent
pathological ceses. In the best of situations, the 1Q§ may be brought in

bounds by reducing the variance of miss distance without seriously deflating tR¢ ,
thus not forcing new observer technology. Alternately, if the 1Q# is within
bounds, the miss distance requirements may be relaxed %0 bring IR# within

current technological constraints.

In the worse case, both 11 and 1IQ¢ may be beyond reasonabie bounds. Changing

the miss distance requirements would not alleviate this patholegy. The only recourse
at this point is to reassess the frequency response of the filter. As the bandwiath
filter is reduced, the vatio, 1Qu1/IRY,is reduced. Thus, in order %o achiave
reasonable noise intensities, it may be necessary to filter out some of the higher
frequercy components of the target motion. Such a redesign is in the direction of
model mismatching and tnus toward progressively less optimal estimation. A deter:-
oration in actual miss distance (2s opposed to propagated variance.) is inevitable,

SOKE TYPICAL FILTER DESIGNS

in order tc {1lustrate the design methodology and in corder to support a trade-off
study, several typical filters were considered. These filters are parameterized

by the equaticn for the acceleration variance, P33/gq, i.e.,
P33/q = (1/ﬂv)' at

The variance ratios, P/q, are computed from the steady stats filter equation
given in The Direct Design Methodology section along with

1 st at?y2 atdse6
¢ 1 At ;8 =] atly2
1 at

H=1[1 0 0]
At = 0.1 sec;

and

?33/q = 933Iq + Atz
Propagating these variances through a second order predictor with a 1.5 sec time-of-
flight (TOF) leads to variances at impact as typified in Figures 1 and 2. The
utility cf the designs can be visualized by noting that for a particular time-of-
flight, the bandwidth and impact error define the q and r of the filter. As a
hypothetical case, consider the targets with frequency bandwidth at wy = 0.25%
hz. 1In order t2 insure a2 68 percent minimum hit preobability against a target
widtn of 2.3 mevers which behaves according to the imbedded model, the RMS impact
error would be limited to 1.15 meters ($.e.,0 piggl. These targets could
be hit with such a probability with a second order predictor agd 1.5 sec time-of-
flight 1f they exhibit an RMS jink of no more than 2.676 m/sec? (i.e., YT ).
The cbserver myst be able to “see” the target with an RMS error of no more than
106 rmioters (1,0, \/1? ). The restriction to behavior according to the imbedded
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model will limit the total impact error to that propagited through the predictor
from the estisation process, 1If the target {s exhibiting higher order behavior,
then the performance would be degraded.

FIRST AND SECOND ORDER FREDICTOR TRADE-OFFS

The praceding discussion of typical designs was predicated upon the proposal that
the target was properly wodeled by a third order differance equation {i.e,, posi-
tion, velocity, and acceleration as state variables) with white noise at the f
Jrak level ang that the predictor was second order, This sectior rorsiders the b
case wherz the target is third 2rder, but a first order predictor is used. Such
an arvangement leads to a trade-off between mcde! mismatch errnrs and propagated o
errors., A general development 0¢ the prediction errors for Nto N + lth order b
mismatches appears in Appendix A, }

|
|
; In a first order predictor. the auceleraticn effects would not be utilized., The
: resulting prediction error is

o

i ep + [1 tg 0] [i - X
- (00 2g/2] +x

where the first _erm is the propacated error from the 1st order predictor. The
second term is .he effect of the unused state variable, The variance of the pre-
diction error s
Ecey) = [1 tg 0] P [1 tg 0
+[0 0 t2g/2) € (xx') [0 0 tZg2)
-201 tg 0F EL(X-X)x'] [0 0 t2./2]"

B e i

e A e . .

where the last two terms represent additional errors which do not arise by propagation
of estimation errors through the predictor,

Suppose 2 filter had been designed to achieve certain miss distance constraints
using a 2nd order predictor. It is now pcssible to assess the relative performance
of a first order predictor using Lthe same estimates {i.e., optimal estimators for

a third order system). The point of interest is the equality of the first and
second order predicted error variances, t.e.,

E(e"p) 150 = ELe?p) ang

e Jetoas g . (T, 1

where

Ele%)png = [1 t¢ 1921 6 01ty t2c/2)

2
% “miss
Equiting the two vhariances defines a linear relation of the form

E(XX')3.3 - E(ac*z) = a “zmiss

That is, the variance of acceleration is linear in the variance of miss distance
at the condition of indifference between the predictors. A trade-off function is
obtained as shown in Figure 3. In fart, a family of trade-off is obtained, one
for each value oy the pair (w y. time 2f flight),.

Mith one additional datum, the variance of accelerations, the designer can effec-
tively choose between first and second order predictors. £Alternately, the fire
control system miy he programmed to compute a moving averag¢e of the acceleration
squared and uyse these results to switch predictors,

THE DESIGN PROCEDURE

The purpose of this section is to review and symmarize the design procedure developed
in the preceding sections. The design process witl be discussed in terms of the
major .teps which Jead to fixing the filter parameters.

1
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STEP 1:  ASSESS YHE BANDWIDTH OF THE TARGET MOTION

In this step the devigner may refer to power spectral osensity o.ta for targets of
the broad generin tyne of interest. The filter will be designed to pass velucity
motion up to wy :n frequency.

STEP 2: ASSESS THE MAKIMUM RMS MISS DISTAKCE AND TIME OF FLIGHT

Here, the size of “he target and nominal hit probabilities are used to assess the
maximum RMS miss distance {opjgs). Nominal ranges will determine
the time of flight,

STEP 3: DESIGN THE FILTER TO ACHIEVE o FOR THE PROPAGATED ERROR THROUGH A
LECOND ORDER PREDICTOR

This step utilizes the results from Figures 1 and 2 to obtain r and q of the filter.
The achievability of cbservers of accuracy on the order of./F way force tne
procedure back to Step 1 at this point.

STEP 4: USE THE rILTER FROM STEP 4 T0 ASSESS THE MEAN SQUARED ACCE: ERATION

This step is an off-1ine data analysis of the acceleration Yevels for
typical targets,

STEP 5: DETERMINE THE ORDER OF THE PREDICTOR
Tn this step, the choice between first and second order predictors is made, A

line of indifference such as Figure 3 provides Lhe boundary between the two pre-
dictors.

This design process is completely free of iteration. The design evolves from an
1ssessment of target power spectra to sioht accuracy, f* , and predictor order
{Step 5}, The designs are based upon an idealized tardet model, and, thus, still
require experimental verification.

APPENDIX A

-

ANALYS'S OF PREDICTIAN ERRORS

The purpose of this section is to ovutline the derivation of prediction errors in
fire control systems. It will be presumed that predictors are designed as linear
combinations of estimated states, i.e.,

‘ Xp(t + tg) = Tpk(t)
where Ty is vsually of the form
T = [ te t2e/2.0 1]

and the states are successive derivative; of position, The predicted position,
Yp. 1s to be compared to the true position of the target which is modeled as

e + te) = Ag (t + tg) + Xrp (t + tg)

where X4(t + tg) is the deterministic positiun which can be determined by the
state at t. Xyp (t + t¢) is the target induced {1:) position and represents
behavior which could not be known from the state ut t. The deterministic part of
the true position is modeled as

Xg(t + tg) = Tyx(t)
which is an Nth order laylor series approximation,
The target induced motion may be mcdeled as

(X71)eer = d(XTpdi + BUy
which 1s the samg¢ form as the target mode! emplioyed in the €ilter. It represents

random walk {n acceleration. It {s convenimant to assume that {(Xry)y 15
identically cero and that Uy 1s white nofse.

18




The prediction error will be the dtff.eance between the predicted positicn and
the true position

epp = Xp{t + tg) - X{t + tg)
= Tpk{t) - Tpx(t) - Xpp(t + tg)

Utilizing the independence of Xyy, and the X and X variables, the variance of
prediction error i3

Lpp E(TX(t) - TuX(t})% ¢ E(xyyxe;"s
* “ZP * °2r1
uher “2P is the "propagated variance."

The predictors of greatest interest are the under-designed ones where m(N.
For the case where m = N,

” “
ULPngPTN
Likewise, for m+ 1 = N
f = TP Ty~ 2Tp 2 Ty
* L
+ TRE(XA )Ty
where

z 7 EL{K-X)X"]

N
t 4 - r ‘
Th = £00 0 to/M]

The additvonal terms in the above raise the question of under «hat conditicns do
the m th and m + ! th predictors nroduce the same variance, i.e

2 2 2
(opdp + o1 = (Fplney + o7
The target induced effects cancel out, leaving a reiationship between the variance
of the unused states in the m th order predictor (i.e., E(XX ) and the filter de-
sign. This relationship is the indifference furction between the m th aad m+l th
predictors.
The crnss covarianca term, Z, is obtainable from the steady state equation

£ = (1 - kH) {¢ 2¢' - pB")

nd = ] "1
whkere K = P/q W' (r/g + HP/gH)
The enly column of £ which is of interest is the one corresponding to the mtl

element of X. Utilizing the fact that ¢(i,m+i)= O for all i&m and (m+l, m+l)
= 1 leads to

Colm,,l(l'; * (‘ -~ KH)(.CO]m+1(Z)-3m+1 * B)

which is linear in the m + 1th column of 2,

-
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OPTIMAL CONTROIL AND ESTIMATION FOR STRAPNDAWH
SEEKER GUIDANCE OF TACTICAL MISSILES

P. L. Vergez, 1Lt, USAF
J. R. McClendon, 1Lt, USAF
Air Force Armament Laboratory
United States Air Force
Eglin Alr Force Base, Florida 132542

SUMMARY

Inertially stabilized gimballed platforms have been used with sezkers in the past for
tactical missile applications hecause of limited seeker fields-of-view. Gimhallad
platforms increase the total field-of-view of the missile, i.e., if a sesker has a
field-of-view of + 3%, the gimballed platform increases the missile’s field-of-view to
approximately + 60°, Future guided missiles will be required to operate in much
higher dynamic  engagements which demand the use of expensive gimbals for conventi nal
seekers. Recent advances in seeker technology have increased the fields-of-view
significantly, such that future miggiles could have the secker fixed to its bhody
(eliminating che gimbals) with fields-of-view in excess of + #1°, These body-fixed
(strapdown) seekers introduce large measurement errors caused by their optics and
electronics. Conventlonal guidance and filtering rtechniques do not work well with
strapdown seeker measurements. Recent dither adaptive approaches to generiate inertial
measurements from the body fixed measurements in order to use conventional guidance
have failed to work in high g engagements., However, rccent Air Force Armament
Laboratory in-house studies indicate that guidancz an! estimation algorithms derived
from optimal control theory can function well with strapdown s2eker measurements in
high g engagements, resulting in greatly improved misgile performance.

INTRODUCTINN

Most contemporary tacticai guided weapons utilize proportional navisation as the ter-
minal guidance law and an inertially stabilized gimballed seeker to provide guidance
information. The proportional guidance law is most often used because it can he
aasily implemented. It has been shown that proportional navigation is most effective
under restrictive engagement conditions, i.e., small off-horesisght angle launches,
intercepting low-maneuverability targets; however, when employed in engapgements that
deviate from these conditions, proportional navigation's performance is degraded.
Inertially stabilized gimballed seekers, which track the target, have bean used in the
past because of field-of-view limitations, physical implementation requirements to
maintain seeker lock-on, and the practical consideration that this method provides the
most direct means of obtaining the required inertial line-of-gight rates necessary for
proportional navigation.

The air-to-air engagement (fighter versus fighter) is analvtically and operationally
the most demanding and complex scenario in the guided weapons arena from the -unt of
view of the kinematics of the engagement. Further, trends in operational requirements
indicate that future air-to-air miesiles will require a high probanbility of kill under
total sphere launch engagement conditions and a launch and leave capability when
employed against a wide variety of highly maneuverable, intelligent targets. These
requirements, when applied to conventional guided weapons, demand the use of expensive
gimbals which can functioen under high dynamic conditions; however, thia does not
guarantee good missile performance. Recent advancements in seeker technology have
regulted in seeker designs with much larger fields-of-view and seeker tracking charac-
teristics which do not require the seeker centerline to point in the general vicinity
of the target. Examples of such seekers include optical and radar correlators,
holographic lens used with laser detectors, and phased array antennas,

The potential advantages of such seekers are numerous and result basically from the
fact that the seeker can now be rigidly fixed to the weapon hody. “These body-fixed
seekers (also referred to as strapdown seekers) have the potential of eliminating the
tracking rate limits and structural limitations of inertially stabilized gimballed
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seekers while simultaneously reducing the mechanical complexity of implementation and
calibration. The elimination of mechanicunl moving parts would in turn eliminate fric-
tional cross-coupling between pitch and yaw trackirg channels and accuracy degradacion
due to missile acceleration, and would create the potential for an increase in
reliability of electronie components over mechanical ones. Fimally, there are poten-
tially significant cost savings associated with eliminating the gimhals.

NDeapite all these advantages, there are potential hazards associated with integrating
straplown seekers into the averall guldance system, These strapdown ssekers intrnduace
large measurement errore caused by thelr optiecs and electronics. Cunventional
suidance techniques do not werk well with strapdown seeker measurements for twoe !
reasons: first, the measurement ervors introduced by strapdown seekers re much more -
sevare than measurement errocs from a gimballed seeker, making conventional filtering !‘
: techniques inadequate for iiltering the noise from the measurements: second, conven- L g
; tional guidance requirea inertial referanced meanurements but strapdown seekers only |
provide body-fixed measurements. ' ‘;

Recent Air Force Armament Labhoratory contract efforts investigated dither adaptive :
approaches to synthetically generate inertial line-nf-sight rate, such that opre por-

tional navigation could be used. These zpproaches worked well against low-g C B
maneuvering targets; however, they proved to be ineffective against high-g naneuvering | 8
targets. In terms of future operational requfrements, this approzch 1s unaccentable. =
In order to satisfy these requirementa, future afir-to-alr missiles will require | ¥
advanced guidance algorithms. Additionally, in order to implement these advanced :
auldance algorithms, more information about the missile and target dynamic stat.s will .
have to be accurately measured or estimated on hoard the miasile. The very nature of .,3;
this problem lends itself to the use of modern control theory to derive the advanced
guidance laws and modern estimation theory to develop techniques for processing the
available information and estimatineg the unmeasured information.

The saecond section of this papar presents a background on strapdown seeker guidance x
technolony performed by the Air Force Armament Laboratory. The third section :
discusses the hasic di{fferencaes between gimballed seeker systems and strapdown sseker
systems, The next section presents the guidance law and estimation algorithms derived
3 for this study. This section is followed by the evaluation and results. Finally, the
2 conclusions of this study and recommendationa for future study are discusged.

BACKGROUND

w:

For the past four years the Air Force Armament Laboratory has been investigating
strapdown seeker guidance technnlo¥y for tactical missfles. Contract No
FN8635-"7-C-0144 investigated the feasibility of implementing strapdown seekers on
air-to-gurface tactical weapons. Algorithma were developed to synthetically generate
3 inertial line-of-sight rate from the measurements generated by a strapdown seeker such
that proportional navigation could be used. The algorithms designed and evaluated
throughout the atudy were developed with the concept of :digital {mplementation in
mind. This was the firat study in which a digital implementation of the strapdown
secker and sensor signal processing was conasjdered and attempted via high-speed, low
cost microprocassors. The results indicated that an gir-to~surface guided weapon
incorporating a strapdown aseeker had a parformance comparable to the same weapon
incorporating a gimballed sueker.

"
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3.1 Contract No. FOB§35-77+C0137 investigated the feamihbility of implementing strap-
¥ | down seekers on air-to-air tactical weapons and aluo aesigned and eveluated an autopi-
- lot for the alr-to-surface weapon used in the first contract. The results of the
feasihility study indicated that this approach worked well for a skid-to-turn missile
against a low-g maneuvering target (<4 g's); however, the performance was poor spgainst
high~g maneuvering targets (9 g's). This approach alsc performed poorly for a bank-
to-turn miasile agalast a target maneuvering outside the miamsile’s pitch plane because
the missile would then have to roll. The high roll rate characteriscics of a hank-to-
turn miseile created extreme problams for this approach.

T g T

3.2 In January 1980, the Air Force Armament Laboratory's basic research progranm in
optimal control theory applications to tactical weapona began an in-house effort to
determine the feasibility of applying optimal control theory to the etrapdown seeker
guidance problem. A bank-to-turn misaile model was used along with realistic strap-
down seeker error mourcet identified in Contract No. FO0B6135-79-C-0137. Guidance and :
estimation algorithms were developed tc improve the missile’'s performance in short £
range, high-g engagements. Performance was greatly improved over that shown in pre-

vious contractual studies. The performance was still not as good as that obtained
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from the same missile model with a gimballed seeker. The latter result was not
totally unexpected, since this is a beginning effa:r. The results from this hasic
research study thus far have shown, that advanced g.idance laws and estimarion
aleorithma can he develaped and appliad to alr-ro-air missiles urtilizing strapdowm
seekers., Future efforts in this area should demonstrate this approach's full poten--
tial,

BAST COMCEPLS

There are major differences between gimballed seekeir s and srrajpdown seekers. A gim-
balled system has a seeker that is mounted on a two gimba! platform, The seeker in a
gimballed system has a small fileld-of-view (FOV) (perhaps as little as +3 Adegrees).
The gimballed platferm permi:; the seeker to cover & much larger rield-of-view. The
gimballed seeker provides nisurements of inertial line-of-sight (LOS) angle and LOS
rate for a passive seeker, and range and rarge-rate for an active seeker. The strap-
down system has a seeker that is rigidly mounted to the missile's body, doing away
with a gimballed platform. The strapdown seeker provides measurements of ranse,
range-rate, and error angles, (the angle between the wissile's X-axis, the X-axis
pointing cut of the nose of the missile, and the line-cf-sight vector). In a gime
balled system the measurements are virtually independent of missile body motion;
however, in 4 scrapdown system the measurements cortain the body motion. The major
error sources oi a gimballed system are gyro drift, gimbal friction, pgimbal crnsse
couplings, and acceleration sensitivity, 1In a strapdowm system the major error sour-
ces are the seeker measurements themselves, with the major contributers being scale
factor error, radome errors, glint noise, and inherent angle alignment errors.

For the purposes of this paper the error sources used are scale factor arrcer and ther-
mal noise. The approach is to develop an Extended Kalman Filter rthat explicitly
accounts for these error sources and ro estimate the state information requirved by an
advanced guidance law. This approach along with some digltal simulation results are
presented in this paper.

4.1 The Air Force Armament Laboratory'a basic research prugram has Leen investigating
many control and estimation theories. The guidance law selected for this study has
beenn found to be good in terms of performance versus complexity with the performance

: asessed by maximizing inner and outer launch boundaries for a specified maximum miss
distance, and complexity measured in terms of digital implementaticn in state~of-the-
art weapon systems. The guidance law selected is derived from Linear Quadratic
Gaussian Theory. The only assumption made in the derivation of the guidance law is
that the miasile has instantaneous response and complete control over its accelera-
zion. The guidance law is expressed in the following equationsg:

Apy = 3 (SRx/tg02 + VRy/tgo + KT ATy} (1a)
Amy = 3 (FRY/tg02 + VRy/tgo + KT Ary) (b))
Ay, = 3 (SRz/tgo2 + Vpy/tgo + KT AT,) (1c)

The quantities appearing in the guldance law equastiuns are desuribed below.

SRgs SRy: SRz - Three components of relative position vector
Sg referenced to the missile hody (Ft)
R

VRyr YRyr VRy - Three componenta of relative velocity vector
VR referenced to the missile body (Ft/sec)

ATx' ATY’ ATZ - Three components of target acceleration vsctor
A1 referenced to the missile body (Ft/sec?)

Amy: AMy, AMy; - Three components of missile acceleratior Eoﬂmand vector
: Ay referenced to the missile body (Ft/reec?)

Kt - Target acceleration gain
KT = (e =8O - itgo +1) / aZtgo? (2)
A -~ Target acceleration response time coefficient.

tgo « Time=to-go (sec) (reference 1)
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2 Sry
tgo = M
"VR)( + \/ Vgxz + 4 SRX Ayx /3

AXX - Difference between missile acceleration commpand and Kt X target
acceleration in the axial direction (ft/sec?)

Axx = Amy - KT' Amy (%)
Kt' - Kr evaluated at the previous time interval

Kp' = ¥y } (5)
| (t-4t)

The time~to-go algcrithm has the advantage of explicitly ancounting for the
missile's axial acceleration, which has been ignored in the past; thus resulting
in more optimal lateral and normal acceleration commands.

Since the measured information is in the missile's body fixed coordinate system
and the acceleration commands needed for the autopilor are also in the missile's
body fixed coordinate system it would be desirable to design a filter/puidance
nuckage that operates in the same coordinate system. This is illustrated in
Fipure 1, where p, q, and r are the three misasile's body and angular rates
(roll, pitch, and yaw rate), ‘rB and Oqp are the azimuth and elevation angles
referenced to the missile body, is @he missile’'s aczheved acceleration vec-
tor referenced to the missile body, and all the other variables are the same as
defined above.

DYNAMIC | T
SENSORS [ AMg

Sr
or
B| ACTIVE ADVANCED | Ay
SEERER PILTER/ ___?'"““‘_‘_) cuinance | M ) autopiLoT
%p| EsTIMATOR| Vi LAV
. Azy
R,R At

Figure 1. Guidance and Estimation Miassile Body Mechanization

The active fiiter/estimator selected for this study {s an Extzrded Kalman Filter
(EXF). This type of filter was selected because the measurzments could be
modelled using nonlinear equations., The filter is needed to process the noilse
from a strapdown seeker and to estimate the information needed by the guldance
law referenced to the missile's body-fixed coordinate system. The time
invariant standard EKF will only work In an inertial fixea cocrdinate system and
will only process Gaussian white noise (thermal noise); therefore, the filter
must be modified to estimate information referenced to the body-fixed coordinate
sKatem and to process noises other than Gausaian white nolse. A tlow diagram of
the modified FKF designed for the study iy illugtrated in Figure I, with the
modifications noted with an asterisk *, ﬁ'and é are the estimates of the
filter's state and error covariances, respectively. The remaining stepas in the
diagram are accomplished {n the same manner as a time invariant standard EKF.
This paper is limited to the investigation of the filter mctifications, with the
standard steps left for the reader to investigate (References 2 and 5).
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ERROR COVARIANCES

L }

SOLVE FOR KALMAN
GAIN MATRIX

-

UPDATE STATES AND
ERROR COVARIAMNCES

% (tp
£ (o

A/
Figure 2. Modified EKF Flow Diagram

To mechanize the EXF with its state model and measuremeat model referenced in the
miesile's body fixed coordinate system and to process both thermal noise and scale
factor error requires special modi‘icacions. An eleven state FKF was used where the
states are composed of the three components of relative position (Sg), relative velo-
city (VR), target acceleration (AT} and the longitudinal and lateral components «f

scale factor errvor (Es).

Sg = [ Srx Sry Spy ! (ha)
VR = [ VRx VRy VR, ! (hb)
AT = [ Aty Aty Aty ] (he)
Eg = [ Esy Fsy | {&d)
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The differential equations zre written as (refersnce 7).

Sg = Yn [REY]
UR = Ap - Ay + Wy ('n)
"\T = <« AAr 4+ Ur f7r)
ég = 0 + lgq (714)

where Wy, Wr, and Wg are the process noises fur missile acceleratinn, target accelera-
tion, and scale fa:tor error, respectively.

SR, YR, and AT are thz necessary variables used for the guilance law and Fg is asedi in
the ¥KF to explicitly account for scale factor error. Since the scale faictar errnr s
a constant multiplicative error on the measurements, equatinn (?1) is a walid appra-i-
mation.

The nonlinear measurement equations are written as

. i -1 - (33)
oqp = V + (1+Egsy) tan SRy A{ A
[
L SRXB + Sp“t'z _l
¥ -1
grp = V + (1+E5y) tan SRy 1 (8b)
[

where Org andaqa arve the azimuth and elevation angles, respectively, and V is the pro-
cess noise for ory andegy. The other two measurement states are range and range-rate (R
and RY.

Thig modification now accounts for both thermal noise and scale factor error in the
ERF , hosever, there 15 still the probhlem of referencing the state model in the
missile's body fixed coordinate system. This problem occurs because the standard EIF
for a time-invariant syatem is designed to translate its states for a giver at, hut
does not account for the miasile’'s rotationa. The missile's rotations are implicitly
accourted for in the measurements. If the measurements ire referenced to the
misgsile's bedy, all knowiedge of the missile's rotatior (s divested from the EXF., For
the EXF to work, the miasaile's rctation must he modelled explicitly in the filter
design.

To rotate the filter's states (X) it is necessary to have a good measure of the angu-
lar displacement of the missile cver a given aAt. The filter's states and the time
interval At are written as

o~
I

X=[2% Vg Ay Eg ] 1 g1t M

At = tp - tg-1 (1)
The angular rates (p, q, & r) are known for any given pein- in time and can be uged to
obtain rhe angles necessary to rotats the filter's states. TIf the assumption is made

that the angular accelerai‘ons are constant over At, the angular displacement (§,0, &
) ran be derived in the following manner:
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$ (at) = at (plrp) + p(tr-1)) (11a)
X
¥ (at) = ar (qeg) + qlty.1)) (11h)
Z
¥ (at) = at (r(ti) + r(ti.1)) (Me)
_—
To rotate the filter states from time ty.j to time tk, the following operation is
needed.
Bo = 7@ o PRt (12)

Where X'ty are the states which are to bs propagated and T' is a #oll, pitch vaw
ordered rotational matrix repreasented hy:

Ty Ty T3 :
Ty T Te . 0 . 0 . n
T7 Tg Tg . . .
- TrTary .
0 . T4 Tg Tp . 2 . 0
T' = . Ty Tg Tg . . (13)
o . 0 . . 0
0 . 0 . o .1
- ' ' ) 11x11
where
T{ = cos ® coa Y&ain O sin ¥ sin § (14a)
Ty = sin ¥ cos ¢ (14b)
T3 = -8in @ cos ¥ + cos & sin ¥ sin § (l4e)
Ty = -cos & sfn ¥ + ein ® cos ¥ sin § (14d)
Tg = cos ¥ cos § (142)
Tg = sin & ain ¥ + cos & cos ¥ sin § (14£)
T7 = sin 'Y coa § (14g)
Tg = -&in § (14h)
Tg = cos ®cos § (131)

Not2 that T' does not rotate thie target acceleration staters nar the scale fanrour
ervars, This is hecause the target acceleration is simply modeled am a process and
dued not realistically repregent the tavget's acceleration. Scale factor error 1s a
constant and does not require rctation. This poses a special problem for propagating
the state. and error covariance matrix siuce the relative position and vilocity are in
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a different coordinate system than the target accelaration. This can be handled
through the state transition matrix by including the rutation in its derivation.
Given the state model

X(t) =7 X(t) + b U(t) (15)
and making the substitution from equation (12), the state model hecomes:

X'(E) = T' F £T*)=1 X (£} + T* bu(c) (14)
where F is the state matrix and bU{t) is the state forcing function.

The state tranaition matrix, § (ty, ty.y) is:

‘
' (ek tker) =@ (ST - TE (1)) -1} (17)
4 (t=At)
1 . acl . T'RyI . n
0 . I LYY 0
0 . 0 . e~ Moty X 0
0 . 0 . 0 . 1
- ) ) ) ~ 11x11
where
Fy = =Mt 4+ 4a¢t) =1 (1%a)
2
Fo = 1 - e~AAt (19b)
A

Because T' changes each time the filrer 18 called, the state transition matrix will
have to Le updated every At.

The propagation and update equations for the filter states and error covarisnc=s and
th; solution for the Kalman gain matrix aie the same as that outlined in reference
(2).

The filter is now estimating relative position (4g) and velocity (VR) with respect to

the missile's body-fixed cocrdinate frame and target acceleraticn (A7) in a non-

rotating coordinate frame. To use equation (1) in body-fixed coordinates, Ar will

gave to be votated into the missile’'s body-fixed conordinate frame in the following
ashion:

Ap' = T'' A (20
where
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R3 Ty T2 T3
T = Ty Tg Te (21
Ty Tg To

with Ty 19, T3, Ta, T5, Ts, T7, Tg, To defined in equation (14},

The target acceleraticn is rotated in the guidance law because it i row considered as
actual target acceleration instead of a Markov Process.

The guidance law now looks like: &

Amy = 3 (skx,tgoz + Vpy/tro + Ky A'Tx) (22a) -
AMy = 3 (Spy/tgo? + VRy/tgo + KT A'q.) (225) }
i
Ay = 3 (SRZ/tgoz + VRZ/tgo + X A'Tz) (22h) !
!

with Ky defined in eguation (2).

Now the guidance law is in the missile's body-fixed :oordinate frame which feeds
directly into the autopilot without any transformation.
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EVALUATION

e B

To evaluate the guidance and estimation algorithms developed for this studv a detailed .
six-degree~of-freedom (6-DOF) simulation of a generic hank-to-turn short range air-to~
air missile was used. Tiae target used in the similatien incorporated a "smarn"
target algorithm incorporating a nine-g cut-of-plane evasive maneuver. The simulation
contains detailed nonlinear math rndels of the major missile subsystems including rhe
seeker, autopilot, and propulsion systems; realistic noise models of the on-board sen-
sors and seeker models; detailed zerodynamic models of missile airframes
characteristics; and the models that describe the missile's equations of =oticn. This
misgsile/target combination was selected because it represents desired performance
capabilities for the future gnided weapons.

L D il e

It is difficult to establish a baseline for comparison beciuse no previous approaches
using strapdown seekers have provided successful performance results when using the
same migssile/target models. To evaluate the algorithms, a plot of miss distance ver-
sus launch range was generated for the case of 0° off-boresight (the off-horesight
angle defines the angle between the initizl line-of-sight vector and the initial
—isnile velocity veclor, thereforc N° off-boresight means the mirsile was launched
directly at the targat) and 90°® agpect angle (tn=z angle between the initial line-of-
sight vector and the targets velocity vector at launch). The nissile and target were
co-altitude (10000 feet) 4t launch and were co-speed at launch (.9 Mach). The targ=t
performed its evasive out-of-plane maneuver when the range became less than 6000 feet,
This caze was selected because in previous studies it represented one of Lhe most
challenging shots for the inertially referenced guidance and estimation alpgorithm; to
handle. Figure 3 shows the results of this evaluation. The solid line represait: the
results 1f all the information required by the guidance law was available without uny
noise corruptions (this represents the deterministic results)., The dashed line repre-
gents the regilzs using the guidance and estimation algorithms and realistic noise
models. Because the noise models represent random processes, numernus “nte Carlo
analyses had tc be performed. A mean miss distance of ten feet or less was c¢msidered
a hit, and anything greater than ten feet was considered a miss.

Pt o Dt S Abmoi® R 2,

As can easily be seen from Figure 3, the advanced guidance and estimition algorithms
perform very wi.ll for launsh rangea up to 1300C feet.
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CONCLUSIONS AND RECOMMENDATIONS

‘The results »f this effort have demonstrated the feasibility of using optimal contro.
ard estimation theory for derlving advanced tactical missile strapdown seeker guidance
concepts to yield high performance guidance algorithms. This was accomplished
strictly through software modifications without changing the charaicteriatics of the
other wmiasilu's subsystems.

The facr that the algorithms did not perform well in the longer range launches can be
attributed to two things; first, the large noise levels from a strapdown seeker, and
second, the fact that the guidance law was derived to improve the missile's shorc
range capabllitien.

To pursue the Tull potential of thia high pay-off technology, a more detailed program
gearad toward the derivatinn of guidance and estimatian algorithms using theories
(such as dual :ontrol theory) that are more applicable to the strapdown seekar
guidance .roblam should ba considered. ‘[ha consideration of al: typical noise sournes
from a strapaown seeker should also be included in this program.

The advantages of strapdown seekers over those with two-axis gimbals should make them
attractive %or future Zpplications. These advantages include increased reliabilicy
witih the elimination c¢f woving parts and the elimination of errors due to gimbal frie-
tion and misiilr accelaratinnez., 3trapiown rystame canld antanedsily he lower in
weight and cast. This would e particularly true in the long term as the cos: of
electronic compoienta cecreases with respect vo mechanical components.
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SUMMARY

This 1is a preliminary report of current research on the developnient of enhianced
mathematica. models So characterize and predlct the motion of &n attack air-
craft engaged in alr-to-ground weapor delivery maneuvers. The sallent feature
of this study 1s the application of an integrated modellng tecnnique which com-
bines gam: theory, markovy chalns, and muitivariable time series uocdels. The
goals of thie study are tworald: (1) the delineation or mathematical models
which lead to an increased undcratanding of the effective attributes of evaslve
maieuvering by attack aircraft, and (i1) the development of lmproved flltering
and prediction alygorithma for the related AAA fire control problem.

The present study 1s an outgrowth of fn earller study (1) which characterized,
ident.ified, and valldated robust mathematical mcdels for the motion ¢f an attack
aircraft during lts weapon delivery pass ageinat a defended target. These new
maneuver models provided the basis for enhanced filtering and prediction algo-
ritims was bared un & synthesis of univariate time series methods and game
theoretic analysis., This srnthesls lead to (i) the development and vallidation
of a4 practical design procedure for high performance target state estimators in
the presence of moderate to large parameter uncevrtalnty, and (11) a technique
for designing & class of "worst case" maneuver processes to blunt the effective-
ness of AAA systems.

i tentral aspect of the research reported in (1) was the use of authentic flight
test data, which consisted of eleven sample flight profiles an aircrat't might
pe.form while attacking a defended ground target. The actual data was gathered
during flight tests with an A7-E ailrcraft at Lhe NWIC, China Lake, California.
These attack profi.es, which also constitute the flight test data base for this
present study, are described in detall in Chapter II of reference (1). This
kinuvinatlc data base describes the alreraft motion In a cartesian coordinate
system, where tite origin of this coordinate aystem is the aircraft's intended
target, as wall as the assumed locatlol of the AAA weapon system. The kinematlic
data aescribing the eleven flight profiles in the XY7Z coordinate system includes
consistent position, velocity, acceleration, and accereration~-dot data in each
conrdinate with a time increment uf 0.1 sec. The nrimary models developed in
{1) characterize the alrcraft motion 1ln terus of "decoupled" autoregressive

(AR) models for the individual acceleration-dot time series In X, Y, and Z. We
suminarize the salient resultes of this earllier study witu the following remarks:
(1) Although the eleven flight paths appear significantly different to the
"naked eye," the thirty-three acvceleration-dot time seriss in the data bape ==
eleven flight paths times three directions -- are shown to be accurately modeled
by a single rcbust flfth~order autoregressive model. The eleven flight paths

in this date hase include three dive toss maneuvers, five dive maneuvers, and
three paop=-up mansuvers. The acceleration-dot processes ware incorporated in

the model development aince the acceleration, velocity, and position times series
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are all significantly rnonstatiormary. (11i) 3ubstantial laproveme.its in overall
predlction capahllity are sachievable by using robust, high-order fllter-predictor
alporithne based on a fifth-ordar AR model cf acceleratlon~dot instead of the
"usual® (benchmark) third-order algorithma based on a flrst-order AR model of
acceleration. (11i) Typlcal improvements in average hiv probabllity achlsved

by the new models developed 10 (1) vereus the standard benchmark noedel based on

a first-order AR model of acceleration, ranged from 25 to % pr=ceat. The
specific enhanceunent in average hlt prnbabliity assoclated with these new flliter-
predictor algoritims depends on the specific flight path, and the nulse lovels

in the unfiltered observations. The unfilitered obscrvaticonz were iwodeled by
target range, azimuth, elevation, and the respectlve ra‘es,

THE NEW MODELS

The new models belng developed and tested in thls present stuldy erc based

on an integration of finite markov chain models for alrcraft normal acceleration
with autoregressive integrated moving average ( ARIMA) models for aircraft tan-
gential acceleration and bank angle. Th. conslderation of dynamic¢ stochastlc
models for target motlion based on taryet aspect {bank angle) as well &s aero-
dynamic varlables (normal and tangentlal asceleratian) was motivated by an
earlier lnvestigation reported in (2). These preliminary results irdlcated

that enhanced vredictlon capability might be achievable based on prediction
algoritims defined in terms of target aspect, al.speed, and normal aczcleration,
particularly over extended prediction lutervals (e.g., 3 = 5 sec.). We remark
that cther investlgators working in the alr-to-air fire contrel environment
have recently considared state estination algorithms based on target aspe:rt and
norimal acceleratlon. However, thesc collateral works, which are reported in

(3) & (4), do not make use of any flight test data.

The factors which suggast modeling target motlen in terms cl' bank angle, normal
acceleration, and tangratial acceleration are: (1) A deslre to dercribe tarzet
moticn in terms of decision variables under the conwrol cf the plist (14) Tne
recognition, based on theoretical conaiderationa as well as empirical studies,
that the stochastlc dynumic behavior of the individual X, Y, & 2 acceleration-
dot time series for & glven fliwht proflile are strungly roupled 1ln a nonucausal
fashiot. (111) The recognition that alternative mudels for target moticn basea
on aspect and aerodynamic varlablea could allow the exploitation ol partially
radundant dynamic date in the context o! seeking enhanced predlction capability
through multisensor integration.

PRELIMINARY RESULTS

(1) The first phase of the preasent study tocuszd on the identificatlon and
asnimation of univariate time serlies models for taruet bank angle (RA), normal
acceleraction (NA), and teangent.al acceleration ([A), Theae reaults indicate
that the eleven BA, NA, k TA time serles can be auequately modeled by three
separate ARIMA mcdels. (11) A single input single output (SIEr) transfer
function analysis indisates that while there are weak causal reiations between
2. and NA, and betwsen NA and TA, 1t is adequate tec treat the lndividual BA,
NA, & TA time series for a given flight path as independent seriea. (iil) The
NA tine series for each flight path exhibits significant plecewlae ‘inear
behavior. This sugzesta that the rate of chunge of no-*mal acceleration ran be
moduled as & finite svate markov cha.n. Preliminary analysis suggests t.at
this markovian model is quite compatitive wih the previously deecribed ARIMA
model far NA as Judged by the relative predicticn capability of each model.
(1v) Preliminary versicns ¢ these new models orovide overall prediction
cApability which is comparable to that provided by the mocdels described in (1).
However, since these results were obtained in 4 nolseless environment and since
the aupporting game theoretlic senaltivil. analyais remains to be cumpleted, we
view the present reaults as a good Iindlcation of future prospecta,
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AN ADAPTIVE AUTOMATIC CONTROL SYSTEM
FOR REDUCTION OF HELICOPTER VIBRAVYION

€. E. HAMMOND
Applied Technology Laboratory
U.S. Army Research and Technology Laboratories
(AVRADCOM)
Fe. Eustis, VA 23604

ABSTRACT

The paper presents results of a wind tunnel test program using . dynamicall - cascd
helicopter rotur model to evaluate the use of higher harmonic blade pitch controd a
a means for reducing helicopter vibration levels. The test program involved the une
of an adaptive automatic control system which emploved Kalman filter estimatioc of
parameters and oprimal control theory. Test data are present.d to show that -ivnifs
cant reductions in the rotor vibratory vertical force and vibratourv pitching moment
were obtained over the range cof advance ratios tested. Simultaneous roluction of
the vibratory rolling moment was not achieved at all advance raties, and the reasons
behind this result remain an open issue. The wind turmel results indicate that the
hipher harmonie inputs resulted in an increase in the edgewise bhending moments,
torsional moments, and control loads. Tue increased loads experienced during the
test were, however, well within the design loads. The results of the test program
thus indicate that active higher harmonic blade pitech control offers a viable means
of achieving reduced helicopter vibration levels.

SYMBOLS
€y, Cy caution terms
E expected value of a stochastic guantity
J magnitude of optimal control penalty function
T transfer matrix relating higher harmonic inputs to vibratory respeonses
Ty nominal value of transfer matrix
W., matrix of response weights
Wj matrix of control weights
Z column of vibratory responses
Zy column of basesline vibratory responses (without higher harmonic control)
Z40 nominal values of baseline vibratory responses
3T perturbation transfer matrix
aZO perturbation baseline response vector
1] gerturbation higher harmonic input vector
] igher harmonic input vector
9 nominal higher harmonic input vector
SUPERSCRIPTS
T transpose of a matrix
A estimated value from Kalman filter
* optimum higher harmonic inputs

INTRODUCTION

The U. $. Army Research and Technology Laboratories (AVRADCOM)have J wide ranging
recearch program aimed at investigating means for achieving reduced vibration levels
in helicopters. Ome of the concepts being ®xplored is higher harmonic rotor biade
piteh control.
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Higher harmunic control (HHC) is a means whereby reduced vibration levels in the
airframe ave socught through tailoring of the vibratory aerodynamic leads on the
blades. Ir this concept the vibratory forces and moments which cause airframe
vibration are alter=d, at their socurce, before they reach the airframe. This is
in contrast to the more conventional passive means of vibration control such as

vibration absorbers*? and vibration isolators” which deal with the vibratory loads
after they have been generated.

The current program has involved the development of algorithms for determining the
higher harmonic control inputs and the wind tunnel testing of the higher harmonic
control concept using aeroelastically-scaled arviculated rotor models. A flight test
program is planned to further evalvate the wind-tunnel-developed HHC system. This
paper will present results from recent tunnel testing which involved the application
of a closed loop "automatic" control system.

HIGHER HARMONIC CONTROL CONCEPT

Higher harmonic control is achieved by superimposing non-rotating swashplate motions
at the blade-passage frequency (4P for a 4 bladed rotor) upon the basic collective

and cyclic flight control inputs. (Note: Harmonics of the rotor rotational frequency
will subsequently be denoted as 1P, 2P, 3P, etc.) The frequency of the inputs is
picked at the blade passage frequency because this is the frequency of the loads which
are to be suppressed. The amplitude and phase of the higher harmonic inputs are
chosen so as to achieve minimization of the responses being controlled.

This approach to control vibratory loads has bLeen the subject of a number of recent wind

tunnel investigations.4'5'6 These investigations, which were each conducted on signi-
ficantly different types cf rotor systems, all showed that higher harmonic control was
successful in reducing the vibratory loads transmitted by the rotor to the airframe.
These tests further indicated that the amplitude of higher harmonic blade pitch

inputs required to achieve the desired reductions was small--on the order of one
degree for the conventionai helicopter flight envelope.

The primary parameters whiclh determine the success of the higher harmonic inputs in
reducing the vibratory locads are the amplitudes and phases of the various inputs. In
the references 4, 5, and 6, these inputs were determined through trial and error
testing. This trial and error approach is satisfactory if one is using a single input
to control a single response. However, when three conirols are used to control one or
more responses, then the number of possible combinations of inputs becomes too numerous
for the trial and error approach to be successful. Furthermore, if the higher harmonic
control technique is to be applied to production helicopters then some systematic means
must be available to determine, automatically, the required inputs. The means for
automatically determining the higher harmonic inputs constitutes & closed loop active
control system.

ACTIVE CONTROL SYSTEM

A schematic of the active control system employed in obtaining the results reported
herein is shown in figure 1. 1In this case a four-bladed rotor wind tunnel model (to
be discussed later) was used and the 4P higher harmonic inputs were used to control the
4P vibratory responses in vertical force, pitching moment, and rolling moment. In
figure 1, the vibratory responses from the model (containing all the harmonics) are
input to an electronic control unit (ECU). The ECU actually performs two separate
functions, the first of which is to extract from the total vibratory response signals
the amplitude and phase of the 4P contribution, since it is this contribution which
is to be minimized. The ECU c¢ontains an analog implementation of a demodulation
scheme which provides the sine and cosine components (from which the amplitude and
phase may be determined) cof the 4P responses in real time.

The sice and cosine components of the 4P responses are passed from the ECU to a digital
computer which contains the software for the control algorithms. The nature of the
control algorithms will be discussed 1. a subsequent section. The conu.sol softiare
makes use of the measured reaponses to previous 4P higher harmonic inputs to determine
the "optimum' higher harmonic inputs. The sine and cosine components of these
"optimum'" inputs are output from the computer as d.c. voltages which are passed to the
ECU. The ECU then performs its second functien which is to convert the d.c. voltages
from the computer to 4P oscillatory analog signals having the correct amplitude and
phase to drive the control system servos. The modi then responds to these inputs and
the contrel loop begins again.
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The 1P and 64P signals shown on figure 1 are timing signals used by the ECU in
extracting the 4P components of the responses.

64pP
1P

] V 8PS

4 COL VERTICAL FORCE,_ v
4P LONG..| mopeL [PLICHMOMENT .| gy DIGITAL

2P LAT, ROLL MOMENT : if,g COMPUTER |

R 4PC

j

FAANY cou s
COL._4pC
LONG. 4PS
LONG. 4PC
LAT. 4PS
LAT. 47C

Fig. 1 Block diagram of closed loop higher harmoric control system.

CONTROL ALGORITHMS

The control algorithms employed in the program make use of digital optimal control

theory.7 In implementing the theory, it is assumed that the 4P system response inay be
described by the following equations.

{z} =z + [ fek (1)

Note that these equations constitute a static linear representatior.. The equations
state that the system 4P response is made up of a baseline response plus a response
which is related to the 4P inputs by a transfer matrix. Thus, if the number of
responses is the same as the number of inputs and if the baseline responses and
transfer matrix are known, then a set of 4P inputs could be found which would null
the 4P responses.

The first portion of the control strategy is thus to determine the haseline response
and the transfer matrix. Since it is undesirable to turn the control system off to
measure the baseline response, and since information about the system is available
from past HHC inputs and the resulting responses, an identification algorithm %f used
to determine Z0 and T. The identification algorithm used is the Kalman filter

This algorithm may be thought of as a generalized form of a least-squares algorithm
which accounts for the fact that the measured responses mav be contaminated by noise
and the transfer matrix may be changing with time.

Once the baseline responses and the transfer matrix are known, optimal control theory
can be used to determine the ''optimum' inputs. Several "controllers" were developed
for the active control system and these controllers were extensively tested using
computer simulation prior to the wind tunnel testing. Four of these controllers will
be discussed briefly to illustrate their salient features.

The first controller is one which will minimize the performance index.

T, T
J =12 WZZ + 0 Ue 0 (2)
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If it is assumed that the tranafer matrrix is known without errwr, then the inputs
whict minimize the above performance index are given by

% A . - A A
o = - [17 W, ? 4 W, ] Lo W, 79 (1

Note from equation (3) that if the response weiphting matrix, W.,, is (he identity
matrix and the control weightinp matrix, wo, is zero, then the result from equatien

(3) is the same as solving equation (1) directly for the inputs whicl will give tero
responses. The weighting matrix on the responses allows once te plave more emphanis on
reduction of some of the responses than others. The control weightings a'low one to

limit the amplicude of controls aliowed.

It should be noted that the performance index of equation (1) and the controller of
equation (3) are deterministie. If the performance index is assumed to be stochaxric,
ile.,

LT, T .
3= E{Z W,z + olwol 4o

then th: contrciler of equ.tion (3) is modified by terms which are based on the covar-
iance matrix of the Kalman filter. Detailed discussion of these ternm: i: bevond the
scope of this paper, bit the contrcller has the form

* A - - A
o = —["?'sz+w0+c] 1[’T\rx4zzo+c;,_] )

The effect of the added terus C1 and C2 is to introduce caution into the coniroller

since these terms account for parameter uncertainties as reflected hy the Kalman filter
covariance matrix. These first two controllers (eq. (3) and eq. (5)) are adaptive in
that the estimates of the parameters used in the model (eq. (1)) are continuously updated
through the Kalman filter, and the updated parameter estimates arc used to determine

the optimal inputs

Neither the controller of equation (3) nor the controller of equation (5) assume any
prior knowledge of the system behavior. If it is yssumed that the T-matrix is known,
then a constant gain controller is obtained as

¥ T, “Lpp Ty 5
0" = -[1"W,Ty + W Tw 2 )
In this case oniy ZO is estimated by the Kalman filter and the Ty-mat.ix is preprogrammed

based on test or flight conditions.

Since the Tmatrix may not be known perfrctlv at all flight conditions, a perturbation
controller was developed which assumes that the model of equation (1) is perturbed
about an assumed nominal value of Tg and 2y, i.e.,

T=7T, + 6T
0 (7)

Zg = 4go * 92
The optimum inputs for the pert.rbation controller are given by

8 = 8y + a0 8)
_ T -1
8 = ‘[To“zTo + “9] [To"’z 00]
* T -1 .T /I I ]
e0” = - [rgw,To + wo ]t 10w, 62, + sTe,,
The Kalman filter is used in this case to estimate the perturbation quantities 82, and 7.

The Kalman filter used in the estimation portion of each of the above controllers is a
recursive algorithm and thus each new measurement of the responses leads to an updaied
estimate of the parameters in the model of equation (1). With each update of these
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cuff. The rotatin$ blade data are transferred to the fixed system through a 60-
chanmel, horizontal disk slip-ring assembly. Rotor forces and :noments ave meacured
by using a six-component stiain-gage halance mounted below the drive system. The
balance is fixed with respect to the rotor shatt and pitches vith the fouselage.
Fuselape forces and moments are not sensed by the balance.

The vibratory forces and mements used as response inputs to the highee harmonic cont ol
algorithms were taken from the balance. This means that thc moment responses useld hy
the control algorithms were made up of the rotor hub moments plus the rotor inplane
shears timcs the offset distance between the rotor hub and the balance center. This
offset distance was 51.44 cm.

Th. rotor system used in this investigation was a four-bLladed articulated roror system.
The hlades were dynamically scaled to be representative of a current generation rotor
system, The blades had swept tips consistent with their full-scale councerpart, but

the swept tips were not significant with respect to the higher harmonic control program.

The rotor was tested over a range »% advance ratios (tunnel speed/rotor tip speed) con-
sistent with the full-scale flight env:olope. Because of tunnel limitations, advance
ratios below .? were not possible. The rotor rotational speed was set so as to achieve
a full-scale tip Mach number. At each advance ratio the rotor was trimmed to a con-
dition which represented a 1-g flight condition for the full-scale aircraft. Blade
flapping was trimmed with respect to the shaft.

DISCUSSION OF RESULTS

The results to be discussed in this section were obtained using the closed loop active
control system discussed earlier. In obtaining these results, the model was trimmed at

a given advance ratio, and data were recorded to establish the vibratorv resporses with-
out higher harmonic control, The automatic control syntem was then turned on and allowed
to stabilize. With the controller still on at ics stabilized condition, data were
recorded to establish the vibratory responses with higher harmonic control.

Although all the controllers discussed earlier were tested on the model, the results
which follow are all based on the controller having the stochastic performance index.

It was found during the tests that the caution provided by this controller tended to
make it much smoother in minimizing the responses than the other controllers. It should
be pointed out that no rate limitin% was applied to any of the controllers, however,
amplitude limiting was applied to all the controilers with the maximum arplitude being
set at 1 degree for most of the testing. The success of the constant gain and perturba-
tion contro%lers was, as expected, dependent upon the accaracy with which the nominal
parameter values were sgecified. “he controller based on the deterministic performance
index achieved essentially the same stabilized condition as the stochastic index controller
the main difference between the performance of the two being that the deterministic
controller tended to be more erratic in its approach to the optimum condition. It is
felt that rate limiting may have relieved this problem,

The success of the higher harmonic control in reducing the vibratory responses is shown
in figures 3, 4, and 5, where the variation of the responses with advance ratio are
shown both with and without higher harmonie control. Figure 3 shows the variation of
the vibratory vertical force. As may be seen from this figure, the higher harmonic con-
trol was quite successful in reducing this vibratory response. Reductions of from 70

to 90 percent were obtained over the range of advance ratios tested. The vibratory
pitching moment shown in figure 4 indicates reductions of from 33 to 68 percent and

the vibratory rolling moment shown in {igure 5 indicates reductions of from 0 to 46
percent,

The fact that the order of the reductions which could be obtained in the vibratory

itching and rolling moments was much less than the reductions obtained in the vertical
%orce is a result for which no explanation has been established. Mathematically, since
three inputs were used to control three responses, it should have been possible to
drive each of the responses to near :ero values. A considerable amount of testing was
done to explore this apparent anomaly, but a satisfactory explanation was not found
during the wind tunnel teat program.
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It should be pointed out that the results presented in figures 3-3 were obtained by
weighting the vertical ferce resporse more heavily than the moment responses (equa-
tions (2%, (3)). Numerous combinations of the weightings were explored during the
test, and it was found that the weightings play a signi%icant role in the levels of
vibration reduction which can be obtained. It was found, for example, that with the
proper combination of weights, the moments could be reduced more than is shown in

figures 4 and 5, but at the expense of less reduction in vertical force.

Efforts tn understand why moment response reductions greater than those shown in
figures 4 and 5 could not be obtained in conjunction with large reductions in vertical
force response are continuing. Indications are that the problem lies in the sensor
location, i.e., the moments being sensed by the balance contained hub mowent as well as
hub shear contributions. Further tests are being performed to reconcile this issue.

It is imperative when evaluating a system which appears to promise high payoff for low
investment, e.g., significant vibration reduction with a low weight penalty, that all
avenues of possible side effects be explored. In the case of higher harmonic control,
since the cot:ept is based on tailoring the blade aerodynamic loads to achieve reduc-
tions in the vibratory responses, an examination of the higher harmonic inputs is
appropriate. Tk2 results to be shown are from the same test points at an advance ratio
of .3 as the vibratory responses shown earlier. The results at other advance ratios
were similar.

The redial distribution of >lade alternating flapwise bending moment (1/2 peak-to-peak
values) is shown in figure 6. Similar distributions for the edgewise moment and torsion
are shown in Figures 7 and 8, respectively. As may be seen, there is a small reduction
in the flapwise bending moment, a significant increase in the edgewisc bending moment,
and a moderate increase in the torsional moment. Wwith the exception of the edgewise6
moment, these results are consisrent with rhe open loop results obtained previously.

The cause of the increase in the edgewise moments appears to be associated with place-
ment of the blade's natural frequencies relative to the rotor harmonics. Figure 9
presents a harmonic decomposition of tle edgewise bending moment at 53 percent span.

As may be seen, there is a strong contribution at 6P without hifher harmonic contrel,
and tzis contribution is aggravated when higher harmonie¢ contrc is applied. The strong
contribution at 6P without higher harmonic control is indicative of a blade natural
frequency near 6P. Excitation of this mode by tne higher harmonic control comes from
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the fact that 4P cyclic motion of the non-rotating swashplate results in 3F and 3P

mot.ions cf blade pitch in the rotating system, whereas 4P collective motion of the
swashplate results in 4P blade piteh changes. Any impurity of the 3P blade pitch

gotions couid excite the 6P natural blade mode since it is a second harmonic of the
P input.

The indication from the edgewise moments is that if a new rotor is designed "o incor-
prrate higher harmonic control, blade frequency placements subject to constraints
imposed by the higher harmonic control must be a design consideration. Further, for
flight testing of higher harmonic control on existing aircraft, the blads loads must be
carefully monitored to avoid anv excessive stresses, It should be noted that the edge-
wise loads with higher harmonic control shown in figure 7 ars well within the design
load envelnpe for these blades, but the fact that higher haruonic control can produce
a significant increase in the loads must be recognized, perticularly in flight test
programs .

Figure 10 preseats the pitch link loads with and withcut higher harmonic control as a
function of advance ratio. As may be seen, and as was expected, there 1s an increase
in the control lcads whern the higher harmonic control is applied. The source of the
increase may be attributed directly to the higher harmonic inputs as may be seen from
figure 11, This figu e presents a harmonic decomposition of the pitch link load at an
alvance ratio of .3. Notr. that the increase in lcad with higher garmonic input occurs
a+ frequencies of 3P, 4P, and 5P which are (he excitation frequencies in the rotating
syrtem., These increaees in control systein lrods are consistent with previous findings®
and the magnitude of the increases has n2t caused significant concern among designers.
Again, however, these increases must b~ comeldered in any flight test program.
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CONCLUDING REMARKS

Results have been presented from a wind tunnel test of a dynamically-scaled helicopter
rotor model in which an active control system employing higher harmonic blade pitch was
used for hellcopter vibration reduction. This test was the first time that an adaptive
control aystem employing optimal control theory has been used for this purpose. The
test was successful in that the control algorithms functioned flawlessly and significant
reductions in vibratory reaponses were achleved. An open issue remains, however, as to
why even greater reductions in the vibratory responses were not obtained. Further
testing is being conducted with the model to resolve this question.

The test results indicate that higher harmonic contro  an lead to increases in blade
and control system loads. For the model teated, incr ses were evident in the edgewlse
bending and torsional moments, as well as the pitch ° « loads. Although the increased
loads were considerably below the design limits for model tested, the fact that
blade and control syatem loads can increase must be .sldered in any flight test
demonstration of the higher harmonic control concept.

Further wind tunnel testing is planned to more fully exp. re the characteristics of the
control algorithms presented in this paper. Preparatictns are also underway for a
flight test demonstration of the wind-tunnel-developed system. The flight tests will
b: gggguctcd under contract by Hughes Helicopters using an OH-6A helicopter in the Fall
o] .

148

i e e o

[y

Eail e g vty




!
!
}
!

REFERENCES

1Amer, K. B,, and Neff, J. R., '"Vertical Plane Pendulum Ahsorbers for Minimizing
Helicopter Vibratory Loads," J. American Hellcopter Society, Vol. 19, Mo 4, Oct. 1974,
pp. 44-48,

2]
“Paul, W. F., "Nevelopment and Fvalvation of the Main Rotor Bifilar Absorber,"
I'roceedings of the 25th Annual National Forum, American Helicopter Society, May 1969,

jrlnnnely, W. G., "The Dynamic Antiresonant Vibration Isolator,'' Proceedings of the
22nd Annual National Forum, American Helicopter Soclety, May 14966,

“Sissin h, G. J., and Donham, k .., "Hingeless Rotor Theory and Experiment on Vibra-
lioane uction by Periodic Variation of Conventional Contrels, NASA SP-352, Feb. 1974,
pp. 261-277.

SMcitugh, F. J., and Shaw, J., Jr., "Renefits of Higher Harmonic Blade Pitch- Vibration
Reduction, Blade-Load Reduction and Performance Improvement,' Proceedings of the
American Helicopter Society Mideast Region Symposium on Rotor Technology, Aupgust 1976,

6Hemmond. C. E., "Helicopter Vibration Reduction Via Higher Harmonic Control,"
Proceedings of the Rotorcraft Vibration Workshop, NASA Ames Research Center, Feb, 22-23,
1978.

7Bryson, A. E., Jr., and Ho, Y. C., Applied Optimal Control. .chn Wiley & Sons, 1975,

8Goodwin, G. C., and Payne, R, L., "Dynamic System Ildentification: Experiment Design
and Data Analysis. Academic Press, TY77.

9Hnmmond, C. E., and Weller, W. H., "Wind-Tunnel Testing of Aercelastically Scaled
?gl}copter Rotor Models (U)," 1976 Army Sclence Conference, West Point, NY, June 22-25,
76,

10vonDoenhoff, A, E., Braslow, A. L., and Swartzberg, M. A,, "Studies of the Use of
Freon-12 as a Wind Tunnel Testing Medium,' NACA TN 3000, 1958,

11Hammond, C. E., and Weller, W, H., "Recent Expecrience in the Testing of a Generalized
Rotor Aeroelastic Model at Langley Research Center," Second European Rotorcraft and
Powered Lift Aircraft Forum, Paper No. 35, Sept. 1976.

Next page is blank.




ON CONTROL IN PERIODIC SYSTEMS

Leon Kotin
Center for Tactical Computer Systems
CORADCOM, Fort Monmouth, NJ 07703

ABSTRACT

Many control systems can be described mathematically by a system of differential
equations, depending on a parameter p = p(t), called the control, which can be chosen
to impart a desirable property to the corresponding solutions. The system consists
of a set of differential equations dx/dt = f(t x:p) topether with an initial value
x(0) = x,. We consider the special case of the system in which f is w-periodic in t,
and we determine values of the control p which vield w -periodic scolutions. One
general result which we obtain is an extension of Floquet's theorem to nonlinear
syastems. Further geometric arguments are used to determine periodicity in the case
of a mecond-order system which arose in a theoretical determination of the onset of
oscillations in a laser oscillator.

INTRODUCTION
This paper is devoted to real differential equations of the form

dx/dt = £(t,x) n
where x = x(t) and f(t,x) are both n-dimensional vectors, the latter being w-periodic
in t; i.e., f(t,x) = f(t+w,x) identically in t and x for some pvositive constant w.
We shall assume an existence and uniqueness theorem, so that through a point (‘0'50)

in the (ntl)-dimensional (t,x)-space there exists a unique solution; moreover this
solution {8 assumed to be defined in the interval [t,,eo].

Conforming to the theme of this meeting, the function £(t,x) will depend on & con-
trol parameter p which, in our case, i8 independent of t. We shall show that a
proper selection of p will guarantee the exiatence of a periodic solution of (1) for
certain choices of £(t,x).

FLOQUET'S THEOREM FOR CERTAIN NONLINEAR SYSTEMS
In our first result, we generalize one of Floquet's theorems to nonlinear aystems.

We recall that Floquet's theorem, applied to a (perhaps complex) linear periodic
svstem

dx/dt = A(t)x, (2)

where A(t) 18 an w-periodic n by n matrix, affirms the existence of a (quasi-periodic)
Floguet solution x(t) such that x(t+w) ‘= Ax(t) for some scalar constant A.

It may be, however, that even in the case of a real system (2), must be non-real.
Fer Instance, consider the constant coefficlent case

' = (01
X' = Jx, J -10)
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Then the solution initially at Xq is

th

x(t) = e""xq = (I cos t + J sin t)x,,

where I is the identity matrix {note the analogy with Euler's formula
e'' = cos t +1 sint). If x(t) is a Floquet solution then x(t+w) = >x(t)
whence eJ“ko =‘>50' s6 that A is an eipenvalue of eJ“

Thus<A-etiw. which is real for realwonly of the form m¥ for m an integer.

However, if the dimension n of A(r) is odd and A(t) is real, then there must exist
a real Floquet solution. This follows in the usual matrix-theoretic proof of
Floquet's theorem since any real odd-dimensional matrix has a real eigenvalue and
a corresponding real eigenvector. Ve now generalize this result, for odd n, to

positive- homogeneous nonlinear systems [1, Theorem 1].

THEOREM 1., Suppose that n is odd and that f(rax) =af(t.x) for any nonnepative
scalar ®X. Then there exists a nontrivial real solution El(c) of (1), and a positive
constant A, such that §I(t+u» = Agl(t).

s 1 Lith the initial value

Proof. Let us associate each point on the unit sphere
of a solution of (1). The solution at time tg0 then defines a continuous mapping
T, x(0)= x(t)/|x(t)| , which takes Sﬂ'1 into itself, since |x(t){ # 0 from the
uniqueness of the (trivial) solution through the origin. Moreover T, is homotopic
to the identity TO in E" - 0. Since n is odd, frem the extended Poincareé-Brouwer
theorem f2, p. 483], Te has a fixed point; 1.e., there exists a solution §l(t) such
that Ax"(0) = §1ﬁu). where A= [5100)\. Now clearly 51(t+ub and,Agl(t) both satisfy
(l1). Since they are equal at t = 0, they are identical.

It seems strange that the prooe® of thie theorem requires the dimonsion he odd, yet
the corresponding result for comnlex linear systems, i.e., Floquet's theorem, is
independent of the parity. It might be hoped therefore that there is a Floquet
solution in complex 2k-space. However, the Poincar&-Brouwer theorem applies in

complex space (as in real space) if and only if the dimensicn is odd [3].

As 1u the linear :case, we have the following result.
COROLLARY 1. The Floquet solution of Theorem 1 can be expressed as El(t) - oft RO
where P= (l/w) logd and p(t+w) = p(t).

Proof. Define p(r) = et xI(t). Then

pit+w) - p(t) = e P liray - e ()me? (D Ao - 0,
whence p(t) is W-pariodic as asserted, if o assumes the stated value.
Substituting 51(t) - Pt p(t) into (1), from the homogeneity of f wa obtain

e”(pn +p") = ePPECep(en)
whence

p' = £Ct.p) - pp. (3
This gives us the next result, in which we may regardp as a control, thus justifying
the presence of this talk at a meeting on control theory.
COROLLARY 2. Under the hypothesis of Theorem 1, (3) has a nontrivial w-periodic

solution p(t) for suitahle conatant p = (l/w) log A.
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Applyving this result to the linear syeszem (2), we immediately conclude that the
equation x' = (A(t) - pI)x has a nontrivial periodic real solution for & suitable
real constantp, if A(t+w) = A(t) is real and n is odd.

PERIODIC SOLUTIONS OF A LIENARD EQUATION.
The other example which we consider arose in a theoretical study of a laser oscilla-
tor {4}, namely the question of the existence of periodic solutions of the equation

x'" - axx' +mzx = 0, (4)

wherewis a positive conastant. When a = 0, the answer is immediate. When a is a non-
zero real constant, we first assume it to be a positive constant.

We rewrite (4) as the autonomous system

[

x' =y (5

y' = x(ay —mz)
and observe that the line
L: y= ofra >0
is a trajectory in the phase plane. We now show that all solutions initially below

this linear sclution is periodic, and the period is independent of a and the initial
values.

THEOREM 2. A sclution of (5) is periodic if and only if its trajectory lies below
L, i.e., if and only if¢J2/a > x'(0).

Proof. We make two simple peometric observations. First, the mirror image through
the y-axis of any trajectory s also a trajectory, for replacing x and t by their
negatives preserves (5).

Second, since distinct trajectories of (5) cannot intersect, any trajectory initially
above or on L must remain above or on L; therefore 1t cannot form a closed path
surrounding the origin, which ie the only critical point of the systenn. However,
such a closed trajectory is chararteristic of periodic solutions.

Now from (5) we find

dy/dx ~ (ay »J)X/y

dzy/dxz « (ay - mz) (y2 + wzxz)/yj-
For any nontrivial solution below L, ay - uﬁ ¢ 0, whence dy/dx € 0 in the open first
and third quadrants and dy/dx » 0 in the second ard fourth quadrants. Moreover,
d y/dx2 < 0 when y » 0 and dzyldxz > 0 when y € 0. Thus, any trajectory initially
belaw L in the second quadrant, say, must travel in a clockwise direction, inter-
secting the positive y-axis and continuing in the right half-plane until it inter-
sects the negative y-axis. Distinct trajectories cannot intersect; thus from the
symnetry of the family of trajectories about the y-axis, the resulting tralectory is

itself symmetric about the y-axis and is therefore closed. The corresponding solution
is thus periodic.

A similar result, valid for a < 0, may be proved similarly.
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MIRROK TRACK ANTENNA--AN APPLICATION OF TTME-OPTIMAL COKTROL

Kenneth J. Hintz
Surface Weapons Technology Branch, F1l4
Naval Surface Weapuns Center
Dahlgrean, Virginia 22448

ABSTRACT

As an alternative to phased array racdar systems, the Multitarget Weapon Control Radar

concept 1s being explored to determine its suitability for wultitarget tracking. One
. component of the Mirror Track Radar is the Mirror Track Antenaa consisting of a gim-
baled radio frequency (RF) "mirror" which simultaneously reflects the RF signal and
rotates 1ts polarization 90°, and a dual-axis hydraulic actuator to rapidly position
the mirror, henic the beam, to any position within a hemisphere. The low inertia of
the mirror/mount structure allows for more rapid pesitioning of the radar beam than
conventional means weuld aliow, The requirement for rapid positioning of tihe mirror,
and precise pointing accuracy, required the development of a dual-mcde, digital con-
troller conaisting of a time-optimal scheme (based on switching surfaces) with =
transition to a linear controller for final settling. Variational calculus and
Pontryagin's mintmum principle were applied to sclve for the switching boundaries of
the third order, type one system, Three-dimensional plots of this switching surface
are presented.

INTRODUCTION

Radar systems have taken a jump in the recent past from relatively simple mechani-
cally scanned antennas to complex multielement phased array antennas, and not without
good Teason. There was every reason to expect that the benefits to be accrued by rthe
electronic scanning made posaible by the use of phased arrays with thelr atterdant
speed and versatility would outwelght the cost of the nany electronically controlled
phase ahifters, the greater denaity, and the complexity o0f the beam contrcl. With
ships' topside weight becowming critical and the expected decrease in element costs of
phased array antennas not evolving to a satisfactory degree, there is an interest in
"£11ling the gap"” in tracking antenna technology. This is leading to the development
and application of more complex mechanically scanned antennas.

The increasing deneity of the electronic warfare (EW) environment adds another im-
petus to the development of the mirror track antenna (MTA)., Whereas a phased array
is, by virtue of its design, a aingle frequency device with limited bandwidth, the
MTA can be made, and is being designed, to operate on a pulse-to-pulse hasis at two
widely differing frequencies. There s also a significant increase in the instanta-
neous bandwidth to be realized by the implementation of the MTA concept, leading to
other forms of electronic countermeasures (ECM), making the system more jam/deception
resistent.,

The nominal specifications that the Multitarget Weapon Control Radar (MTWCR) is being
designed to are necesaarily .ague since they wmust be tempered not only with the oper-
ational environment and track!ng scenario, but also the physical censtraints imposed
by the mechanical implementation. The design goal 1s to track a minimum of six tar-
gets simultaneously and maintaio at lessa: one "hit" per second update rate for the
purposes of midcourse guidance, From this geieral specification, and the requirement
for heamilspheric coverage, came the more specific minimum required acceleration and
velocity. The minimun angular velocity being 15 rad/s and the minimum angular accel-

. eration being 150 rad/s?. VFrom these, and an estimated inertia e¢f the mirror/gimbal
arrangement of 4,42 slug-ft? (6 kg-m?), required torques could be calculated as ap-
proximately 570 ft-# (772.7 a-m).

. The MTWCR, with the mirror track antenna as a subsystem, 1 a distinct departures from
current tracking radar eystems in that 1t is being designed not as a single-target,
dedfcated tracker/iilluminator, but rather, as the name imolies, a radar able to track
several targets simultaneously., But the romplexities of the multitarget tracking
problen are not the icsue at hand, cther than that 1t places constraints on the
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mechanical design of the system. Those constralnts are of two forms, the first beiny
the time-optima}l control {(positioning) of the MTA, and the second being the required
pointing accuracy to satisfy the constraints of the variable rate sampled data track-
ing filters. It was snon apparent that the two requirements could not be satisfied
by a single control scheme; a linear controller being, by definition, not time-
~ptimal, but yet required for pointing acceracy, and a nonlinear time-optimal con-
troller being unable, in any practical implementation, to have the required pointing
accuracy. This necessitated a dual-mode system which was time-optimal for large
excursions with a transition to & linear mode for settling. Since the llonear mode of
operation 18 a classical case of meeting minimum settling time constraints, its de-
velopment is not discussed here, nor are the stability considerations resuiting from
the implementation of a dual-mod= control system. The following discussion concerns
itself with the conversion of the plant to a linearized equivalent model and the sub-
sequent development of the time-optimal control based on switching surfaces.

MIRROR TRACK ANTENNA PRINCIZLE OF OPERATION

Referring to Figure 1, the feed consists of a conventional linearly polarized mono-
pulse feed. For the purpose of this discussion, it is considered single frequerncy,
although a dual band monopulse feed is bejng designed and will be included in the
final design. The linearly polarized RF signal from the feedhorn illuminates a para-
bolic transreflector embedded in the protective radome. The transreflector consists
of a linear (not a mesh or grid) set of wires that are parallel to the electric field
polarization from the linear feedhorn. The parabolic reflector collimates t.ae beam
and redirects it towards the feedhorn where it illuminates the twist reflector (mir-
roz). This twist reflector not only reflects the bean, but it also rotates the
polarization of the RF signal 90° so that the transreflector is now transparent to
the RF signal. The position of the beam can thereby be controlled by a precise posi-
tioning of the mirror with a gain of two due to the fict that the wungle of reflection
equals the angle of Incidence. The system is reciprccel on receive which also af-
ferds a slight degree of ECM resistance to cross-polarized signals.

traruvreflector

jeoree twiat reflector
(mivror)

Figure 1. Mirrar Track Antenna Principle of Operation
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E BEAIY STEERING MECHANISM
The mirror itself consists of a layer of dielectric msterfal with embodded planar
witv prids (to perform 'he polarization rotation) sandwiched to an aluminum honeveomb
support structure, The honeycomb sStructure was required to dampen any tendency of
the mitror to vibrate at its naturzl frequency when excited by step inputs at the
four support points (see Figure 2), and to maintain a "flat" surfacc since fractional
wavelenpth distortions would resuit in antenna pattern degradatiom.
/ transroeflector
- ;
3
menopalse focd F
3
F X 7 : y T T rwiant reflector
I;' radomne —_——
1
i drive mechanisn e

Figure 2. Mirror Track Antenna

The metnod choses to position the mirror was a gimbaled arrangement with orthogonal
single turwn hydraulic rotary actuatore. The gtimbaled arrangement was required to
allovw for hemispheric coverage with the point of rotation of the mirror located at

the surface of the mirvror itself to minimize translation motion.

the ceunter and oun
‘note

Hydraullec actuators were chosen since they have the best tuorque-to-weight ratio
that one of the actuators {3 moving with the upper gimbal and is part of the inertial
load for the lower actuator), and require no gearing to achieve sufficient rotational
accelerati~n and velecity.

corstructed of 3- and 4-in., aluminum channel
for maximum rigidity and minimum {nertia without r:sorting toc exotic materials. The
aluminum honeycomb of the mirror support structure ftseslf approaches the best weight-
to-strength ratlo possible. The central supporting column 1s 10 in. (.25 m) in
inside diamete., and 1s wmade of .25 in. (6.3 mm) thick steel. The approximate overall
dimensions of the system are 7 ft (2.1 =) high, 5 ft (1.5 m) in diameter with an
estimated wveight of 700 1b (318 kg).

The majority of the giabal structure was

THE PLANT

of a servo amplifier, flow control servo
(damping forces are megligible com-
that

The mechanism and actuating device consist
valve, a hvdraulic actuator, and an inertial load
pared to the torque available, and the mechanism i8 made sufficiently stiff 5o
there I8 no apprecfable flexure at the frequencies of {nterest).

The servo amplifier is & voltage-to-current converter with adjustable gain (Ky amps/
volt) and sufficientiy ntgh bandw{dih such that 1t can be modeled as a simple gain,

Kl'
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The flow controli valve caam b2 moduled as a first arder lag where
1 4+ 71§

2 -
i(a)

where

KZ = gervo valve static flow gain at zerr load pressuve drop

T = apparent servo valve time constant = .008 seccnus

Since the aechanism (see Figure 2) is still under devclopment, the finertia will be
represer..ed by the variable, J, the anticipated value being from 17.6 to 8B.3 #in,~
sec? (2 to 10 kg-nz). The mount and mirror are being made sufficiently rigid that
spring effects occur at frequenclies much higher than those of interest to the control
system.

Tue to the nonlinearitfies of the servo valve, the system model requiri - linearization
about an operating point. The drop in pressure resulting from increased flow rate
must be accounted for since it is pressure, hence rorque, that accelerates the lcad.
Figure 7 is the linear wmodel of “he piant chosen to include the effects of changi-g
pressure with flow rate 2nd the states are the angular position, velocity and ac.el-
eration---all real, measurable variables. Filgure 4 is derived from the valve char~
acteristics and 1s used to make a linear approximation to Kj.

STATE SPACE REPRESENTATION

If the state space variables [1] are chosen as shown in Figure 5, the variables are
dircctly related to physical, measurabls quantitfes, That is

z. = B, the output angle

1
il 2 z,, the amgular velocity {1la}
52 = ©,, the angular acceleration (1b)
K.K -K_K K. K
S B SR b | 507 67
| 13( T J ) + ZZ( Jt ) M T (1e)

the resulting plant can be redrawn, letting

-KgK
577 (22)

g, » 22 _ 37 (2b)

KeKy

Kio ™ 37 (22)

Fur the linear coantroller, the asawe model can bhe ugsed with & change in K7 based on a
reduced flow rate,

This aystem (see Flgure 6) can be represented in matrix form as

:b - -
Z = [A)Z + Bu {3)
1#1 - &2 (4)
where
wij=fo 1 o 1[0 T . 1
0 1 2 0
0 x, K Kio 0
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Figure 5. Block Piagram of Reduced Plant with Initial State Assignments
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Flgure 6. Modifled State Space Representation
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E MODIFICATION OF DESCRISTLON IH ORDER TO MODEL STATES AS ERR.IRS

Since inputs are restricted to steps, the ayctim can be consilderad autonomous with
various initial conditiens [2]. The closed loop system, including the nenlinear con-
tro}ler and plant, G(s), s shown in Piguvre 7.

, m[;(t)] = ¥4

; T(t) + e(t) [non-11in. Cls) § (1)
conputer

Figure 7. System Block Dilagram

The requirement is that after some time t, 0(t) = r(t) and therefcre a(t) = 0. Th's
is equivalent to requiring that e = e = ¢ = 0 at time t. Let the input be zero and
the system start with an initial value of 3(:). then e{t) = ~H(t),

From_ the previous development of the system state equations, —;(t) can be substituted
for @(;) leading to the change of variables,

é Original Sysiews Errer System

z3 = © z, = -e {5a)
3 z, = § 2y = -e ' (5b)
‘ zy = 8 zg = -8 (5¢)

That is, the analysis is identical, butf the derinition of the states is changed for
the {mplementaticn.

So taking the change of variables from (5) and r=bstituting into the models of (3, 4)

7 = [A]Z + Bu [

-2 = [-A)e + Bu - 82

or, letting the error = ¥

3 - -

W= [AJW ~ Bu (6a)
and

Te -84 (6b)

The value of this transformation is that all further analysis can be bused on the
movement of the initial condition to the ortgin of the state space.

Another translation will be made to siupiify the algebre by finding the diagonal form
of the [A} matrix [1]. This i@ done by finding the Jordan form of the matrix by

using tle modal matrix, [P], to perform a - imilarity transformation. Since the
eigenvalues will bs real, distinct, and noapositive, the Jordan form 18 diagonal, and

31«3y 0 o" (7)
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Wich the modsl watri{x constructed trow Lhe eigenvectors as folicwe
i#1 -1 1 (8)
I S
2 2
0 Ay X,
The change of variables can theu be made, letting (PV] = [W] 1
[ [A]ﬁ - Bu %
$ PN i
(F1 V= (ae1¥ - Bu y
i N . :
(p=11{PIV = [P~1][A}{P}V - [P-1]By :
]
3 R PO .
vospriapfl V- g L
(9a)
> >
Y = -CW
¥ - -&[p)¥ (9b)
The elgenvaluee {and hence [J] and [P]) are found by finding the roots of the char-

acteristics equation which 18 the determinant of (Al = A).

det(A[I) ~ [A]) = X(iZ - Rg)r - Kg) (10)

with eigenvalues

s Sy R ar e un i+ e
g | g ARSI NE A RN

\p =0 (1la}
t
Az, b K:Z Mk (11b)
Let the eigenvalues of the mBystem be 0, A, a)l where 12 = olg then a
(41 = (0 0 o (12) )
0 A 0
p 0 al
- 1 (am
0 =X ~al
P A2 o232
(271 - 1 | Té%—f—-_——;‘ . (14)
) .
0 E A(l ? o) E A!(:l— a)
1 !
1 - ¢ -
o rreaey B ey
. From (9) asnd (3)
8= (r113
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[N

?

feading to

C V=0 o v - —4? 1 ] G (15}
N a
0 A 0 -1
: 1 - a
% ¢ 0 ok 1y
a{l - o)
3
% The solution to this system of linwar, time finvariant differential equations can be
. found by using Laplace transforms and letting the control for the time-optimal solu-
1 tion be the scalar
wed ael
5 8

that i3

¥ - [s[l] - [J)}'lﬁ(o) - [5[11 - U]]-l gt

The inverse of [}[I] - [Jq i8s

-1
- m]r e .
B
1
o TN g
1
e
then
7 a . -+
- % 0 0 [v(o) 1)
1
0 =t 0
1 _
© 0 8 - 0
4
1 10} 4
vi(a) = vy (0) - (;ii)_i
]
K
1 10 b
vy(8) = - v, (0) = |- ] -
2 s = A2 A2(1 _ m)J(s)(s A)
¥
1 10 A
v (8) = —mry (0) 4 |-=— —
3 s - oA 3 Azu(l - o) s(8 - ai)

Taking the inverse Laplace tranaform to find the time domain solution

K
vi(t) = v () - -—g-"- At
ATa

1
X, A
vy () = vy c0)e?t - NP (f**’ )
AT - W) /
K,y oA -
"3(t) - \,':,‘(O)eu)‘L + _inilﬂﬂmwm, GGAL _ g
21 - w)

164

(16)

(17

(18)

(1%a)

(19b)

(19¢c)

(20a)

(20b)

(20¢)




a Letting
4 3

¥ X
: Do, ,

5 ;
2 Vi Koo

ot

Cos and

: to simplify the aystem reprusentation
b
E
xl(t) “ xl(O) - At (J2a)
!l : it e it 1 vy
x, (1) xz\ﬂ)« VIR w)( ) (2
- it _’- PERLEY o
; x;(t) x‘(ﬂ)r + T ”)(x 3] I
Equattons (22a), (22b), anld (22¢) roprescat bthe step reaponsss of the 1. v e
Vormed errorv coordinate,  These general dolutions will he uned to solee for (Lo s
aptinal control,
3
To put the time solution back Into standard matrix fovwm, (21} I8 substituted fnt.
(15%) yielding
5 N
4 X = 0 0 O R - | % [
+a
) A3
(U 0 R
0 0 ah) =1
1 -
% e -1 3
¥o= [ (6|P1x Lh
Keo

VERIFICATION OF THE CONTROLLABILITY AND QRSERVARILITY OF THE SYSTEM

For the aystem to be completely controllable, the matrix [N] muat have ranic 1.

From (23)
IN] = [E D a1 [Azm]

[N] = -1 : \l : 0
1
_su o o=ha 0 o=adg
1 - a : 1 - : 1 - a
RS TR I
L=l 1wt -«

Since no column {a a multiple of any aother, [N]) haw vank 3 and In completely con
trollable,

For complete ohaervability, the matrix [Q) must have rank 3.  From (J14)

3 . 1

o1 s
Kag

Sinee the elements of & and {A] maro veal, and [A] ls dtagonal,

NN ESIRERIRSH

TR

syl ez T

vt R B 2




-1
(Ql = =1 o o
2
1 a2 2
1 ax ala?

which has rank 1}, Hence the system {s completely observable,
THE FORM OF THE TIME-OPTIMAL CONTROL

Principles of variatioral calculus and Pontryagin's minimum principle
applied to the lineay, time invari{ant svstem with sealar control, u,

ﬁ - |A]§ + ﬁu

where
(Al =Jo 0o o
0 A a
_0 0 ak
ud
8- -1
.l
1 -
XL
R

The desired performance ludex (or time-optimal control s

A
J = d1
0

he

(7)Y

Towe optimal control, u, which minimires the performance index can be found hy mint-

migtng tha Hamileonlan

Ho=1+ 3T}
H=t+pT a1k + pTHy
Thoe coswtate vquations can be found From the Hamlitonlan

e -

LT A e AT
3R

Using Laplaco traneform again to find the wolution,
ppleye = nltu)

P ()% =y (0)e Mt

pylt)w = nq(U)-x’
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(28)

(298)

(29b)

(29¢)
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With bounded comtrols, -1 < u < +1, the optimal control, u*, is the ope which
minimizes H

: HIX%(£), un(t), pa(t)] < HIX*(e), ule), pa(e)] (30)
E Lo+ paT[AYd* o §Tedux 5 1+ FTw[AIR* + §Tgu (31)
5 #TxBur < pTeiy (32)
{

Substituting (29) “‘nto (32)

%eakt It 1 v
“Pl*(a) - Pz*(n) i—jfig + pa*(O)e (Y—f'x) u* . p*Thuy (713)

From this, it can be seen that the control which minimizes (33) is

S 8 4 .
uk = —5gn!—pl(ﬂ) - PQ(O)(%E;“J) + (pl(O)uXt>(T*%”d)} (34) !

- e

- e e
R

! The arpument of sgn in (34) has at most two zeros, implying that the sign of u* can €
; take on three values at most. Candidates for the optimal control are then :
3

i

(+1), (1), (+1, -1}, (-1, +1), (-1, +1, ~1), (+1, -1, +1) (35) :

From (33) 1t can be geen that the optimal control is also the control of maximum
magnitude, =o, let

uk{t) = A (36)
where

IS
thus, justifying the cholce of step {luput in solving the system (22),
Equatlions (22a), (22b), and (22c) are the time response of the system to a step input

in state variables. Since it 1s desired to find a «conteol that {a independent of
time, then (22) can be combined by eliminat{ing time.

First, a few definitions are {n order:

(Vz} = the Bet of atates from which the origin can be reached under the
single control y* = 1,

(Vl} = the set of states from which the origin can be reached under a
double control of u* = (+1, -1) or u* =» (-1, +1},

X,, = & atate variable e{v 1,

12
METHODOLOGY FOR TIME~OPTIMAL CONTROL DFRIVATION

The general sequence of solution [4] for the time-~optimal control {sm to firat elim-
tnate time from (22) and find X = Tixp) and x3 = f(x2), These general solutions
will be used to fliraet {ind (Vg} by acttinpg the inltfal conditions, x3(0), x2(0), and
x1(0) c¢qual to zero. This ie done to find the particular Aolution that passces
cthirough the origin of the state space. Next Vi1, a surface, will bhe found by using
an o partlcular solutlon to the difterenclal equations, the inftfal conditions that
arv «{Vz}, And finally, the surface, [V]!, will be used as a houndary between the
two volumes of state apace In which the indtial control {a elther a 41 ar -1,

For the pencral aolution, [frat eliminate time fraom (22a)

x,(0) - x
t o« L“-ﬁ-*! (37)
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Substituting (37) into (22b)

A .
x, = [xz(ﬁ) - ITT—%EET]exrgz[xl(n) - xl]g YT f HJ
Substituting (37) inte (22¢)
ku[xl(o) - xllf . .
Xy = exp‘4#4 7 x3(0) + Id(T‘:‘h)] R TE

Ihe irajectory 'nm the x plane 1s shown in Figure 8.

1' *2

u * ¢l
e s

u = +}

u = 4]

L AT

Figure 8, Projection of General Trajectory in X X, Planc

The set of statee {V,} can be found from (38) and (39) by leiting x;3(0)
= 24(0) = 0 since the system is linear and time finvariant.

o [odra ], (:l’i;) . _ A%
X2 1 - o) |S*P\ T ML - a)

Y LR (‘_‘“i;) YL
Xy " %afl - o) °¥P\" 2w Yall - a)

(%)

¥

= %3(0)
(40)
(41)

Pigure 9 shows these particular trajectories, and by inspection, A* = -ggn (x)).

X2

u « 41

Figure 9. ‘1lrajectories fn X %, Plane of ivzb
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The set of states, {Vl]. from which the origin can be reached in two centrats §o
suupht next, Let x ,{\'2} and x_ x,.x {Vl‘-, then, from {IR) and (4

127 *22, *32 1%2%3
I ST VN DU RSl Mt P14 IR .
*22 *2 T3 - oy P A - 0 Y
. cha (:_“12) [ S e
*22 T X(1 - @) FP\TR T 270
by eliminating X509 betwern {(42) and (43)
(R S § L S0 | Ca
2 A1 - ) Aa
Note that x4, drops out, Deing the same tor {34y and (4]
X - X ’ R
- I 0 S ¥ 4 ’ .
P exRp \q( i )‘ x{[ oG- ‘J . ) .
SN W (_\'”‘.1_) o ,
*32 T Taa S TP X YS! '
vquat ing (43) and (46) leads to
R}
4 Aol -~ a)| o, A
[x3 + Ye (1 = a)] [ I\ ] @ (47)
To combine these {nto one equation describing the surtface, 'li. divide (45 1.0 (47
X, = -% uzexp iliii"fni) o AR Cxp K‘.(l -0 + T Can
2 3 A% A(Yl - u) L Al -

where

-
A sgn(xlz)

It {8 now necessary to determine the optimal control, /*, as a function of x XgXy

rather than x 2° From Figure 8, It can be seen that in the X% plane, tf xl R P
then A% = +1 d4d 1f x, < x,,, A%k = -1, That is : :

u% = agn(x2 - x22)

+sgn(xl)u -hun(xl).
ut u sgnix, - T ) exp[kxlngn(xlﬂ LTI (449)

this leads to {Vll being

{ . ; - exp1te -

vll "1‘2“1‘ X, xprtexp bhrx 1]
ALY sxpl AW o S e o ! Vi
T Tl AR S0 i '

where

nun(nl)u nyu(xl)-'
A%* = mpn i, - AT W 0xp[lnlnnn(xlq + \(f"f"]\‘
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To recapitulate, (50) now describes a surface, {Vl}, in three-dimensional space frem
which the otigin can be reached in one change of control. That 1s, if xe{Vy), sither
the control wequence (+1, -1) or (-1, +1) will drive the system to the origin.

It can alsa be seen that this surface divides the state space into two volumes.

Given that the system starts at a satate that 18 not E{Vl). hence not {Vy} either, the
application of a control, either t, will dri{ve the system's state towarc or awav from
the surface, {Vil. So, the initial control can be found by finding the sign of the
difference betwean the current state and {V;). Let

I = sgn(x2 - x21)

where
X, = initial condition
xZIE(VI) from (59).
1f
¥ = 0, then xleivl} and use {V,] test for A* (51a)
Z < 0, then A% = -] (51h)
L » 0, then A% = 41 (31c)
I = ggn{x, + x uzexx Atx_ A(a - 1&
gnix, 3 L 1
Avg A*A(a - 1)]_ A*a .
+ YRS exp[ - T - 0 (52)
where

sgn(x.)a Hgn(xl)u
A* = ggn Xy - T axp[kxlagn(xlﬂ + SIS

This ia the control law for any general staste, If T = 0, the A% rtest for iV}l is
performed, If that (& zero also, then *he final test for {V;! 1is performed to deter~
mine the sign of the controel.

SUMMARY OF TIME-OPTIMAL CONTROL LAW FOR G(8) = —Ts‘j‘—)tn -u;XT
) (Allﬂl;;ll)
Avx. AC(a - 1) o
- 2( 1 Abol Aoy
Zl 88N |x, + l30. @ + ml - WA(I &) (53)
where
sgn(x )o sgn(xl)u
A% = mgnix; - SR ezu[xxlnan(xlﬁ] YT
% = tnitial atate
1f
I, » 0, 8o to vy} stnce xt (v)] (h4a)
[.1 = > 0, uk = 41 (54b)
r,l = < 0, y*x = -] (%4c)

and cuntinue on this control until El s 0,
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F
When il = 0, change sign of control, or if il wan initially = 8, get control based on
agn{x_ )o 1 sgn(xl)a
u* = ggnjix, - i a ﬂxP[AxlBEﬂ(xl)J + SEEEE)) (53)

5 Continue under thia control until incersecting {VZ}. That {s, when

Lk 3
4 . Aty A A*g 4
' Ly = x * [x(l - a)]exp(A*)<’x1) T - @) ©e) !
!

b where !
P E I
F -

i _ A% = -sgn(xl)

change the sign of u*, This f{nal trajectory will terminate in a transition to a
; linear contrul based on norm, ||| <6 where & is such that -1 < u < +1 (i.e., nat
Foo saturated) for the final settling.

: TRANSFORMATION FROM THE "REAL" STATE OF THE SYSTEM, o, 0 6, T0 X, THE STAVE OF TYE
; MODEL v

! z, = 8

f z, = §

it

<4

1
~
<+

:

where

»
<
~

Equation (57) Lle the transformation from actual ayrtem state to the atate space molel
variables and (58) 1ia the reverse,

Foaw, r1mi@g - By (57)
6, = i 4 B (58)
20

SWITCHING SURFACF

The complexity of the analytic exyression for the switching surface disgufsces its
relatively sinple form Iin three~dimensicnal state space, Figures 10 through 12 shuw
tha shape of the switching surface for varlous values of eigenvalues., That s, Al
wap nominelly chosen equal to ~1 and 2y varied from -2 to -3 to -4 in order to whow
the dynawica of the surface for various ratios of eigenvalues. Most simply stated,
the control law mears that if the state of the system {p above the surface, a poat-
tive control of maximum value ahould be used until intersecting the surface st which
time the contrel is changed and haeld at & m=ximum negntive value until fnternccting |
the final switching curve, At thic final intersectien, the sign of the control ia q
A

again changed until the state of the aystem spproaches within some normed distance of
the arigin at which time the time optimal contrel law i# no longer umed and a linear
digital control takss over,
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Switching Surface Viewed From Above,

Figure 11,
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Figure 12, Switching BSurface Viewed From Above, Al - -1, Az - 4

CONCLUSTIONM

The analytica. expradsion for the switching surface of a types one, third order systam
haa been derived, It is expected that its implementation will not be difficult in a

nigh speed dedicsted digital computer. The irherent delay in detecting the ewitching
boundaries, couplel with the random noise of the system will require a linear mode of
oparation for final eettling.
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DEFIKITION OF SYMBOLS

Inertia
jordan form of matrix

Performence index

BTG B QR ot T |

Servo valve time congtant
Sign of control

Control, -1 or +1
Reference input vector
Controlled output vector
Modal matrix

Zigenvalue of [A)

Multiplier of second eigenvalue Ay ™ xla
Qutput vector

Hamiltonian

Costate vector

State vector

Optimal value

State from which the origin can be reached with two controls,
t.e., u* = (41, -1) or (=1, +1)

A sequence of controls

Switch surface

Servo amplifier gain (amps/volt)

Servo valve flow gain (inalaec/Amp)

Differential flow to pressure conversion (psi/gpm)
Pressure to torque conversion (in#/psi)

Conversion factor (gra/RPFS)

St
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OPTIMAL UTILIZATION OF GRAVITY IN A HOMING MISSILE PROBLEM

Dr. William T, Kelly
Guidance and Control Directorate
S Army Missile Laboratory
US Army Missile Command

; ABSTRACT

The general theory of disturbance-utilizing contrcl, introduced by Johnson, is

aprlied in this paper to the problem of accommodating gravity in & homing missile
- guidance prohlem. ithile the conventicnal approach to handling disturbance effects
is to attempt to eliminate them, the approach taken here is to formulate the op-
timal controller that accounts for the waveform rroperties of the disturhance.
Numerical results are siven to show the compariscn between the performance of the
disturbance-utilizing controcller and a conventional linear-quadrat:ic controller
with respect to gravity <ffects,

INTRODUCTINN P

Traditionally, uncontrolled inputs to control systems have been considered to be Jet-
§ rimental to achieving desired control objectives, and desiqgn approaches have resul:ed
in elimination schemes such as integral control, feedforward control and the notch
filter. However, there are practical problems in which it is wise to consider a way Lo
1 account for the presence of the disturbance, rather than attempting to remove 1t. For
) example, the prewence of gravity forces on a nomipy missile may actually helyp in driv-
ing the missile toward the tariset., Uncontrolled inrots t control systems mas le clas-
sified as either nolse-type disturbances or disturbances with "waveform structure."”
Trermal noise in a radar receiver is an example of a noise-type disturbance, while
gravity, wind gusts and electronic instrument drift are examples of waveform distur-
bances. While noise-type disturbances are characterized by their statistical properties
(e.g.,variance and mean), waveform disturbances can pe modeled by giving a differen-
tial equation that the disturbances are known to satisty {lj. Thus, it is useful to
viaw a waveform-type disturbance as having been generated by a dynamic process (not
necessarily linear). The state model »f the disturbance process can be combined with
the typical state model of the plant dynamics {2] to obtain the general expressions:

A

oruillipamrm oy

IS

x = F (x, t, u(t), W (z, x, t)} (1)

t=p (2, x, t) + o(t) (2)
Johnson haa shown [2] that the optimal control u®, which minimizes
T
J (up x_, t, T] = G(x(T), T + tju.(xm, t, ult)) at (3
o' "o o

subject to the combined system Equations (1) and {2), and assuming o(t) = o, can be
expressed as

w = (x, oz, t) - (4)

That is, the optimal control at time t is a function of the current state x(t) of
the plant and the current state z(t) of the disturbance. This result may be con-
trasted with that obtained by the conventional optimization approach, which gives
the optimal control as a function of the plant state x(t) alone. The control
Equation (4), which accounts for the presence of disturbunces, was derived under
the assumption that the impulse sequence o{t) was identically zero. In fact, oft)
is aparsely populeted and unknown a priori:; and, therefore, its effect could be
viewed as a seguence of unknown inYtEaI conditions z{tg) imposed on the model
Equation (2). A corollary to this viewpoint (stated as a conje.ture in [ 2]) is
that the control uo{x,z,t) given by Equation (4) is "optimal® also for the case

1
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vwhers the sparsaly populated impulsive sequense o{t) is prasent,

Realization ot the control law Equation (4) reguires that real-tine, current values
of the states (x,2) be made available to the controller, through either direct nca-
surementa or wee of an observer, A discussion of the implementation of plant/dis-
turbance atate observers may be found in (11, [3}, and in (5],

OPTIMAL CONTROL OF THE LINEAR=QUADRATIC REAQULATOR WITH DISTURBANCES

N spoecial case of the optimal control theory discussed in the provious section iw
the linnar-quadratic regulator with disturbances present. .Johnaoh has shown (1],
121, 131, and {4] how the diaturbance accommodating theory appliss to the set-point
revulatur and merva-tracking control problems in which the plant dynainica are
modeled au

o= A(EIR 4+ BlOYUlL) + PlUw(t) )
y = C(t)x {6)
where ». u and w are veotors of dimehsion n, r and p, respectively, &~ 1 > p, The
dimturbance process {s modeled by the linear systam,
wit) » Hit)e + L(t)x {1
e n{t)le ¢ M(E)x t al(t) (n

whare z is a p~dimensicnal vector,

The application of modern control thoory techniques permitn the o vwlderation of
threes moden of digtarbanou aocommodation {1, 2, 3],

(a) exaot aancellatlon of the effact of the dinrturhanve on the vontrol mystem,

(h)  the "best" cpproxinatinn to aancellation of the effect of the Alatur-
bahca (when exact cancellation ia not achievablae), and

(o) optimsl utilization of the (' aturbance in accemplimhing the control
ublectiven.

Thie paper conaidars the thir! wode, diaturhance=-utilising control (PDUC) deasaribed
ia [1,2,3,4] and discussas an anrospaoe application of DUC £{yet addressed in (%],
Reference (6] discusmed a homing mimmile quidunce problem with niiC, in whieh qravity,
winds and target maneuvers are oongldered. The present work considers the more
apecialinand case {n which gqravity is the moat significant disturbanee pressnt. The
questlen baing conaidersd {81 "Is it worthwhile to emplay dtaturbanuo-utilillnq
control for a homing wiseile whan the most aigniflioant error aource is gravity?".
The approac’’ hére is to go & ntep Leyond tha usual procedurs of "qravity compenaa
tion", which attempts to aancel qrav t{ affects, and show haw gravity foroas can he
optimally utilized to assist in sohieving practioal ocontrol objeotives such am mine
{mizing miea Alatanna,

TUR DISTURBANCE=-UTTLIZING OPTIMAL COMNTROLN PROPNLM

A apocial casse of digturbance-asvocommodating optimtl anntrol theory (m the linear-

quadratic rayuletor with disturbances present., Julingon has ahown in [11, [2], and

{3] how the uiaturbance accommodating theory applias to tha set-point regulator .
and servo-trackling vontro! problema in whioh tLa plant dynamica are modeled as:

X = Alt)x + B(E)ult) + Plt)w(t) (9
yow e (10}
whare x, u Aand w are vectora of ¢.mansion n, r and p, reapectively, and 1. L 1Y
The disturha,ice procass s wnodeled by the linesar system:
wit) = H(t)a + L{e)x {11}
f = D(EY2 ¢ M(E)Ix + a(t) {12)
176 .
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where 3z is a p-dimensional vector.

The ke{ to oiLtaining maximum ntilization of disturbsnces is to chonse a perfor-

mance index J so that, wharn J {8 minimized with respect to the control u(t), the pri-
mary control objective is accomplished and maximum use of the disvturbance w(t) is
achieved, FPor example, if the primary coéntrol obiective {a to regulate the plant
state x(t) to zern, a sacondary objeztive may be to une as little control enerqy as

possible, One may be able to achieve these objectives by choosing a quadratle-type
performance index as

3 =g xT(T) sx(T) 4§ f [xT(€) ax(t) + u'(t)Rule)] at (13)

o

whare § cnd Q are given symmetrlic nonenegative definite matrices., 5 + Q is poaltive
dallnite, . is a positive-delinite matrix, and the terminal time T is specified. 'The
presance of the positive definito matrix R uncournqes the effective utlilization of
any "free" & argy avallable in the disturbance,

It (s shown in Raference [1], [2], and [3]) that the zero met-peint disturhance-
utiliging preblam can be formulated as a linear-quadratic ragulator problem by uaing
the augmentad vactor

X «(%) (14)

which ias & compcaite of the states veators of the plant und the disturbance procoss.
The composite system agquation may be weitten by using ¥ and the plant and dimturbance
dynamic Bquationa (9), (11) and (12), with L{t} = 0 and M(t) = 0, a& follows:

(] e o

The performance index Bquation (11} can be written (n the equivalent form

2
- fXS

2w gTmER + 3 jr & (B13rit) + WTerRae)] e (18)

wiere § = CTAC, C w (=C|0} and Q= ETQE.

The upar#e sojuenca of imgull-l a(t) srn be diiregarded (for rmanvons discuused in
{1)) and the control whioch minimides Fauation (16) subject to Equation ()8) van be
found using standard linear-guadritic methoda, sesulting in the nontrol

o .
u’ o= -n B [ wX * Ko ] (i7)

which ie a function of the etates of the nlant and of the disturbunosd prooess. It
has baen shown [1], (4], [9] that the tima varylng yain matrices Ky(t) and Ky- [t) asrs
obtained by eolving the matrin 4.Cferential equaticrn

R, v (=A+R” “haTx )" K -k A=CT00 1 K (1) cTae (18)

=ipTy T . - \
Roy™ (FAYRRTIBTR) "Ry =R FH-K D ) Ky (t) = 0 L))

Although not raquirc.d for imp.ementation of tha control law Eguation ()7}, the
equation far » (t)




i

S T
T Top=1,T T T
*z LI (K1D+D l(z)'l-)(xz BRR "B sz- LPH) sz+th FH] H (20)
K (T) = 0
may also be solvad for analysis purposas, For the simuiation stulies ol this probe-
lem, the matric functions of time K_ (*), ?(t) and K_{(t) are obtained by forwarid-
time wolution of Equations (18) - 1%50) on ﬁ‘dlqital cSmputer AR L PrOQUCHBEeR 11 om

to{=0) to T,

The minimum value J9 of tha performance index J obtained undar optimal control
u = uo ie the solution ' (x, 2, t) of the Hamilton=-Jacobi=Rellman mquation corres-
ponding to the composite system (1%), (16). Thias solution may be written (4] as

t T T
Vi, 2. t) = Ylx'K x) + (x Kepl2 + he Ku (21)

The last term in Equation (21) is due to disturbances alone, and {8 cqual to, or
qreatar thar, zaro. Bince it doea nothing hut {ncrease the minimum value of 1,
Johnaon hae defined it as tho "burden" §(4):

T
B4 h 2K {22)

The verm (xTk z)% in Equation (21) is produced by interactione bhetwsen tha plant
atate x and tﬁe disturbance uvtate 2, Thig term {nvolves hilinear forms which may bhe
negative, mero or positive at any time t. When this term becomna neqgative, {t actna
to further reduce the minimum valun IO (x, 2z, t) of I {n ¥quation {16); that inm,
negative values of this tarm actually provide assistance toward the ahjective of ab-
ta ninz a minimum value of J, Tharefore, Johnwon has called the negative of thie
term (4] the "assistance":

‘A-(ﬂx“)u. (23

x(t,) = x l(to) - 3

The aign of the asslatance in Bquation (23, ray lteelf he neqative, in which care it
has the effect of an addiricndl bucden,

The first term in BEguation {(21) does rot involve tha diaturbance state r at all, and
is, in fact, the minimun value 5f J that would by ~btained when no disturhance ia
pressnt. Thorefore, any nonstructive sction by the disturbance will be reflec:nd in
the difference betw en the V anpression when tha (isturbance is prement and that same
V whay the disturbance ia akseut, Johnees awm devined this latter difference au
"utility" (4]

]

Va vV [wiegeo “V| wit) ro - 124)
Thua, utilivy can bhe written as
T T .
Ve ntThgdu - haTKys (25)

or, aymbolically,
U=A-B (26)
Porltive utility results when tha assistance A {a greater than the burden R .

APRLICATION TO HUMINAG MTRAILE GUTIDANCE
MATUEMATICAL MODEL

I this secrion we nonmider a homin? intaroapt problem in which a miesile is to be
enntrolled duriny the Zinal phasw of its flight so that {te pon.rion ¢oincidus with

180

B T

x.

k&_.au o, " i 1




¥y

(]
C v

S

that of a tarqet at a sprcified terminal time, evan irn the face of dintucba oes whioh
may, or may not, be detrimental to the control ohbjective, 'The planar jente trv to
thig problem is shown in Figure 1, where the oriqin Is Incatel at the vice o0
target poaition and the position of the mlagile 18 defooed by the coocinnat: e
Yh), whure VMia horizontal and YM ig vertical,

Y
—_—y M

mu (%1

MISSILE

~
N
\\

{

TARGEY
~-‘-- B xh.

S .

REF‘(;Q

Figure 1. Coordinate system for small line-ot-sight angbe homing
intorcept model.

1t is convenient to conaider a reference line-of-uight (REM 1o pansing thiounal e
target and oriented at a known angle ay velative to the hovicontal Tine Sy, e weyp
LOS is esntablighed a priori, and may covrespond to a desirad oriemation af the line
of-sight. A coordinlgF X1 iy watablisrad uormal to che REF 108 (Flguie 1) ot {1

ip asaumad that the miswile begins the homing phase of the problem with a cev?ain
dimplacement. xj(o) and velocity k3 (o) {where xp ¢ %) normal to the REP 1OH, 1t in
assumed that a previous "midcourse" guidancae pgﬂnn as delivared tho wisalle 1o the
beginning of the homing phape at t « tu) thus, non-zaro valucs of ky (o) and oy (0
oharaoterise tho extent to which the m?duourl- phasa has failed to anabie the =fsxile
to start the homing phase under idoal conditions. The in'tis7 vanye ta thoe vacguet
and the olosing velocity are assumed given., The mroblem u. hand nsas tha "amall [O8"
assumptions ams in [%] and 16] and conaiders that the distmibance forces of pripray
intareat are those actine normal to REV LOS. Frracs in estimating time-too o, G
intercapt are n~t conridere. hers,

Taa "amall LOS angle” model ie umed in the prouent work {n a unigue way - dintur:
Liances normal to the REF LOS are utilized in an optlwnl menner. Formar approaches
elther 1?nornd thesa diaturbances, of modeled them as qaussian polse and nam!
stochastle control approaches to sope with them, The application of the “amall 108
z0gle" model ro the missile homing problem where disturbances arg piosent vesulia in
m ovarticularly straight-forward implementation nf the linear -mafial {c aiwirkanes
utilizing control theory.

The squatiovns demcvibing the moetion of the missile normal teo bt P LGE oo

*1 - Ko ("1
*2 =0+ wit) 124)
y = [x‘,xz} T {29

whayve tha sutpt! vector y has xy and xg as its elements. Theno cquations may be
written {n s form
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A=mAx +Bu+Pw (309
y=Cx (31
where
A oa 0 1 (32)
0 0

T (13)
1
R o= (0) (34}
1

¢ o= (3%)
01

1t {8 am=umed in the example to follow that the disturbance w(t) s described by

wit) = ¢y (38)

whore 71 is an unknown constant., The diaturban~+ procest is written ‘i state-vaviable
form as

z, W (am
tl =2y + oy () {18)
t? 0+ mylt) {19)

ar in the form

geDz + oft) {(40)
wmllz {41)
whare
D w [° 1‘ (42;
0 0
nw [1 0] , (4%

and ¢ (t) = [o] , 02] a ajarse vector-impulme seq.aence cccurring at unknown inrtanta.
Note that a nimpler model & = o(t), where r i@ a acalar, would alwmo suifice for
modeling the piecewime constant disturbance dynamics. Tha second-order model used
hera will alsoc model the dynamice of disturbances that include piecewige continucum
ramp functions, and has boen uwsed for that in othaer problams [5].

The disturbance considerod {n this problem ims gravity, Tha qravity component acting
normal to the REF [0S {=m

-32.2 cos “h

CONTROUL OBJECTIVE

The primary control cbiective for the clasa of problems considared here is to drive
the dieplacement of the miswile (normal to the R.F LOB) to zern at & specifind
te*minal time T; that im, tc requlate the state xj to gero at t = T, The asecondary
chisctive is to achisve the primary cbhjective while effectively utilizing the "free"
anerqgy of the disturbance w(t).

The control objectivem are tc be achievad by minimizing the quadratic pertormance
index
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J =k eT(T)Se(T)+% .f [eT(t)Qe(t)+ru2(t)1 at (42)
o]

where @ = x . -x, subject to the plant Fquations (30) and (31) and the disturbanco
process EquaEions (40) and (41),

DISCUSSION OF RESULTS

The homing intercept problem is molved by applying the theory already dueseriboed
which leads to the composite state vector {14), the composite :vstem (15) and the
performance index (16). The optimal conirol is computed by (17) at’er cemputing the
time-varying gains Ky{t) and Ky,(t) as the solutions of Rguations (1B) an— (19).

The time-varying gain K,{t) is alse computed (by solving Fequat oa {(20)) {¢r use in
computing the disturtance utility U for analysis purpeses. The prob’ca is solved

on a CDC-6600 computer, using backward-time integration to find th. _aitial coadl-
tions for Ky, Ky, and K,,

The plant state x for the cptimal eontrol Equation (17) is assumed to to avai:lahle
from position and velocity data (as from high-quality radar tracking meas.rementa,
for example), In general problems employling DUC, an entimator [1,3,5) will be
onployed to provide real-time aestimates of states » und:. Iu the special Case
considerad here, estimation of z can be avoided if missile attitude angle informa-
tion is available fur determining the lateral gqravity conp~ ent,

NUMERTCA]. EXAMPLES

Case 1 - Piauav doming Intercept, Bisturbance input: Oravity (helptul),

In this case we conslder the performance of a nissite with digturbance-utllizling
control in a planar homing intercept liainqa *he m's~ le-target quonetry as shown in
Figure 2. Tha parameter valuesn are:

4) Fixed target at 0. ft downh-range, U, ft

altitvde,
b) Initial miseile ground-ranqe -6778, ft
¢) Initial migsile altitude 4260, ft
d) Initial migsile offset normal

to REF LO8, x (o) 100 ft
e} Initial misaile ranse along

REFP LOS ~-Aroe, ft
£} Initial missile velocity normal

to REF LOS, X3zla) 0. ft/scco
q) Miesite velocity along REF LOS

(constant, toward ta:qet) =20N0. ft/soc
h) Angle of RREF LOS from horizontal 10, dey
1) 8Bpecified terminal tima 7 4 0 gec

i} Disturbance: gravity, helpful

k} Control welghting parameter 1.0

1) & = 10 0
v} 0

aur

oo
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NOTE: mu® scile is V.am = 1000 1.

rigure 2, Mizsile traiectory for case 1, show'ng control foror mu%
disturbance-utilizing contral . Divtuvbance preaent:
aravity.

This horidhy-.nteenapt problem was ¢ 2lved and the reosulting optimally controlled
niswile trojurtory is shown Jn Figure 2, with t'w aswoclated distu banow=-utilizing
enntrol force ma® displayed i 1 pecond intervals. Tha optimal nontrel ud (s com-
puted ag a funation uf the time=varying gain matrices ¥y and Kyy. The missile is
al'le to apply the controal foroe in a direotion approximstely normal to the miseile
trajectory (arsiming small angle of attack) rather than nermal to tha MEI LOS ae de-
sired. The myseile «rajectory angle roelative to the horirontal goes frvom 30 deqrees
at ¢t = o to 34 Jlegrees at t = 4.0 Tharefcre, the naximum error in the angle of ap-
plication of the econtrol force is 4 degrees, which vesults ia the application of
99,8% of the control force mu® normal to the REF LOS. 7The time-history of the con-
trol force raquiremenc 18 anows in Migure 3, which ia aven to he nearly a linear
functinn of time,

m® e

t 1 2 3 .

|68 SRR TIIY S — i
1200 1
1000

Fiqure 3, Disturhbance«utilizing control force for Case 1.
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Fiqure 4, State himstories: xy and x, for Cage 1
with diaturbanca-utilizinq cuntrol,

The time-histories of the states x} and x3 are shown in Fiqure 4. Note that, since

no penalty has baen placed on x2(T), it has a relatively larqge value of -140 ft/sec,
corresponding to tha miseile trajectory angle which is about 4 deqress qreater than

the 30 degree angls of the REF LOS. The disturbance for thias casa (FPlgure %) s the
projection of gravity normal to the REF LOE, The utility (Figure 6) is non-negative
for the whole flight, as the result of the helpful action of the Alsturbance i{n this

CARR,

w e
2

£
L

Figqure %, Disturbance acceleration w, for Canme 1.

The parformanca of the missile with disturbancesutilizing control for this case is
compred with that of the conventionsl linear-quadratic controller in Table 1,
showing superiur perzformance for the dlsturbance-utilizing controller in tarms of

J, Kp, EU, EAU, x1(T) and & mp.

J 7

i, - Q= TBUC Lig0e (45)
Iy

euey T w(u) at (46)
tO

Un

T
EAU = b S et fae
o
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Figure 6. Disturbance utility for Case 1.

TARLE 1., PRRFORMANCE OF DISTURABANCE-UTILIZING CONTROLLER
COMPARED WITH CONVENTIONAL LINEBAR-OUADRATIC
CONTROLLER POk CA3SE 1,

W88

PEREORM-- CONTAOL | CONTROL | TNETANCE

ANCE ET ENERAGY FUEL NOAMAL [

INDEX EY EAL TO REF LOS MD

J % ﬁ1 {T) %
{FT)
Duc 138.0 ) 137.0 20.0 04 98.6
LQ 7220 2047.0 1130 -11.6
- =

NOTE: BEE PAGES 202 AND 208 FOR DEFINITIONS
P Ur, U, BAU AND B

H, (T) - | %, ()] oDUC
B,y o ! L= 1M x100% (48
T*im T
Ky}
All effectivenens measures show a sizeable marqin at T = 4,0, “Yalues of total

effectiveness € . varsus terminal time values are plottad {n Figure 7, whi:h indi-
aLtes & continuan increase in 7 an ™ incroases.

Cise 2 -~ Planar Homing Irtercept. Disturbincs Input:; Gravity i(non-helpful).

Casa 2, considered in this section, sxamines the performance of a missila with iim-
turbance - utilizing control in a planar homing intercept coafiquration whary the
missile~target geometry (Fiqure 8) ims such that gravity is 1 non-helpful distur-
bance, and the mimsilae's offset from the PUF 108 at t w o, x)(o), is twice what it
wags in Case 1. The paramcters for Came 2 »are as follows:
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€ TOTAL ha-dpuc
T EFFECTIVENESS = i'a—JLa—— x 100%
1004
% —
b
3 o
L
R
X o
: |
' 401
A
3
i Fily
ol Y r -t - “'-“ T
0 1 2 3 4 B L]
8EC
i Figure 7, Total effectivenass ET versun specified

terminal) time values 'for Case 1.

Y ALTIVUDS.
FT
b 4000

b > ¥ -
-8000 -7000 9000 -0ODD 4000 -3000
AROUND AAHGE

rFY
NOTE: mu® maie s 2 om = 10000 b,

Figure B. Mimsile trajectory for Case 2, showing control force mu”;
disturbance~utilizing control., Disturbance present:

graviiy.
: a) Fixed tarqget at 0, ft down-range, 0. f¢
altitude,
. b) Initial missile ground-range -722B. ft
¢) Initial missile altitude 3480. ft
d) Initial missile offaset norma' to
REF 108, x, (o) -600. ft
e) Initial miseile range along
REF LOS ~8000, ft
f) 1Initial missile velocity normal 0. ft/sec

to REF LOS, xz(o)
187
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g) Missile velocity along REF 108 -2000. ft/sec
(constant, toward target)

h) Angle of REF LUS fiom horizontal 30. deg

1) Specified terminal time T 4.0 sec

j) Disturbance: gravity, nonhelpful

K) Control weighting parameter r 1.0

[xo o]
1) S =
0 3
)
m Q=
)

The computer results were obtained for Case 2, and the f£inal optimally controlled
missile trajmctory is shown in Figure 8, with the associated disturbance-utilizing
control force mu® displayed at 1 mec intervals., This case haa a 600 ft initial off-~
set from the REF LOS (twice that of Cass 1) and the geometry of this problem makes
tha gravity disturbance non=helpful, in contrast with Case 1. As a result, the
control foroe magnitudes for this sub-case are considerably larger than for Case 1
(Pigure 9). The mimsile trajectory angle for Case 2 goes from 30 degrees at

t = o to about 24 degrees at t + T; the maximum errer in the angle of application
of the control force ia -6 deqrees, which results in the application of 99.5% of
the control force mu® normal to the REF LOS. As in Case 1, the control force for
this case (Figure 9) is almost a linear function of time.

The time-histories of the states x; and x; are plotted in Pigure 10, As in Case 1,
no terminal penalty is placed on x3, and a relatively large value of x2{T) results.
The disturbance in this case (Figure 11), which is the projection of the gravity
accala-ation normal to the REF LOS, is non-helpful, since it acts to hirder the
missils from the intercept acbjective, As a result, the disturbance utility

(Figure 12) ia either negative or rero for the whole flight.

I‘I.
19000 {
e
POUNDS
10000 <
S000 .
0 D -4
. 1 2 3 4

Figqure 9. Control force for Case 2; disturbance-
utilizing control.
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Figure 10, Stat> hiztories: xRy and %, tor tase 2;
disturbance-utilizifiqg contiol,
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Figure 11, Disturbance acceleration w for Case 2.

Figure 12, Disturbance utility for Case 2.
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The disturbance-utilizing contrnller for Case 2 performs better than the conven-
tional linear-quadratic controller (see Table 2] even in the face of the totally
detrimental disturbance, which indicatea that, even though positive utilitv is

never available, the disturbance-utilizing c ntrol law still does better in manaqing
the States of the plant relative tn the disturbance states.

TABLE 2, PFRFORMANCE OF DISTURBANCE-UTILIZING CONTROLLFER
COMPARED WITH CONVENTIONAL LINEAR-OUADRATIC
CONTROLLER FOR CASE 2.

PERFORM- DISTANGE
ANCE CONTROL iconTROL| NORMAL
INDEX ENERGY |FUEL TO REF LOS
J ET EU EAU x-{T) EMD
» 3] %
0.158 2 0.187 a8
puc X108 14, %108 308.0 -3, 76.8
La 0.183 0.7 500 -
x108 X108 ) ’

The effectiveness (Fiqure 13) for Case 2 shows that the disturbance-accommodating
controller continues to achieve a lower J as the specified terminal time is increased,

TOTAL dig ~Ypuc

£, EFFECTIVENESS » ———— 25 4 100%
"y dLa

%
30 4
m o
10

n L] Ll i ¥ -: T
0 1 3 3 4 ) s e

Figure 13. Total effactiveness E,. versus specified
terminal vime T for Czse 2.

CONCLUSIONS

The theory of disturbance-utilizing control, developed by Johnson [1-4}, 1y applied
in thie paper to the optimal utilization of gravity in a heming missile prob.em,
Whereas an earlier paper considered dimcurbance- tilizing control in the cortext of
gravity, winds and tarqget maneuvers this paper considers the homing missile problem
in which the most sigaific nt disturbance present 131 qravity alone. A disturbance-
utilizing controller {s formulated as a lineur-quadratic requlator by using an
augmented state vectc: which ‘s the compusite of the plant state vector and the
state vector of the dynamic system of the disturbance process, Numerical eciampies
are aiven for the casc where gravity is "helpful" and for the case where it is not.
In both oases, the disturbance-utilizing controller is aeen to provide bett:s gquid-
ainve performance than a conventional linear-quadrat!i~: controller that does not
account for waveform properties of the disturbance.
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EVALUATION OF GUNNER STATION CONFIGURATIONS
FOR FIRING-ON-THE-MOVE
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Tank-~Automative sttem Laboratory
U.5. Army Tank-Automotive
Research and Development Command
Warren, Michigan 48090

William D. West
U.S. Army Armor and Engineer Board
Fort Krox, Kentucky 40121

Monica Glumm
U.S. Army Human Engineering Laboratory
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ABSTRACT

This study evaluated the effect on gunner performan:e for firing on-the-move. Four
different gunner station configurations were evaluated,i.e. isometric tracker, yoke
handles, monocular eyepiece with brow pad, and TV type dismlay. Five different

ride levels and four different target motions were used. Gunner lay and rate errors
at firing and tracking accuracv were measured for use in evaluating gunn:r perfor-
mance. Ride lovel was determined from the absorbed power at the base of the gunner's
seat.

OBJECTIVE

The objective of this study was to evaluate the effect of ride on gunne: performance
for firing-on-the-move. Four different gunner station configurations were evaluated,
consisting of isometric and yoke trxacking controllers in combination with monocular
and video gunner displays.

INTRODUCTION

The study originated because of the difficulty in attempting to evaluate several
different gunner station configurations and the difficulty In attempting to evaluate
the effect of the ride on gunner performance in a fielded vehicle. It became ap-
parent that it would be too time consuming and costly to evaluate even simple hard-
ware changea in the gunner's station configuration. The cost was not limited to
making the hardware changes in the vehicle, but included costs to develop data to
evaluate the changes. en one conasiders the possible different combinations of
handles, viewing devices, and seating arrangements, and the effects of different
types of rides on performance, the time and cost assocliated with an evaluation of
this type is prohibitive. There is also the possibility that test conditions guch
as temperature and wind as well as the actual terrain the vehicle traverses may
change between evaluations of the different combinations. This, coupled with the
possibility that changes in gunner performance could be meshed with errors caused by
the rest of the system, made field evaluation virtually impossible.

Another approach had to be devised. The approach had to distinguiegh between small
changes in performance in a timely, cost-effective manner. It was decided to use
the ride simulator at TARADCOM to simulate vehicle ride. A Chrysler fire control
combat simulator would be modified and mounted on the seat. This would allow the
gunner to ride the vehicle and fire the gun at simulated targets. The computer
would automatically measure and atore gunner tracking error as well as error at
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trigger pull. The error at trigger pull would be the horizontal and vertical lay
and rate errors. These errors could then be analyzed tuv determine gunner performance.
Recoil was also supplied when the gunner pulled the trigger.

The ride simulator has some shortc ngs. It has four degrees of freedom but only

three were used in this study--v= cal, pitch, and roll. 1In reality a vehicle has
some lateral and fore and aft acceierations. Some of these accelerations were ac-

counted for by pitch and roll motions in the seat, but these were limited to short-
duration accelerations.

All errors and analysia presented in this report are gunner errors only. All other
ervors that rermally oceur in a vehicle are zero. This (s extremely important.

When one encounters terms in this report such as hits, hit probability, errors, etc.
these are considering gunner errors only. They are the hits and hit srobability
that would be achieved if all other errors are zero.

TEST PLAN DESCRIPTION

fest Description

The test was structured to present gunner test subjects with simulated rarget en-
gagements from a moving platform. The simulation allowed a gunner, seated in a gun-~
ner station mock-up, to visually acquire, *rack and "fire" (pull the control handle
trigger) at targets while being subjected to mcrions encountered in the gunner's
station of a moving, tracked vehicle. Data were collected to evaluate task perfor-
mance of six gunners using four combinations of control handle and sight presentatioen
configurations. Simulated vehicle motions, or rvides, ranged from stationary to
severe cross-country. The simulated target was capable of performing maneuvers and
evasive actions at various speeds as well as remaining stacionary. Each simulation
run, lasting 45 seconds, required the gunner to engage rnhe targe=, experience the
gun recoil at trigger pull, reacquire the target and repeat the process. Descrip-
tions of the test hardware configuration, rides, target scenarios and data collecred
are presented in the following sections.

Test Confipuration

The test set-up consisted of the TARADCOM ride simulator fitted with a M-60 tank
gunner's station mock-up and a sight presentation device, the TARADCOM HYSHARE com-
puter system, a modiried Chrysler Corporation Fire Control Combat Simulator, an
analog computer and a voice communications network. An overall block diagram of
the hardware configuration and the associated control and data channels is shown as
Fig. 1. A brief description of the major test components is contained in the fol-
lowing paragraphs.

Ride Simulator

The TARADCOM ride simulator, s hydro-pneumatically actuated simulator, is capable
of providing wmotions about the pitch, roll, yaw and vertical axes. The basic,
four degrees of freedom test bed was fitted with a standard M-60 tank gunner
station mock-up. This baseline test configuration consisted of the gunner's seat,
yoke control handles and monocular sight. The fittings allowed rapld changing be-
tween the yoke and isometric handles, and the menocular and video display sights
undergoing evaluation. The ride simulator accormodated the gunner and imparted
rides typical of the type experienced at the gunner's station of a moving tank,

Fire Control Combat Simulator

The btasic fire cuntrol combat simulator consists ¢f a microprocess, monccular dis-
play, gunner's handles, and operater's comsole. The slmulator generated a slight
plcture conaisting of a converging grid pattern, which represents a terrain, a
asuper-imposed, moving rectangle, signifying a target and a sight reticle pattern.

The fire control combat simulator presented the gunner with the aight
picture and moved the aticle in response to aignale generated by the gunner's
movement of the control handles. The microprocessor calculated tracking and fir-
ing errors based on the position of the target and the gunner's positioning of
the control handles.
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HYSHARE System

The AYSHARE system is & high 57 2ed digital/anaiog computer svstem. Through hardware
and software interfaces the aystem provides mass storage, digital and analog conver-
sions, and responds to external interrupts which provide program controls and se-
quencing. The HYSHARE system provided storage for ride and recoil programs and,
using the interrupts, controlled consistent outpat of the signals used to excite the
seat simulator. The HYSHARE system also managed 2'1 data collection {rom the seat
sinulator and the fire control combat simulator. The system monitored program status
and indicated {f any errors in terrain output or data collection were occurring dur-
ing a cest run.

Analog Computer

The analog computer in the rest set-up was used as an interface between the ride sim-

ulatotr and the HYSHARE system. The computer provided electrical isclation between
rhe ride simuiator and HYSHARE, imposed an additional voltage limitation on the ter-

¥ain and vecoil signals for added safety, and served as a termination for signal bus
ines.

TARGET

PROGAAN
?:;:?‘“0 COMTROL DATA
AND DISPLAY
RIDE
DYSPLAY FIRE CORTROL 1Pt
‘ shm;hn
HYSHARE RIOE PROFILE
RECOIL
je————1 piu
(BI6TIALS DATA STORAGE
SIGHT DEVICE
‘ﬁﬁﬁﬁf“ 1
S L IWTERFACE) |
L oWt (R HWAAES ) E SIGNMS
SEAT SIaxATOR [DATA couLECTION INTERRUPT BATA
GUANER TRACK | NG-RANGE DATA
HANDLE SIGNALS-TRIGSER
ar - GoER PuLL INTERRUET! (om0
T ACCELERAT 10K ARSORBED POWER
DATA DATA
o 1 mioe wo eeoon siows MALOG COMPUTER} 3 1oe siomm s
Comrea RECOIL
(AT TRIGGER PULL)

FIGURE 5 TEST CONFIGURATION BLUCK DiAGRAR

Rides

The terrain profiles, or rides, used to simulate the motions encountered gt gunner's
station of a moving vehicle were obrained from an instrumented High Mobility and
Agility (UIMAG) vehicle run at Ft. Knox, Kentucky. Acceleration data for vertical,
pitch, and roll about the vehicle center of gravity (CG) were collected at 100
samples par second on magnetic tape. The acceleration data were doubl: integrated
to generate displacement values, detrended to fit the travel constraints of the
seat, and translatad from the CG to the gumner's station. The displacement values
were stured on the HYSHARE disk from which they were recalled and sert to the seat
simulator.
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Target Scenarios

A modified fire control combar simulator was used to generate and control the be-
havior of the target engaged by the gunners. Four different target motions, or
scenarics, were used during the test. The scenarios ranged from a stationary tar-
get to a closing, evasive target. Figures 2-5 are plots of the target paths for
each of the four scenarios. Target speeds and evasiveness period and amplitudes
are given on the glots. The target always presented a head on aspect angle to the
gunner &nd steadily increased in size as the target range decreased. Test runs
began with the target at 1500 meters range. The initial sight picture presented
to the gunnar at the beginning of each run causes the 1500-meter range target to
appear at random locetions in or near the field of view, preventinz gunner antici-
patior of the target location. The target was capable of closing with the gunner
to witein 750 meters.

//(—I y.ah — B ———
- =z 7 /o \ NN
a4 // " Y\ AN \\

SCENARIO 1
Moving Yehicle/Stationary Target

Power Target Horizontal Vertical
Level Velocity (v} Orift Drift
1 0 =ph 0 mils/sec 0 milg/sec
z . 9 .8 4.2.
3 é 0 3.4
4 22 8.2 6.9
5 13 2.9 5.1
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SCERARLO 2

Moy ing Yericie/Moving Target

Target Hor { zontal Vertical
Velocity (v} Drift Orify

15 mph 0 mila/yec 0 mtls/sec
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SCENARIO 4
Evasive Vehicle/Stationary Target

Power Target Horizontal Yertical ‘
Leve) Velocity (v) Drift Drift

2 10 mph 0 4.6

k| ? 0 3.6

4 25 .7 sin (.46B1t) 7.5

5 15 Q 5.7
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DATA

Data collected during each of the 2.400 rest runs consisted of the following:

Test ldentification Accounting data ot a. infcrmaticnal nature describing the type

of ride, time of the test run, test subjecc, handle and sight configuration, and
targpet scenario.

Absorbed Power The averaged value of power imparted to the test subject at each
trigger pull.

Tricking Error Tracking errors were collected on two channels, vertical and hori-
T er

zonta ror. The errors were collected ac rates ¢f 100 samples per second for
the total durarion of each test run.

Firing Errors For each of over 22,000 :rigger pulls during the test runs, data for

the absorbed power, horizontal and vertical firing lay error, and horizontal and
vertical tracking rate errors were coilected¥

DATA SUMMARY
Introduction

This section will present a summary oi thc cata. The data will not be separated
or analyzed according to scenario, gunner or individual errors. An in-depth an-

alysis of the individual errors for different rides and scenarios will be present-
ecd in the section titled Configuration and Power Analysis. Some data will bte pre-

sented that discriminates gunner performance versu: ride level but when this is
done the total or cumulative data will also be presentea. All data presented in
this section will discriminate betwee:n gunner station cconfigurations and their
components. A variety of different indicators in the data will be analyzed and
presentaed to deterrine which configuration had the best overall performznce. The
separation and evaluation of this performance according to ride, scenarioc, etc.
will be presented in the previously mentioned section of this reporrc.

Error Indicators

Several differen: indicators of performance can be extracted from the data. When
a scenarioc starts, the target appears on the visual display in a random circular
pattern displaced from the crcss hairs. The gunner then iraverses, elevates/
depresses to acquire the target. One indicator of performance is ther. the time
from the start of the scenario to the first shot.

The horizontal and vertical lay and rate errors at trigger pull are measured.
The lay error is the distance from the center of the target to the cross hairs
calculated in mils. The Tate error is the difference between the tavget velccity
and the gunner tracking rate, also calculated in mils per second. The standavd
deviation of the errors supplied additional performance indicators. The mecan of
these errors was calculated and found to be essentially zero. Consequently, the
standard deviation 1is egual to the RMS (Root Mean Square) of the error. Omne
thing these indicators do nct include is the difference in total number of shots
or trigger pulls for each configuration. Some configurations allow the gunners
to be on target mere and consequently get more trigger pulls for the same target
exposure time. Thus, another indicator is the total number, or average time be-
tween trigger pulls for each configuration.

One indicator that includes the lay and rate error as well as the number of
trigger pullis is the total number of hits on a 2.3 meter targer. The hits are
calculated by adding the lay eryor and the rate error muitiplied by the pro-

jectile time of flight. The time of flight varies with range for this calculation.

The projectile velccity used was 1500 metera/ceccnd. To use this parameter the

*Refer to TARADCOM Technical Report No. 12520 for complete detail.
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total target exo0gure time muat be the same f?r each configuration. When hits on
target aré uaec in this section ro compare different configurations, the target

exposure time is identical for sach condition.

Another indicator that is frequently used is tracking error. This section will pre-
sent the RM3 tracking error for each configuration from the time of the first trig-
ger pull until the end of the scenario. When the RMS's are averaged for all ride
levels they are squared, averaged, and then the square root taxen. When the verti-
cal and horizontal RM3's are added, they are added as the square roat of the sum of
the squares. The trucking error s not a universally accepted measure of perfor-
mance. The major rzason %or thic is the gunner has a tendency to pull tne trigger
when he is on targe:, and his error prior ro trigger pull does not have a la:ge
influence on his ability to hit the target. This question will be addressed in che
subsequent section of thia reporc.

Discussion

The file that stored the gunner trigger pull data can be interrogated in several
different wars. It can be interrogated according to ride level, gunner, scenaric,
and configurarion. This section will only consider comfiguration znd ride level.

Table 1 presents the data according tc configuration and ride level. Several b~
servations are immediately apparent from this data.

(i) There is a considerable decrease in performance for all configuratiors with
increasing ride level.

(i1) Ride has more effect on the video display than the monocular eyepiece.

(iii) Ride not only affects hir probability but also the time required for the
gunner to acquire the taxget.

(iv) The tracking error increases with ride but it does not appear to be aifected
as much as target hits.

Table 2 combines the ride data of Table 1 but eliminates the stationary firing or
2ero ride level. The best periorming configuration was the Yoke Handle Monocular
Display. However, the isometric handle acquired the target fasrer and has more
trigger pulls than the yoke,

The Jlifference between the handles ana viewing devices eliminating stationary fir-
ing is presented in Table 3. ‘the monocular display significantly ocutperformed the
video display in all categories except tracking error. If tracking error had been
the only errcr measurement used to evaluate the different disslays. an erroneous
conclusion would have beer wade.

The isometric handie allowed the gunner tn a.cuire th2 target fasrer and ger more
shots off, but its percent hits weres ilower than the yoke. However, because it

allowed the gunner to fire sooner and fzster, it had more hits on target than the
yok2. The {szometric harndle had a larger tracking error than the yoke.

.
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CONFIGURATION AND POWER ANALYSIS
Introduction

The ecvaluation of visionics and gunnere controls used during this test will be based
on several gunner measures of performance (MOP). During the test, the gunnhers were
required to accurately track a target in both azimuth and elevation. The MOP used
to characterize their ahility to accomplish this consiscs of - lay errors -t trigger
pull, rate errors for a periocd of 1/4 second prior to trigger pull, and the resulr:
ant total error based on the vector addition of the lay errer and the rate errox
propogated over a 1.0 second round flight time. These errors were expressed in the
angular measurement of mils and mils/second and reflect the requirement for inpu=-
ting angular rates to linear lead fire control systems.

The gunners were insiructed to fire as soon as they could after achieving a gecod
"lay” and a good ''rate” match with the target. Another MOF is thus the time re-
quired for first trigger-pull (TP) and the time hetween subsequent trigger pulis,
The minimum allowable time Detween trigger pulls was set at 3 seconds. The combina-
tion of azimuth and elevation errors were also expressed as a radial miss distance.
reflecting the absolute distance of each 'impact" from the target center-of-mass,
and the ability of the gunner to control errors in azimuth and elevation siuitan-
eously.

The tracking performance of each configuration for the M/S scenario is as
shown in Figure 6.(See*Appendix A). The following notation will be used to dis-
cuss the cowparlsons: the isometric tracker = I, the yoke tracker = Y, the mono-
cuiar display = M, and the video display = V. Thus, IM designates tie isometric-
monocular configuration.

As a final intreductory note, the values displayed in Figure 6 represent the
standard deviations for azimuth and elevation and the average radial errors
experienced during the test. Because of the graater mumber of trigger pulls
experienced at lower power lavels, these values are lower than would te the case
if equal weighting were applied to the values at each power level. Fach value
displayed represents between 700 and 900 trigzer pulls.

Configuration Comparison

Considering only thie total errors in azimuth, elevation and radisl, it is clear
that under the conditions of the current test the yoke controiler is better than
the isometric and that the monocular display is superior %o the video. These
statements are twue ai the 93+7 statistical confidence level. 1In looking at the
components of these errors, the lay error shows no difference between the iso-
metric and the yoke, but for each, the monocular displav is significantly bectter
than the video. The difference between the fsometric and the yoke controller is
clearly associated with the larger rate errors for the isomerric.

This may be explained by the highly responsive nature of the isometric controller.
Where the yoke has a definite “dead” or neutral zone in both azimuth and eleva-
tion, the isometric unit tested, has {imediate, uniform sensitivity in all direc-
tions. Thus, it appears to be more difficult ro keep unwanted rate changes from
occurring while tracking the target with the isometric than with the voke. This
aﬁpearu te be the case, in spiie of the fact that the gunners unanimouvsly liked
the isometric control bettar, and felt that they had much better control with it
than the yoke.

The time to fire MOP, shown in Figure / , both for first and subsequent rounds,
shows consistent relationships betwveen configurations. The monocular configura-
tions have 30 fivst trigger pulls and between 1300 and 1500 subsequent trigger
pulls, while the video configurations are characterized by 18 first trigger pulls
and from 700 to 900 subsequent trigger pulls. In time to first trigger pull, the
only statistically significant difference between condigurations (a = .05) occur
between YM and YV. However, in comparing IM to IV, there ls & consistently short-

*nly data of the M/S scepnario is listed in Apnendix A. For complete detail, see
TARADCOY Tachnical report No. 12520.
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er time for the movocular configuration. Time between subseguent trigger pulls show
consistent trends with spall differences between coufiguraticns. The isometric har
a shorter time than the voke, and the wmonocular has a shorter time than the video.
Although the differences between configurations mentioned above are small in absol-
ute terms, the large rumber of trigger pulls on which these means are based allows a
statistically significant difference to exist (a = .05), between the isome.-r r and
voke tracking controllers and between the monocular and video displays,

Absorbed Power Effect on MOP

One of the major guals of this test was to develop a relationshin between gunner
performance and ride quality, expressed in watts absorbed power at the gunner's
station. Matnematical models of the hardware performance for combat vehicles exist
which will predict system responze as a funcrion of the vehicle parameters and
speed, and the characteristics ot the terrain it is truversing. By corbining hard-
ware performance characteristics with gunner input performance, the overall svstem
capability to engage 2 target from a moving combat vehicle can be predicred.

Figures B through i {llustrate the components of gunaer tracking performance for
each of the five ride juality levels used in the test. Each figure is for the .5
scenario and a singlz configuration., an examinaticn of these figures reveals the
following trends*:

a. Both lay errors and rate errors increase with increasing levels of absorbed
power, which thus resultsa in total errors increasing with power.

b. The rvate of increase in gunner error with increasing power (slope) is larger
for {sometric tracking controllers thar for yoke tracking controllers.

¢. The slope is larger for video systems than for monocular systems.

The relationships becween gunner tracking performance and ride quality is illustrat-
ed analytically in Table 4. This table shows the results from a multiple linear re-
gression aralysis of the dependent variables of gunner tracking error and time-to-
fire and the independent variables of average and peak watts absorbed power at the
gunner's station. The coefficient of determination (RZ) is defined as the 100 R?
pexrcentage of the relationship that is "explained’ by the regression equation. In
general* the performance of the isometric tracker is highly predictable, wich all

RZ values greater than .739 and the majority greater than .9. Locking only at

total radial error, the gunner tracking error "bottom line" and the "average” R

for the isometric configurations, was .927.

The performarice of the goke controller was not as predictable as the iscmetric con-
troller. The average RS for the yoke was 888, still a good value however. The
apility to predict X and Y errors and their components was better for the isometric
than the yoke. Radial errors were more predictablce than X and Y errors.

Time to fire as & fun.tion of absorbed power for the M/S scerario and each ccmbina-
tion of gunner station configuration is as shown in Figures 12-15, The methematical
relationship betwesn time to fire and absorbed power is shown in Table 4. As wich
trecking performance, cime to fire is highly predictable bas2d on average and peak
power,

Gunner Cowmparisons

Each of the six gunners has lover overall trackin% ervors with the yoke than with
the isometric control. The standard deviaticns of gunner tracking error for each
gunner are shown in Table 5. Some gunners tranked almost as well with the isomet-
ric ag the yoke, while other gunners did much worse. The average difference be-
tween the standard dsviation of the lsometric and the yoke is shown in Table 7
for total X and total Y errors. Configuration cowparisons are shown in Table 6.

*Refer to TARADCOM Technical Repsrt No. 12520 for complete detail.
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TABLE 4

MULTIPLE REGRESSION RESULTS

D.V. = A+ A, “-v; + A, Upk
6 CUKNERS B.Y. A A A " N
CONFIGURATION SCENARIO | DEP.VAx. ° : 2
== —

A~150~MORO 1 M/8 oX TOT .30% -.199 L1855 .B857
" oX LAY .128 -.033 L0139 .730
" X RATE . 240 - 128 L1583 .922
" oY TOT L3486 .J59 .113 .BS0
" RADYTAL ERR 362 021 L144 .912
" T IST 4.91 243 .197 .995
" T SUd .47 121 L042 .860

C=YOKE~HONO i ¥/s sX TOT L3611 113 -.0227 L4611
" oX LAY L1407 0243 -.00150 L797
" oX RATE L2860 0694 -.00479 .439
" aY TOT L2717 -.218 .194 L9111
" RADIAL ERR . 355 -.0899 L1184 .854
" T IST 4,91 .118 .22)3 .952
" T 3UB 3.51 L0435 .226 L8786

E-1SO-VIDEO 1 M/S oX 10T YY) - 0464 .203 .880
" X LAY .160 -.0158 L2092 .B12
" oX RATE .337 -.0388 .175 . 904
" dt TOT L3444 . 260 .125 L9463
" RADIAL EER .418 .0890 .176 .923
" T IST 5.28 -1.17 1.07 .R96
" T SUB 3.46 NYY .0h89 .910

F-YOKE VIDEO 1 M/S aX TOT .282 435 -, 0557 .906
" OX LAY L1585 L0660 .000560 .839
" oX RATE .208 . 381 -.059% .898
" oY TOT . 305 -.08173 .182 .870
" RADIAL ERR .336 .163 .0596 .938
" T IST 6.29 -.82& .816 .637
" T SUB 3.79 .327 L0823 .112
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L TABLE 5

i GUNNE. OMPAS [ SONS

i GUNNER

’ SCENARIO COWFIGURATION VARIABLE 1 2 3 4 5 6 TOT

: M/S  150-MONO o X T0T  .472 .291 .558 .510 .722 .974 .558

YOE-MONO o X TOT .304 .72~ .367 .542 .359 .491 .479

' 150-HOND oY TOT .377 .631 .B73 .707 956 .724 .785
YOKE -MINO oY TOT .368 .352 .550 .542 .446 .606 .589

TABLE 6
CONFIGURATION COMPARISONS

il T T o L —— —

150 150 YOKE YOKE o IV o YW o IM  APPROX

£ SCENARID VARTABLE  MONO VIDEG MONO VIDEO o 1M oYM oYM "
i’ X TOT 687 .93 .499 .798 1.36 1.607 1.387 900
" AT ! ‘208 260 .193 .248 1.250 1.29 1.08
} S X RATE 657 .763 .393 .636 1.37 1.62 1.82

o ¥ TOT 832 1.099 .537 .s54 1.34 1.03 1.53

o RAD TOT 781 1.130 484 722 1.45 149 1.6l

TABLE 7
DIFFERENCES IN STANDARD DEVIATIONS
GUNNER
AVG DIFF IN o X 1 2 3 4 5 6
1S0 ¥§ YOKE .063 .202 058 .G74 214 .380
’¥6 DIFF 1N oY .014 118 .268 .12 414 086
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CONGEUS TONS

For the conditions of this test, the data indicate the tollowiny

1. Simulators can be effectively used to determine optimum yunner configurntign“
for firing-on-the~-move. Over 22,000 simulated firings were achieved durinp this
test, giving excelient statistical significance te the results. i

2. Absorbed power can be used to determine pgunner performance for firing-on-the-move, ‘3
but values change with configuration. P
1
}

3. Tke monocular eyeplece with brow pad was superior to the video-type display for
all reasured parameters. ’

e ——— e 1t

4. The yoke handle was superior to the isometric for hit probability, but the iso-
metric nandle had more trigger pulls and target hirs,

5. The rate error was considerably larger than the lay error for all the tested
scenarios and configurations.

6. Tracking error is not a good indicator of system performance when firing from a
moving vehicle.

A e aat L )

7. For the ride used in this test the video display was more affected by rids than
the monocular eyepiece with brow pad.

o~

8. Ride affects both hit probability and the time required for the gunner to acquire
E the target.

g

] 9. There is a decrease in performance for all configurations with increasing ride

level.
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APPENDIX A

FIGURES 6 through 15
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DYNAMIC GUN TUBE BENDING ANALYSIS

Richard A. Les
1LT Dana S. Charles
Jonathan F, Kring
U.5. Army Tunk-Automotive
Research and Development Command

Warren, Michigan 48090

ABSTRACT

A simulation is presented of the 75-MM gun barral (HiMAG) and its support at the
trunnion. The simulation was programmed on t: new TARADCOM hybrid computer.
Bending analysis of the gun was conducted using dynamic inputs at the trunnion from
a HIMAG (Configuration No. 2) magnetic field test tape. Errors due to dynamic gun
tube bending are presented in graphic and tabular form.

OBJECTIVE

Evalvate the error due to gun tube flexure introduced from vehicle motions while
firing-on-the-move.

INTRODUCTION

In recent years there has beén an increased emphasis on firing a combat vehicle's
main weapon while the vehicle was moving. This has commonly geen called "firing-on-
the move" (FCM). Stabilization systems were added to vehicles that were designed to
perform accurate stationary firing with the idea that stabilizing the gun in eleva-
tion and azimuth would allow the vehicle to perform accurate fir while moving.
However, this was nct the case. Errors occurred whils firing-on-the-move that are
not significant when firing from a stationary vehicle. Some of these errors are the
horizontal &nd vertical vehicle velocities, stabilization errors, combined pitching
and rolling motiens, and gun tube flexure. This report is concerned with evaluating
the srror due toc gun tubs flexures that ars introduced from vehicle motions.

A gun tube can bend or take non-uniform shape due to disturvances= or phenomena that
are not vehicle introduced. Thess can be caused from firing the gun or from sunlight
heating one side of the gun tube. These errors are not included in this simularion.
‘The static or quasi-static error caused from thermal gradients iu the tube is cor-
rected for in current vehlcles with a muzzle reference system., This system has a
small mirror mounted on the muzzle end of the tube. A light beam is reflected off
the mirror to align the sight with the tube muzzle. This syatem performs very well
for thess quasi-static corrections but cannot be used for dynamic tube leveling on
the moving vehicls.

It is extremely .ifficult to measure the dynamic bending of a gun tube in a vehicle
traversing cross-country terrain. A ore-mil angular bendtnf error in a tube will
produce approximatsly a five-foot error firing at a tsrget 1600 meters away. This
is a sijnificant error and one must measure the tube bending to considerably less
than one mil. To give socme indication of the angular size this corresponds, i.e.,
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the angls a golf ball subtends a football field avay is abouc 0.3 mils.

Tte derivation o»f the equations that were programmed on the computer is given in
Appendix A. Tie equations and computer programs are in a general form and are
applicable to any symmetrical gun tube. The daca presented in this report are for a
75-MM gun. The gun tube {s aeparated into zighteen uniform elements. Each finirte
element is considered to have uniform characteristics over its length. One thing to
note in the equations is that the gun tube ripidity increases ac the fourth power of

the diameter. Thus, larger caliber gun tubes are considerably more rigid than small
ones.

The model was implemented and sclved ~n 2 hybrid computer, The gun was modeled on
an analog computer and forcing func:fons were supplied by the digital computer via
D/A. The vehicle ride was cobtainec frum magnetic tape recordings of the HIMAG

vehicle. These rides were digitizec ard stored in the digital computer for use as

the gun forcing functions. The input into the gun was only in the vertical direction:

consequently, the error data presented are for the gun tube flexure in a vertical
plane. In reality, there is some {lexing in the horizontal directien bur that is not
considered here.

DISCUSSION

The purpose of this study was to measure by computer techniques the muzzle error at
a mile range of the 75-MM gun barrel (HIMAG) subjected to dynemic inputs at
the trunnion. A schematic of the gun tarrel and its support is shown in Fig. 1.

To simulate the gun tube, it was divided intc sections to analyze its response using
Euler's equation for the flexure of a besm. .igure 2 shows a sketch of the gun and
the accompanying design data.

The equations of motion as applied to Fig. 2 are as follows:

1. Basic equation for gun barrel without support:

2(ED), (ED 4y
MYy = = U ¥y = 20+ Y ) - o [Ty - 2y v Y )
X X X
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Where:

Subscript to designate the section
Mass

Modulus of elasticity

Moment cf inertia

Length

Vertical displacement

Vertical acceleration

g 56 - 01 K
LI I B B

2. Basic equations for gun bariel with support acting on list, 2Znd, and llth
sections:

a. lst Section
. (ED),
172
where: K, = Spring constant of aupport (12,200 lbs/in)

b. 2nd Section

. 2(ED), €D,
My =g [ Yy - Wyt Ny 1 - 1Y, =2yt Yl - K DY, ]
2 '2X3
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NOTE: A detailed description in the development of the equations of motion is noted
in ATPENDIX A,

The equations of motion wevre simulated on the analog portion of the hybrid computer.
A typical aualog circult that generates sectinns 1,2, and 3 is shown In Fig. 3.

The muzzle error due to the flexure of the gun tube has two components, one based on
the bending displacement and one based on the rate of changc of that bending. We
refer to these as angular error and velecity error and their s'm as total error. 1If
the tube were completely rigid, this error would be zero. Bending from gravity
occurs, but since the error from this is well-known and compensated for, it is re-
moved prior to a simulation run. The effects of gravity for various loads are noted
in Fig. 4,

At the start of a simulation riun, the static error due to analog noise was measured

and removed. The model was rum 100 ti-.2s sleower than real time and 20 sample mea-~

surements of the error each second were taken to avoid interference from the natural

frequency of the tube, which was approximately 500 Hz. Seven and one-half seconds

of each ride was studiecd to obtain a representative sampling of the error. The

vertical displacements of the trunnion were inputted dynamically, and the resulting

error measurerients saved in computer storage fer processing after the run¥ !

Six different vehicle rides vwere studied, each with and without the additional sup-
port. For each of the types of error collected, distribucions were determined with
regard to the gun aiming at a target 1600 meters distant. The range of error was
divided into classes and histograms of the frequency that the error fell into each
class were made Time histcries of the total error were also plotted¥

Hit probability curves were generated based on each type of error. For ten seler
target sizes the percentage of hits iiven the vissured errors were calculated. 1}
ures 5 through B8 show these curvea for each ve.icle ride and support condition
studied. A smooth curve was fit through the ten target aize points. Since an eneny
tank would be approximately 2.5 meters high, hit prcbabilities for this particular
target size are displayed in Fig. 9.

A major concern was the reiative contribution of the velceity error, as a compensa-
ting system for this does not yet exiat. For all the rides studied, the velocity
error averaged 3.2 percen:i of the total error without the ouggortand 15.6 percent
with the support. In the latter case, the increase is probably due to the higher
total accuracy of the avstenm with the extra support. However, in both cases, the
contribution is minor. These results are displayed in Fig. 10.

By referring to Fig. 9 , the effect of the additional support can be easily seen.
For the 2.5 meter target hit probabiliry increased from an average of 12.9% percent
to an average of 79.3 percent® This large improvement in performance shows rhat if
firing on the move is desired, additional rigidity of the gun barrel will greatly
reduce the error caused by the dynamic motion of the vehicle.

#Refer to TARADCOM Technical Report No. 12482 for complete detail.
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Fig. 9
Hit Probability for 2.5 Meter Target
Course 5, 03 MPH Without Support 11.5 Percent
Coursge 53, 03 MPH With Support 8l.6 Percent
Course 4, 07 MPH Without Support 7.9 Percent
Course 4, 07 MPH With Support 57.5 Percent
Course 3, 15 MPH Without Support 8.9 Percenct
Course 3, 15 MPH With Support 66.9 Percent
Course 2, 30 MPH Without Support 21.4 Percent
Course 2, 30 MPH With Support 85.4 Percent
Course 2, 25 MPH Without Support 14.2 Percent
Course 2, 25 MPH With Support 92.1 Percent
Course 2, 10 MPH With. .. Support 13.5 Percent
Course 2, 10 MPH With Support 2.0 Percent
Fig. 10
Contribution of Velocity Error
Course 5, 03 MPH Wirhout Suppert 2.7 Percent
Course 5, 03 MPH With Suppart 5.5 Percent
Course 4, 07 MPH Without Support 2.7 Percent
Course &, 07 MPH With Support 13.3 Percent
Course 3, 15 MPH Without Support 3.2 Percent
Course 3, 15 MPH With 3upport 16.5 Percent
Course 2, 30 MPH without Support 3.9 Percent
Course 2, 30 MPH With Support 15.1 Percent
Course 2, 25 MPH Without Support 3.4 Percent
Course 2, 25 MPH With Support 15.5 Percent
Course 2, 10 MPH Withovt Support 3.1 Percent
Course 2, 10 MPH With Support 18.0 Percent
CONCLUSIONS

1. To perform accurate firing on the move, the gun tube flexure due to vehicle
motion must be considered.

2. For the HIMAG ride and 753-MM gun used in this simulation, traversing Course 4
at 7 MPH resulted in the gun being on a 2.5 meter target 1600 meters away less than
107 of the time. This error was due only to gun tube bending--the sight and breech
end of the gun were pointing at the center of the target.

3. Providin¥ a rigid support for the gun tube resulted in an increase in the hit
probability for the "bending" condition of & factor greater than 7.

4, Providing a rigld support for a gun tube will significantly decrease the bending
error.

5. The tube bending error is due almost entirely to tube's angular position. 1lhe
error due to muzzle velocity was insignificant.

6. For some conditions the gun tube hending error can be the most significant error
occuring while firing on the move.
APPENDIX A

Equations of Motion Derivation

] b | £ | T
[T '
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1 of a beam:
B
'! 2 2 2
’ o Edly o w oo (A1)
dx? ax? B ac?
' The slope across on element L is given by:
: dy, (Y, - ¥;)
T B, L
L L

YL is the vertical distance moved for element L. from an arbitrary reference line.

The second derivative or rate of change of slope i¢ the difference between the left
and right faces of the element.

i.e.

2 R .
: Yy Y - Y Ao
/R AX -3
| ax?y L

Where the prime denotes derivative

Then:
2 -
acy Y- 2+ Y et
2 2
de axXy
F The bending moment at each element is given by:
€D, a¥y,
ML= o (A-3)
dXL

Then for EI constant over element L the bending moment of element L is given by:

(EI) (Y q - 2¥p + Yo )
L- XL (A-6)
L

Euler's equation states:

2 2
d°M _ w d7Y
-¥ (A-7)
ax? B at?

To take the derivative of the bending moment EI must be constant over the element.

The rate of change of bending movement over the element is given by:

i S 50 Wl (A-3)
X, aX

The second derivative is then given by:

2 ) )
dMy, Mg - My
7" X (A-9)
dx L
L
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Then:

dz"L_"L-l' M My
—

x (A-10)
dXy AXp
Writing each moment equation
(EI)y 4 ¥y o, - 2Y, . + Y )
W= L-1 L22 L-1  1° (A-11)
X
(EX)y (Y, 4 - 2Y + Y,.4)
L~ el L Y (A-12)
aX
L
(ET) y - 2y + Y ,.)
Mo w1 & 1+l * Ve (A-13)
1+1 sz
L+1

The mass of each element is the mass per unit length times the lengch cf the element.

- (¥ AX -
My (S)L L . (A-14)
Euler's equation is then written as:

aty By (Y, - 24 )

M (A-15)
L2 2
dt 8K, aXp g
C2ED (N - 2 Y )
8X7
L EDp (Y - N4 * Vi)
2
80Xy X4y
Evaluating the end conditions:
There is no bending moment on the and element
—z—dzn‘“d - A (A-16)
daX a¥;
end L
Second from end
Mgy | B My 417
dxz sz
end+1 L
The opposite end
d2Mend - M1 (A-18)
dxcnd Xy,
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ANALYSIS OF THE UNIVERSAL TURRET SUBSYSTEM
(UTS) IN THE AH-18 MODERNIZED COBRA

T. Hutchings
DRDAR-8CS -M
FPCABCWSL

Abstract

This peper describea a dynamnic enalysis of the UTS in the 20mm AH-1S gun
system configursgtion. The reaponse of the turret to step, ramp and ain-
uscidal countrcl ilnputs is predicted from a state space computer model of
the azimuth and elevation servocontrol systems. These cesults are compar-
ed to Bell Helicopter Textrcm (BHT) specifications. Also, the counled
dynamical motions of the UTS and AH-1S airframe during gun fire an
determined for a set of initial pointing positions. 1In this study, the
flexural characteristics of the AH-1S airframe are determined by a ASTRAN
model. Results of this analysis show that the UTS meets all specifications.

Introduction

The snalysis of the UTS was conducted in support of TECOM's Independent
Evaluarion Report (IER) for Development Test Ila of the UTS and critical
isgsues demonstration of the AH-1S Fire Control Subsystem (FCS). Object-
ives of the evaluation, in regard to the UTS, were to assess the technical
performance and functional accuracy of the system and the degree to which
the UTS meets the specifications and operational capabilities.

The UTS was developed as a replacement for the current M28 turret on the
Cobra helicopter, It can accommodate the 20mm M197 gattling gun. Presently,
the AH-1S Modernised Cobra helicopters are being equipped with the 20mm
M197 gun. The AH-15 gun syatem consists or the TOW sight (which is a
stabilized optical sight), & laser rangefinder, & fire control computer,
an air data subsystem, aircraft attitude sensors, a navagation aystem,
the UTS snd weapon. When the prirary gun system is activated the UTS

is slaved to the TOW sight. That is, the position of the azim'th and
elovation gear drives in the UTS, which are measured by two resolvers,
are compared to gyvro signals from the TOW sight. Errors in the relative
angular positions provide the controul input to the independent azimuth
and elevation turret controllers. 1In addition, ballistic lead angles,
determined by the fire control computer, are added to the relative error
cignals between the UTS regolvers and TOW sight gyros. Thus the UTS
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functions as two independent servocontrol syctems {one controlling agimuth motions,
the other controlling slevation motion) based on classical, positional feedback
control. The M197 gattling gun is externally powered and fires at a nominal rate
of 725 shotg per minute (spin).

UTS Model Description

Modeling information for the UTS was provided by General Electric Company, the
primary developer of the turret. The data, vhich is conaidered proprietary in-
formation by General Electric, was provided in the form of a functional block
diagrem of the servocontrol system and a computer program (model UTSIM) that
determiner the dynamics of the contrnl system. A simplified block diagram of
the UTS model 1a shown in Figure 1. Not shown in the diagram are various non-
iinear terms such ar current and voltage saturation levels, deadbands, gear
backlash and couleab friction of the motor and load. The feedback errur signal
after being demodulated, is passed through a band reject or notch filter. This
filter effectively removes signal components at the fundamental mechanical re-
source frequency of about ¢ Hz., which is caused by motor shaft windup. 1In the
model, the noteh fi{lter is represented by a third order system whose frequency
response function is given by:

Hw) = (l-a, wd) +1ia,w
(1-b4w-') + 1w (by - b_‘v‘-) 1)

where a, , a5, by , by, and b, ars constant coefficients. Amplitude and phase
diagrams of H(w) are shown in Figures 2 and 3, respectively. The signal, after
it is amplified, drives an electric motor. A clutch model differentiates between
motor speed and the speed of the drive shaft. It allows for slippage to occur
when a friction limit is exceeded. The motor torque is atepped-up through a
gear transmission to drive the load. Besides the control input, external torques
induced by helicopter platform vibrations and weapon recoil loads influence the
dynamics of the turret.

The complete model is represented by a set of 12 state variable equationa which
are expressible in vector notation by

x(t) =Ax (t) +Bu(t) + Fw (t)
where
(t) is the vector of state variables,
(t) is the vector of control inpucs, {2)
w (t) is the vector of disturbances,
A, B, and F are conatant coefficient matrices
The integration routine used to solve equation (2) is a modified Euhler technique
which inciudes a turnable parameter to compensate for phase lag. This routine runs
quickly and has good phuse characteristics.

€1 In

UTS Responses to Step and Ramp Control Inputs

Performance specifications for the UTS are cited in Reference 1. Figure 4 contains
a list of the specifications considered in this investigation. The first asnalytical
investigation conducted was the response of the UTS to step contrel inputs of
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0.005, 0,01, 0.02, and 0.2 radians. The characteristic response of the turret is
showm in Figure 5 for a command input of 0.01 radians. Basically the turret responds
in a manner similar to that of an underdamped second crder mechancial system. The
flattening of the overshoot portion of the response curve results from Coulomb
frictions in the motor and load. After 0.5 seconds the reaponse settles to within
about 0.3 sdlliradiane of the command input value., Residual error in the system

is caused by & gear deadband and by amplifier voltage deadbanda. Table I contains
summary information for the step response case. Overshoots ranged from 23.77%

to 50.4% in azimuth and from 31.5% to 44.8% in elevation. Steady state track errors
were all well below the accuracy specification of 3.0 mrad; however, the resulcs
presented do not include resolver error, which ias estimated to be about 1.0 mrad.
Other performance data preaented in Table I are the gettling time and the maximum
slew rate. Settling time is defined as the time it takes for the error signal to
settle within 2.0 mrad of the command input. Peak slew rates of 71.3 deg/sec

and 91.0 deg/sec were achieved in elevation and asimuth, respectively. These

values exceed the degired peak slew rates listed in the specsfication sheet.

A typical response to & range control input is shown in Figure 6 for a 50 deg/sec
rate input. The reaponse curve is for the agimuth controller. It shows the
characteristic initial log, folicwed by an overshoot and settling period. A
sumary of results for rsmp inputs is shown in Table I1 for slew command rates

of 5, 50, 60, 70 and 85 degrees per second. On the basis of model simulations,
the specification on minimum slew acceleration of '20 deg/sec 1s easily satisfled;
furthermore, the steady state error for a 5 deg/sec slew is well below the specifi-
cation bound of 2 mrad. 1In regard to slew rate, the model simulations show that
the desired 60 deg/sec elevation rate is achieved in abont 0.69 sec. In azimuth
a steady state slew rate of 70 deg/sec 1as arrived at in about 0.41 seconds. Peak
slow rates of 72.8 deg/sec in elevation and 94.3 deg/sec i azimith were obtained
in the gilmulation.

UTS Response to Weapor Recoll Forces

The procedure used to analyze the effects of wespon recoil forces on dynamic gun-
pointing accuracy is illustrated in Figure 7. In the model simulations constant
reference angles are spacified for the control input. Initially, the turret is
assummed to be pointing in the proper directioca; however, the turret is subse-
quently disturbed by torques generated by weapon recoil eccentricities and heli-
copter platform vibrations. To determine the dynamics of the turret support
platform a model was developed to solve the forced vibration problem for the
AH-1S helicopter. Dynamical characteristics of the AH-1S5 Cobra structural frame
have been modeled in NASTRAN by Bell Helicopter Textron (BHT). The AH-1S

Nastran Model 15 a modification of the original AH-1G model desciribed {n Reference
2. As the first atep in the analysis, the natural frequencies and modeshapes

of the AH-1S Cobra are determined by the NASTRAN Rigid Format 3 analysis and the
mnodel data is saved on an output file. The model is accurate for frequencies up
to about 30 Hz. Table III conteins a liat of the first twelve modeshapes used

in the anslysis.
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Modal dats 1o used by the helicopter vibration model to solve the forced vibration
problem. In the present analysis the forcing functlon ls composad of the generali-
zod vector of transmitted weapon recoil force components. Primary outputs of the
helicopter vibration mode! are the platform rotation and accelerations. Platform
accelerations induce torque diaturbances that affect the dynamica of the UTS. The
torquea depend on the fnftial pointing direction (See Figure 8) and on various
turret parsmeters (illustrated in Figure 9). In Figure B angles .,/ and Z locate
the gun line orientation in the helicopter =oordinate frame. An expreasion for the
recoll torque disturbance in azimuth is given by

|
Te = Fg dgm s la Oy
+mma o LY vn ® + v O LQ)

and in elevation the torque diaturbance is

—T-O.‘:F\&&-I., kQ,t\uQ"‘e J'n@)

“ '“f; Cle, ¥ o, ces #—)
Con & - T b} L— \2 v oa, \\h)\)\]

wherz Fa = recoil force,

d 2 .dy = recoil eccentricities,

e W " masscs of turret components (azimuth and elevation)

‘oo = inertias of turret components (azimuth and elevation)

Y = platform linear accelergtion comporents
platform angular acceleration components
In the mé?etl. aimulation disturbance torques were generated for several different
initial turret orientations and for two sets of recoll data corresponding to the
20om M197 and 30mn $M230 guns. At each initial orientation the platform accelera-
tion data generated by the helicopter vibratinns model i{s stored on a permanent
file, which is later usged by the UTS model to calculate torque disturbances.

Weapon recoil data for the 20mm M197 and 30w XM230 guns were provided in Reference 3.
These duta represent the steady state respil force measured from burst . firings.

To simulgie burst firings the single shot recoil data was repeated as showm in

Figure 10 for the 20tsn weapon. Elevation torque disturbance for the case of 25
degrees depression angle and 90 degrees aximuth is shown in Pigure 11, and the
corresponding turret position a2rror is shown in Figure 12. In this caae the

maxioum error in the turret feedback angle is about 1.2 mrad.

Simulation results for the 20mm recoil snalysia are summariszed in Table IV. The
table lists the initial turret angles and statistical means and standard devia-
tions of the elevational vibration responses. No significant errors were obtained
in the azimuth sngle. Table IV lists the total gun pointing error e&s well as the
separate contributions from helicopter platform rotation and UTS servocontrols. 1In
most casea the statistical erroru are less than 1.0 wrad. which is smaller than
expected. Since the recoil force usad in the simulgtion does not include transients
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actual turret dynamic errors are expesctad to be somewhat larger than the values
obtained {in the simalations.

A aimilar snalysis was conducted for the 30ms Hughes Chain gun. The gun recoil force,
again obtained from Raference 3, 1s 1llustrated in Figure 13. Simulation results

for the elevation motiorgare presented in Figures 14 snd 15 for the case of forward
firing with a depression angle of 5 degress. The torque disturbance (showm in

Figure 14) has a poak valus less than 100 ft-1lb and the turret position error

(shown in Figure 15) has a peak value of 1.43 mrad. A complete set of results

for the 30mm gun are presented iu Table V. In all cases simulated, the elevation
sngle errorywere below 3.0 mrad. and the ssimuth angle error were about 0.25 mrad.

Coneclusions

An analysis of the UTS was conducted to support TECOM's Independent Evaluation
Report (IER) of the AH-15 Modernized Cobra. The main purpose of the analysis was
to determine whether performance specifications were met and to estimate dynamic
accurscy levels for %20mm and 30mm weapons. Model simulations for step and ramp
control inputs rssulted in good performance predictions that exceeded desired
specification ‘requirements on slew acceleration, slew rate, and posirzional accuracy.

To assess the dynamic performance of the UTS from weapon recoil loads;a model was
developed tc analyse the coupled Iinteraction of the UTS with the AH-1S structural
airframe. Disturbance-torques applied to the UTS from recoil induced platform
dynamics were determined from tranemittad recoil forces for both the 20uwm M197

and 30mm XM230 guns. Statistical representions of the gun pointing errors obtained
from the mathematical simulations were on the order of 1.0 mrad for the 20mm weapon
and 2.0 mrad for the 30mm wespon. On the basis of mathematical simulations the
accuracy'\of either the 20m: or 30w guns ia expected to meet ox exceed specifications.
of the UTS during firings
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UTS SPECIFICATION SHEET
rrcums 4: (FROM BHT SPEC NO 209-947-281)

1) Peax RecolLl: 2100 18§ - - 20mMmM
2700 Lgs -~ 30mmM |
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3) Sraric PosiTion Accuracy £ 3 HRAD.

P

| §) Siew AcceLeraTion: 120 Dec/Sec 2 Minimum
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5) PosiTion ERROR For 5 DeG/Sec SLEw = 2 MRAD
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FIGRRE 7:  HELICOPTER-TURRET DYNAMIC ANALYSIS
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TABLE 1
i
UNIVERSAL TURRET ANALYSIS
g RESPONSE TO A STEP COMMAND
; STEP 4 STEADY TIME TO MAX .
COMMAND OVERSHOOT STATE ‘ERRKZ MR SLEW
! . RROR ATE
(RAD) MRAD) (sec) ?nee/sec)
0,005 32.2 0.40 0.10 3.4
5 | 0.00 414,85 0.26 0,39 5,82
t—
Z oo | 35 | oiw | 0w | 13.05
(S8
0,200 3,49 | -0.23 0.52 | 71.33
0005 23.72 0.35 0.10 .44
| = | 0.00 50,36 0.28 0.39 7.77
; 2| 000 | 4579 0.3 0.39 | 15.20
|
0.200 48,57 0.05 0.72 | 90.97
%'
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TABLE II

UNIVERSAL TURRET ANALVSIS
RESPONSE TO A SLEW COMMAND

PEAK SLEW

w Anonznma 1= mo»wmm _mmm__ﬁm 2'MR | CSTATE | | RATE PEAK RATE | | ERROR
g |(pE6 mmnv Smm\mmn mmnv , _ mmmmv ,Am,m_.m\mmnv (sec) {DEG)
5 5.00 0.29 0,12 7.09 0.17 0.4l
= 50 5G, 00 0.43 0.18 5.4l 0.21 3,29
m 60 | 60.15 0.69 0.47 | 7275 | 0.5 3,96 g
mN /0 72.77 - - 72,77 0.65 5.03
85 72,77 - - 72.77 0.64 17.39
5 5.00 0.28 0.16 7.45 0.14 0.49
50 49.96 0,60 0.22 66.90 0.20 3.40
mm 60 59,95 0.59 0.26 80.16 0.20 4,06
mm 70 69.96 0.41 0.33 93,18 0.34 4,87
85 92,99 - - 94,34 0.82 b.64

[T §




TAMLE IIT: AH-18 KASTRAN MODE ‘?
SHAPE DATA
E No. Frequency (Hx Mode
1 1 2.986 Main Rotor Pylon Pitch
. 2 3.613 Main Rotor Pylon Roll
e 3 6. 546 First Fuselage Lateral Bending
_ ’ 4 7.588 First Fuselage Vertical Bending
% 5 13.69 Second Fuselage Lateral Bending
i 6 14.68 3kid Gear
, é 7 14.98 Second Fuselage Vertical Bending
E; g 8 15.95 Fugelage Torsion/Engine Roll
E 9 18.7 Skid Gear
[ 10 19. 69 Third Fuselage Lateral Bending/Torsi
11 15.34 Skid Gear
12 20.57 Third Fuselage Vertical Bending
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TABLE 1V

GE UNIVERSAL TURRET ANALYSIS
l DYNAMIC RESPONSE TO THE 20mm YM197
WEAPON -- STATISTICAL ERRORS

ELEVATION MOTICN

ST BRI s orTeRRRmE o

ELEV | azmM Yo %Yo "By Ses S o+ | prax Yol
_ "{DEG)] (DEG) (MRAD) (MRAD) (MRAD) (MRAD) (MRAD) (MRAD) i
; (MRAD) ;
? 0 0. 20 0.23 -0.06 | 0.12 0.17 0.29 0.52 i
E 5 45 0.20 0.30 -0.30 | o0.38 | -0.32 0.35 0.85 :
E 90 0.08 0.29 -1.07 0.69 -0.99 0.73 ! 0.95
1 0 0 0 0.07 | 0.08 0.07 0.08 0
‘ -25 45 0.20 0.26 -0.38 | 0.31 | -0.18 0.29 0.82
90 0.21 0.47 0.8 | o0.62 | -0.63 0.79 1.20
' i
1 0 0 0 - 0.17 | n.10 0.17 0.10 0
45 | 45 0.21 0.21 0.20 | 0.22 | o.01 0.24 0.66
90 0.21 0.42 -0.61 | 0.46 | -0.39 0.66 1.16
| 0 0 0.20 0.21 -0.07 | 0.13 0.13 0.27 0.57

Yio = TURRET POSITION
©} = HELICOPTER-TURRET PLATFORM P 1ON
©, = GUN LINE POSITION

NO SIGNIFICANT ERROR IN AZIMUTH MOTION

F ] i
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DYRAMIC RESPON.E TO THE 30ma ADEN/DEXA

TABLE V

GE UNIVERSAL TURRET AMALYSIS

WEAPON -~ STATISTICAL ERRORS

ELEVATION MOTION

ELEV | AzIM Yo Yo -]} Cop e Cor | rpeax | Vil
(DEG) | (DEG) | (MRAD) | (MRAD) | (MRAD) | (MRAD) | (MRAD) (MRAD)
(MRAD)
o 0.05 0.72 -0.07 0.27 -0.02 0.77 1.43
-5 30 0 0.95 -0.58 0.45 -0.58 1.06 1.83
60 0.01 1.03 -1.50 0.85 -1.50 1.33 1.78
90 o 1.16 -1.9 1.06 -1.94 1.60 1.89
0 0.23 0.22 0.13 0.15 0.35 0.32 0.74
30 0.18 .0.38 -0.34 0.29 -0.16 0.50 0.86
~25 | 60 -0.07 0.82 -1.20 0.69 -1.28 1.05 1.50
90 o 1.26 -1.67 0.92 -1.67 1.61 2.26
o 0.22 0.23 0.31 0.15 0.53 0.29 0.46
30 0.17 0.16 -0.06 0.15 0.11 0.27 0.70
-45 | 60 -0.06 0.74 -0.76 0.47 -0.82 0.89 1.42
90 -0.02 1.25 -1.20 0.68 -1.22 1.42 2.30
Yio = TURRET POSITION
95 = HELICOPTFR-TURRET PLATFORM POSITION

= GUN LINE POSITION

STATISTICAL ERRORS FOR THE AZIMUTH MOTION ARE

LESS THAN 0.25 MRAD () o~)
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