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FOREWORD

The Applied Physics Laboratory (APL), a division of The Johns
Hopkins University, is located in Howard County, Maryland, midway be-
tween Baltimore and Washington. Its work is carried out under contractuai
agreements between the University and the federal, state, and local govern-
ments. About 95 percent of its effort is covered by a contract with the
Department of the Navy. APL employs a staff of more than 2500 including
1300 professional scientists and engineers, of whom more than half have ad-
vanced degrees. Their ideas are impiemented and extended through several
field activities and a network of associate contractors ard collaborators from
coast to coast.

The primary mission of APL is to enhauce national security and
welfare by applying advanced science and technology to the solution of prob-
lems important to national objectives. The Laboratory conducts programs in
fundamental and applied research, exploratory and advanced development,
component engineering, systems engineering and integration, and test and
evaluation of operational systems. It has increased its efforts in nondefense
areas, including space research, to over )35 percent, with the concurrence of
the Department of Defense.

APL was established in 1942 at the urgent request of the Office of
Scientific Research and Development to demonstrate that science and
technclogy could advance national security more effectively through an active
partnership of mititary and civilian technologists than through the traditional
buyer-suppu, olotionship. 1he concept was validated in less than a year
when APL deveineed the first practical variable time (VT) fuze. This initial
product proved to be a major contributor 10 the air defense of the Fleet and
to Allied victories in the air war over Britain and the Bautle of the Bulge.

After ihe war, at the request of the Secretary of the Navy, the Univer-
sity agreed to continue the Laboratory as an important national resource.
APL quickly became a leader iu guided missile technology and, with its
associate contractors, produced missiles for the Fleet. 1t then became
necessary to integrate those missiles with launchers, computers, radars,
displays, and other elements of a ship. This activity continues as new weapons
and new ships come into being and as old ships are modernized. APL is now
involved in developing the methods to integrate, communicate, and operate a
Battle Group consisting of several ships.

In addition to the Laboraiory’s varied sysiems activities on behalf of
the surface fleet, it continues to provide technical evaluation of the opera-
tional Fleet Ballistic Missile System. Quantitative test and evaluation pro-
cedures are applied to every newly commissioned ballistic missile submarine
— Polaris, Poseidon, and Trident — when it joins the Fleet. Similarly, APL
currently provides precise evaluation of the Army’s Pershing missile pro
grams. Significant programs are also under way for Naval strategic com-
munications and tactical targeting.
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FOREWORD

The Applied Physics Laboratory (APL), a division of The Johns
Hopkins University, is located in Howard County, Maryland, midway be-
tween Baltimore and Washington, Its work is carried out under contractuai
agreements between the University and the federal, state, and local govern-
ments. About 95 percent of its effort is covered by a contract with the
Department of the Navy. APL employs a staff of more than 2500 including
1300 professional scientists and engineers, of whom more than half have ad-
vanced degrees. Their 1deas are impieiented and extended through several
field activities and a network of associate contractors ard collaborators from
coast to coast,

The primary mission of APL is to enhauce national security and
welfare by applying advanced science and technology to the solution of prob-
lems important 10 national objectives. The Laboratory conducts programs in
fundamental and applied research, exploratory and advanced development,
component engineering, systems engineering and integration, and test and
evaluation of operational systems. it has increased its efforts in nondefense
areas, including space research, to over J3 percent, with the concurrence of
the Department of Defense.

APL was established in 1942 at the urgent request of the Office of
Scientific Research and Development (0 demonstrate that science and
technclogy could advance na::onal security more effectively through an active
partnershi of military and civilian technologists than through the traditional
buyer-supptie. *sl~tionship. 1he concept was validated in less than a year
when APL deveineed the first practical variable time (VT) fuze. This initial
product proved to be a major contributor to the air defense of the Fleet and
10 Allied victories in the air war over Britain and the Baule of the Bulge.

After the war, at the request of the Secretary of the Navy, the Univer-
sity agreed to continue the Laboratory as an important national resource,
APL quickly became a leader in guided missile technology and, with its
associate contractors, produced missiles for the Fleet. 1t then became
necessary {o integrate those missiles with launchers, computers, radars,
displays, and other elements of a ship. This activity continues as new weapons
and new ships come into being and as old ships are modernized. APL is now
involved in developing the methods to integrate, communicate, and operaie a
Battle Group consisting of several ships.

In addition to the Laboratory’s varied sysiems activities on behalf of
the surface fleet, it continues to provide technical evaluation of the opera-
tional Fleet Ballistic Missile System. Quantitative test and evaluation pro-
cedures are applied to every newly commissioned ballistic missile submarine
— Polaris, Poseidon, and Trident — when it joins the Fleet. Similarly, APL
currently provides precise evaluation of the Army’s Pershing missile pro
grams. Significant programs are also under way for Naval strategic com-
munications and tactical targeting.
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APL has contributed to fundamental knowledge in such areas as high-
altitude physics, spectroscopy, flame propagation, the origin and evolution of
the universe, supersonic combustion, supersonic and !iypersonic
aerodynamics, chemical kinetics, and magnetic resonance. A major contribu-
tion to national security and space technology was made when APL con.
ceived, demonstrated, and reduced to practice new principles of navigation
through the Transit Navigation Satcllite System. The system currently pro-
vides the Navy and commercial vessels with worldwide positioning informa-
tion that is far more accurate than was previous!y possible.

APL is a substantial contributor to national objectives other than
defense. Biomedical research and engineering; transportation; fire research;
reduction of pollution of the biosphere; ocean thermal, geothermal, and
flywheel energy systems; air traffic control; leak detection in natural-gas
distribution lines; and advanced education are some examples of the areas o
which attention has been devoted in recent years. The Laboratory has also
become a leader in developing sciemific satellites and exploring physical
phenomena in solar planetary and interstellar space, as well as in applying
satellite sensors to the precise measurement of terrestrial characteristics.

The role of compuier applicaticas within APL has become so inter-
woven in ali of the Laboratory’s technical, systems, and administrative func-
tions that progress in this area is difficult (o report as separate ac-
complishments. However, by extensive and intensive use of integrated circuits
and microprocessor logic in satellites, in radar and other naval systems, and
in biomedical engineering and other civil areas, APL has become a recognized
leader in this area of computer technology. Furthermore, it continues to
pioneer in innovative applications of computers of all sizes to problems of na-
tional importance. This irend is underscored throughout the docuinent by the
frequent references to computing as an integral part of most of the ac-
complishments reported herein.

To support its R&D activities through knowledge and experience in ad-
vanced research, the Laboratory performs basic research in biological,
chemical, mathematical, and physical sciences related to its various missions,
Through unique applications of system engineering, science, and technology
to the needs of society, APL has enhanced the University’s tradition of ex-
cellence while gaining worldwide recognition of its own.

This report contains only selected samples of APL technical accom-
plishments in Fiscal Year 1979 (1 October 1978 through 30 September 1979).
Some major programs were excluded because they are still in process. Others
were omitted in order to keep the report unclassified. Still other projects are
so broad in scope as 1o be unsuitable for concise reporting at this time. Thus,
the accomplishments reported herein are not an exhaustive presentation of
APL activities. However, they eacompas, many of the types of technical ef-
fort carried on during the reporting period.
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INTRODUCTION

Many changes in Navy missiles have occurred since APL pioneered in the
1950’s in designing the first missiles to be deployed in defense of the Fleet.
However, many major characteristics of the early designs have been retained.
The new Standard Missile-2 (SM-2) has far greater capability than its
predecessors, the beam-riding Terrier and the basic Tartar. On the other hand,
SM-2 operates within the same RF band, uses similar guidance laws, and has the
same airframe diameter. The retention of these and other basic characteristics
has greatiy facilitated improving and upgrading the Terrier/Tartar/Standard
Missile family while maintaining Fleet readiness. Rather than being constraints,
early engineering decisions have proven in many cases to be the key to sub-
sequent developments.

The Laboratory has been a world leader in developing airbreathing
missiles for Naval forces beginning in 1945 with the Cobra, the first accelerating
supersonic ramjet. The Talos ramjet missite, developed in the 1950's, became
operational in 1958 and was retired from active service in December 1979 after
providing long-range air defense to the Fleet for more than two decades.

Over the years, APL’s role has changed from design agent to technical
support advisor to the Navy. The Laboratory has continued its active par-
ticipation in many ongoing missile programs by working closely with the
Depariment of Defense and numerous prime contractors for missile systems.
The SM-2 program is an example of APL’s involvement in virtually all phases of
a missile development program that has successfully progressed from concept
formulation through design engineering to at-sea testing. Other programs to
which the Laborataory is making major contributions include Harpoon and
Tomahawh at:l the self-defense RAM Missile System. Investigations are being
carried out in connection with the exploration of wide area guidance concepts
and advanced worl. on new propulsion systems, with emphasis on the integral
rocket-ramjet.

Two avicles in this section are represemtative of tasks pursued at APL in
1979 in suppor. of missile programs. APL has provided substantial technical
support to NAVSIEA as the RAM Missile System has progressed through concept
validation flight tests and advanced development, finally entering full-scale
engineering development in 1979. One article addresses all aspecis of this
continuing support. It describes unique wind-tunnel measurements for
predicting the aerodynamic forces and moments of the RAM missile. The tests
represent the first known attempt to measure in a wind tunnel a spinning body-
canard-tail configuration that exercises canard steering in phase with body roll
position.

Cruise missile system development is considered in the next article, It
provides an overview of recent advances in the areas of aerodynamics,
propulsion, and structures/materials related to cruise missiles and recommends
research that will lead to an integrated approach to overall performance im-
provement.

Since the inception of the Polaris missile development program, APL has
providad technical evaluation of the operational Fleet Ballistic Missile System.
Quantitative test and evaluation procedures have been developed and applied to

T o8 ey =



every newly commissionea ballistic missile submarine and associated weapon
system — Polaris, Poseidon, and Trident, (Similar evaluations are performed
for the Army’s Pershing Missile System and for the Naval Srategic Com-
munications Systems.) The continuing development of strategic weapon systems
results in a demand for more advanced evaluation techniques and capabilities.
One benefit ofien realized from an improved evaluation capability is an im-
proved operational capability.

The Loran Navigation Receiving System, described in this section, is the
most accurate Loran-C positioning system developed to date. 1t can track eight
Loran-C signals simultancously. As weapon system evaluation and
oceanogsaphic research become more sophisticated, greater accuracy — such as
this system can provide — is required 1o determine a ship's position. The system
was developed for the Navy’s Nuclear-Powered Fleet Ballistic Missile Submarine
(SSBN) tests, but benefits for other Navy and commercial programs may
eventually be realized.

During the development of a new fleet ballistic missile or submarine,
underwater launches establish the in-tube and underwater portions of missile
flight. The introduction of the new Trident weapon system has resulted in the
design of the weapon system test support facility described in the next article.
The study demonstrated the feasibility of a towed submersible platform 10
support an underwater launch test program. This concept can provide enhanced
capability 10 evaluate systems, with greater tlexibility than full-scale system 1ests
at significant cost savings.

During the design and development of U.S. Navy missiles, radars, and
commuanications systems, carefui consideration must be given to the en-
vironment in which they are expectcd 10 op-rate. In any modern conflict, this
environment would include hostile enemy electronic countermeasiires (ECM) that
are intended 10 degrade or defeat U.S. system capabilities. Large-scale use of
LM was seen during the Southeast Asia conflict and the Y473 war in the Middle
East. Thus, an M environment should be considered the normal operating
environment for modern electronic military systems, APL’s work with missile,
radar, and communications systems has led to the evalvation of hostile LCM
capabilities and electronic counter-countermeasures (ECCM) requirements for
Navy systems.

The last article deals with a model developed to analyze sysiem
requirements of Navy communications sysiems in an ECM environment. [t
describes a mathematical model developed 1o evaluate the requirement for
antijam ultrahigh frequency (UHF) communications within & Navy battle group.
The model presents a statistical approach to UHF propagation that gives a closer
approximation of actual communications performance.

During the last decade, both United States and foreign naval combat
forces and weapons systems have become increasingly complex while the
potential pace of battles between such forces has accelerated. This trend, which
is eapected to continue in the decade ahead, has required the development of
improved systems and techniques to coordinate and control the complex forces.
APL is playing an expanding role in the technical evoluton of the systems, from
concept 1o Fleet deployment.

13
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AERODYNAMICS OF THE ROLLING AIRFRAME MISSILE

A unique investigation into the aerodynamics
of the Block 1 Rolling Airframe Missile (KAM) has
been carried out. It was the first known attempt to
measure in a wind tunnel the aerodynamic forces and
momenis that act on a spinning body-canard-tail con-
Jiguration that exercises canard steering in phase with
body roll position. The brief exploratory test has
demonstrated that a better understanding and a more
complete definition of the aerodynamics of rolling,
steering vehicles can be developed by way of simula-
tive wind-tunnel testing.

BACKGROUND

For guidance-related reasons, there is con-
siderable interest in rolbig airframes having single-
plane steering capability. Prior to this effort, aerody
namic characteristics used in designing and evaluating
rolling, steering mirsiles have been derived from
wind-tunnel data vollected on nonspinning models
and from the cumulative experience gained from anal-
yses of flight-test data. Those aerodynamic descrip-
tions of rolling airframes emphasize their longitudinal
stability and control characteristics but ignore the
possibility of induced side forces and yawing
moments,

A short exploratory test was planned (Ref. 1)
and carried out using the newly fabricated free-to-
spin model (Fig. 1) of the RAM configuration (a) to
check oat the model, the test procedures, and daia ac-
quisition and (b) 1o probe its aerodynamics under
dynamic-flight conditions at representative transonic
and supersonic speeds. bt was recognized that follow-
on testing would be required to define the aerody-
namics of the configuration throughout its perfor-
mauce envelope, and also to conduc: the configura-
tiotial breakdown investigations app:opriate 10 identi-
fying and sizing relevant aerodynamic causes and
effects.

DISCUSSION

The model body is 42.41 in. long and its outer
diameter is 1.925 in. A special sting support was
designed and fabricated to be compatible with this
very large length-to-diameter ratio. Packaged inside
the model are (a) a five-component strain-gauge bal-
ance to measure the crthogonal components of the
total aerodynamic forces (less drag) and momeats
that act on the model, (b) a b¢ motor to provide roll
torque supplemental 10 aerodynamic rolling-driving
moment, and (¢) an interchangeable steering cam to
produce mechanically sinusoidal deflection of the
steering surfaces in phase with body roll position. The

Body st. .ion
(diameters)

[ o T —

Wings and tail
orientation

1.05

19.45——

0.629
0.94 |
1.20

22.03

Note: Dimensions normalized with body
diameter {1.92 in.}

Fig. 1 Exiernal geometey of model.

sting support, balance, motor, and cam are locked to-
gether as one unit that does not spin; the model is
slip-fitled over, and fastened 10, a spin-bearing case
that is free to rotate. The roll rate of the model can
be controlled remotely by regulating the power supply
to the torque motor.

Pretests showed that the model’s mass asym-
metry in roll is quite small and that the effects of
motor-generated heat and of magnetic fields on the
performance of the balance are negligible. The reso-
nant frequencies of the cantilevered model-balance-
sting combination are 12, 22, and 24 Hz,

A dynamic variable 10 be duplicated in tunnel
testing is the missile’s spin parameter,od/2V (where d
is the diameter and V the to1al velocity of the vehi-
cle), rather than the missile’s roll rate, o. Hence, to
simulate the flight conditions associated with missile
roll rates of 8 1o 15 Hg, it is necessary for the 0.385-
scale model 1o experience steady-state roll rates of 15
to 30 Hz. Resonant frequencies within the simulative
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range of model roll rates would have been a serious
problem had it not been for the ability to control the
roll rate of the model remotely. Figure 2 shows, for
Mach 1.2 and 2.5, the model roll rates tested and the
equivalent missile roll rates (evaluated at sea level)
determined from the equivalence of the missile’s spin
parameter.

Measurements were obtained over an angle-of-
attack range up to about 16°. The effects of data-
sampling rate, roll rate, Reynolds number, Mach
umber, and steering control (dirccted in and owt of
the angle-of-attack plane} on the configuration's
“rigid-body"’ aerodynamics were examined. The per-
tinent results follow (viewed in an axis system that
pitches with the model but does not spin with it). Ad-
ditional details are given in Ref, 2.

The normal force and pitching moment data
provide smooth definitions of the configuration’s
longitudinal stadility and control characteristics.
These forces and moments are not sensitive to the
tested rell rates or to Reynolds number.

Small side forces and associated yawing
moments, induced out of the plane of maneuver,
show dependence on Mach number, angle of attack,
steering-deflection amplitude (i), and spin parameter.
Figure 3 shows the effects of angle of attack and
steering-deflection amplitude on side force and yaw-
ing moment coefficients at Mach 1.19. In this illustra.
tion, the 20° peak-steering deflection occurs in the
angle-of-attack plane. Before this test, aerodynan.ic
descriptions of rolling, steering airframes omitted
aerodynamics induced in the yaw plane because there
were no experimental data on which to base predic-

(a) Mach 2.51
Model roll rate {Hz, obtained with airflow
velocity = 1900 ft/s
0 -10 -20 -30 -40

’ 'l"a’ ",,’
s . .’
II /, ‘ "’
/ L "/
0 -10 -20 -30 -40

Missite roll rate (Hz) evaluated at sea level

{b) Mach 1.19
Mode! roli rate (Hz) obtained with airflow
velocity = 1200 ft/s
0 -10 -20 -30 -40
——loe—tfo—d—

3

f |
0 -10 -20 -30 -40
Missile roll rate (Hz) evaluated at sea level

Fig. 2 Model roll rates tested and equivalent missile role

rates.

tions. The importance of the induced side forces and
yawing moments to the airframe’'s dynamic-flight
behavior can be evaluated in future investigations.

Aerodynamic  contributors to  rolling
characteristics were investigated. During the dala-
taking periods, the model’s roll rate was mamntained
accurately at a constant value by the remote roll-rate
controller witn its roll-rate feedback loop engaged.
Using the tachometer output, the balance roll-gauge
output, and acrodynamic roll-driving moments (evalu-
ated from nonspin test runs), the airframe’s roll-
damping characteristics were calculated by solving the
equation of motion in roll under sieady-state condi-
i'ons, Figure 4 shows the effects of angle of attack
and roll rate on calculated roll-clamping ccefficients
at Mach 2.51. Damping characteristics previously
were taken to be linearly dependent on roil rate.
Other results show that steering control directed in or
out of the angle-of-attack plane can affect substan.
tially the aerodynamic contributors 1o rolling
characteristics,

Test conditions:
Mach 1.19
Roll rate -30 F.»
Reynolds nuinber 7 x 106
Moment reference station at 32% of body length

So —
" 0. v
8¢ " [ipeak =0 '
3 0
§& ipoak = +20°
3%‘ .01 l\"/lﬁ\l Pk 1
14 | 1T 1 T 1T T 11
1.2~ +6 + ipea-l?
1.0}~ 1{ >0y g
+Cpy % N &
& 08| Velocity ™1
£ o8- -
8
3 0.4 : = ° -
§ ipeak = +20
® 0.2~ /§
£
g 0
g -0.21- -
H
{9
> 04 . -
ipeak = 0
-0.6 -1
-081- -
q.o0l—t [T OO e N N

-4 22 0 2 4 6 8 10 12 1416
Angle of attack, o (deg)

Fig. 3 Variation in induced side force and yawing moment
coefficients with angle of attach and steering-deflection am-
plitude,
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Test conditions:
Macn 2,51
Reynolds namber 8.5 x 108

Roll damping coefticient,
9Cg/3(3d/2V) per rad
H
=
I
]
F-3
=]
T
~
]

+6 |
"®

+CQ/

Looking upstream

Steering deflecticn O

0 | | | | | | I L
-4 -2 0 2 4 6 8 10 12 14 16
Angle of attack, a (deg)

Fig. 4 Voeintion in roll damping coetficlent with ungle of attack and roll rate,
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REVIEW OF TECHNOLOGY IMPROVEMENT AREAS FOR CRUISE MISSILES

Research advances in  the 1echnologies of
aerodynanucs, propulsion, and structures/materials
are reluted i this review to performance umprove-
ments in cruise nussile systems for subsonic to hyper-
sonic speeds. The broud definition of criuse missile is
used, i.e., a missile that operates for most of its flight
tme at nearly constant altuude and speed. Recom-
mendations are made for research m several specific
areas of those technologies and m a related urea —
suppression of the sensor signature — so that such
research will lead 10 sigmficant improvement n
overall performance.

BACKGROUND

The NASA Langley Research Center 15 assess-
g the significance of advanced aerodynanue, propul-

ston, and structural technology for cruise missile sys-
tems to provide a raticnale for planning a research
program n those areas and the outliie of a plan for
such a program. APL was ashed 10 contribute to the
assesstnent by applying its experience in missile re-
search and development to the spec:fic question of
improving cruise missile performance through ad-
vanced technologies and their interactions (Ref. 1).

DISCUSSION

Areas for potential improvement i cruise
missile performance (penetrativity, range, time (o
target, terminal accuracy, and prelaunch survivability)
and for economic improvement (cost reduction, sim-
phicity, and logistics) have been related to physical
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and design facio s such as observables, speed, maneu-
verability, producibility, end operability, each of
which involves one or more of the technologies under
consideration. Since improvements in range and time
1o target nvolve essentially the same technologies,
these (wo parameters can be reduced to one, range.
The same is true for improvements in terminal ac-
curacy and in prelaunch survivability, both of which
imply greater maneuverability. Hence, the five arcas
can be reduced 10 three: penetrativity, range, and
maneuserabifity.

The status o current cruaise missiles and of

research related thereto was reviewed  briefly, and
specific topics of researddy and  development  that

might contribute to performance improvements were
listed. Figure 1 illustrates this process for one perfor-
mance parameter, penetrativity. In this example, ten
research topics that would improve penetrativity are
identified. Sinular charts were prepared for range and
mancuverability.

Twenty-five specific topics of research were
identitied in this manner, a number much too large
for practical planning with available resources. By
considering which topics would be the greatest help to
system analysts and designers in their (rade-off
studies for advanced missile concepts, the number
was reduced 1o sixteen. Table 1 shows how six recom-
mended research topics to improve penctrativity can

Five research topis Two research topics Three research topics in
in aerodynamics in propulsion structures/materials
Fig. 1 Technology improvement areas related to penetrativity,
PENETRATIVITY IMPROVEMENT AND TECHNOLOGY AREAS
Technologies Aerudynamics Propulsion Structures/Materials Signature
Measures of mernt Acrodynamie torees Inlet drag, pressure Weght Radar, IR, optical as

and moments
Stability margins
Control etfectiveness

reCoNVery, air capture
Exit nozzle net thrust

function of aspect
angle, wavelength,
polanzanon, ete.

Yolume
Ease of manufacture

Conventional struc-

Missile components

Recommended
research topics

Body
Surtaces
Full conhigurations

Acrodynannes-
signature trade-oft

Arrtrame-engine in-
tegration

Inlet(s)
Exit nozsle(s)
Full configurations

Inlet-signature trade-ot!
Nozzle-signature trade-
otf

wural elements and
radar absorbing
matertal (RAM)
Radar absorbing
prumary structural
clements (RAPS)
Fully assembled con-
figurations

Analysis methods for
structural rade-offs
RAM-coated structure

versus RAPS
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be selected from among ten (Fig. 1) because they
relate specifically 1o measures of merit and missile
components involved in the iterative design trade-off
cycle. Similar charts were made for the other areas.

RECOMMENDATION

Since the sixteen priority research topics may
be more than a realistic research budgel can support,
the final recommendation was reduced 10 six, two in
cach of the three technology areas, as listed below,

Aerodynamics

1. Aecrodynamics-Signature  Trade-Off —
measurements of the radar cross section
(RCS) and relevant acrodynamic charae-
teristics of configurations and their com-
ponents (bodies, fixed and movable sur-
faces, protuberances, depressions, gaps,
fillets, and radii of leading and trailing
edges), and trade-off studies between
RCS and acrodynamic cffectiveness for
modifications in the geometry or location
of those components.

2. High-Angle-of-Attack Aerodynamics —
continued research in acrodynamics at
high angle of auack and in methods to
reduce or control resultant  dynamic
coupling.

Propulsion
1. Inlet-Signature Trade-Off — measure-

ments of RCS and propulsion parameters
(mass capture, pressure recovery, cowl
drag, and uniformity of flow ino engine)
of inlets of various shapes and body lo-

cations, and trade-off studies beiween
RCS and inlet performance.

2. Fuel Development — further develop-
ment of fuels (liquid, liquid plus addi-
tives, and solid) Lo improve energy per
unit volume or weight, to increase densi-
ty, and to improve physical characieris-
tics (strength, safety, and combustion ef-
ficiency).

Structure/Materials

1.  RAM-Coated Structure versus RAPS —
development of RAPS, and comparison
with non-radar-attenuating primary strue-
ture that is coated with RAM 1o reduce
RCS.

2. Development and Apphcation of Com-
posites — development of low-cost fabri-
cation methods, process  technology,
methods of auachment, methods of
stress analysis, and criteria for instability
and buckling of advanced composite ma-
terials applied to missiles,

REFERENCE
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DEVELOPMENT PROGRAM FOR LORAN NAVIGATION RECEIVING SYSTEM

The objective of the Loran Navigation Receiv-
ing System (LONARS) Frogram was to develop an
accurate Loran-C navigation system (200 ft radial
(rss) real time and 50 ft radial (rss) post mission)
(rss is the root sum square of the uncertainty in the
mean and the standard deviation for each axis). I
was to pe used by the U.S. Navy during SSBN
Demonstration and Shakedown Operations (DASO)
to evaluate initial-condition launch errors of the
Polaris/ Poseidon/ Trident weapon systems, to evalu-
ate the performance of the navigation system, and 1o
provide real-time position for the acquisition of
missiles by the range safety radar during launches.
LONARS became operational in February 1979; it
has demonstrated a real-tuime geodetic accuracy of
better than 80 ft radial (rss) and a post-mission ac-
curacy of 30 fi radial (rss) in areas where the system
was calibrated. LONARS is unique because of its ad-
vanced computerized signal processing technology, its
ability 1o track both the A and the B phase codes
Jrom up to eight Loran-C transmitters, and the
significant improvement in accuracy over other
Loran-C radio navigation systems.

BACKGROUND

Weapon syster ¢valuation and range safety re-
quire a very accurate position reference system for
DASO tests on SSBN's. A survey and comparison of
several commercial radio navigation systems was con-
ducted by APL in 1975 to find a system with suitable
accuracy and capability. 1t had to provide the
necessary accuracy at least out to 60 nmi from shore
and be able to recover from loss of signal at sea. The
study and field test failed to locate a system that
could meet these requirements (Ref. 1).

Experience with Loran-C convinced many peo-
ple that it had the potential to provide positioning
with greater accuracy than usual (Ref. 2). Under a
U.S. Air Force contract, APL had designed a Loran-
C super receiver in 1972 (Ref. 3), but no hardware
was produced. This experience, together with the an-
nounced improvements in Loran-C coverage for the
U.S. coastal confluence zone, prompted APL to p-o-
pose a highly accurate Loran-C system for submarine
testing. The proposed system, LONARS, was ap-
proved by the Navy's Strategic Systems Project Of-
fice, and development was begun in April 1977.

SYSTEM DEVELOPMENT

The first phase of LONARS development was
to assemble a protolype system to demonstrate iiat

the accuracy requirements could be achieved. The 50
ft radial (rss, post mission) goal was met (Ref. 4).
During the next phase, three shipboard sets
(LONARS-.SS) were assembled. The complete
LONARS system was installed and calibrated in the
fall of 1978. Additional calibration exercises were
conducted in February and May 1979 after some in-
itial defects in the complex software were corrected.
LONARS became operational in February 1979, It is
operated by personnel of the Naval Ordnance Test
Unit (NOTU).

DESCRIPTION

The primary functions of LONARS are to pro-
vide accurate real-time ship’s position and an accurate
record of the positions after the ship has returned to
port. To support the post-mission use of the data, a
paitern monitor station (LONARS-PMS) is installed
at a known, fixed location on shore. Position errors
indicated by the PMS are attributed to irregularities
in the Loran-C signals, and the data from the ship-
board LONARS are corrected correspondingly. This
process minimizes the effect of irregularities in the
emission times of the loran signals.

The LONARS-SS and .ONARS-PMS are
depicted in Fig. 1. The commercially available
Hewleu-Packard and Kennedy componenis have been
instailed in special electronics boxes suitable for
transporting and installing temporarily aboard a sub-
marine.

The APL loran sensor comprises a tuned Ri
receiver thar has been modified to permit computer
control of receiver gain, an oscilloscope for display,
an analog-to-digital converier, and a digital inteiface
set for computer communications. The sensor uses a
built-in § MHz crystal oscillator but can accept a
cesium beam standard or other external clock. Four
manually adjustable notch filters are available on the
Austron receiver. Built-in circuitry supplies a variable-
amplitude 100 kHz test signal for calibration and
checkout.

To operate the system, the computer program
is loaded from a tape cartridge in the terminal.
Greenwicl mean time is set, the program is staited,
and search mode comnmences. In the present con-
figuration, LONARS searches for two master sta-
tions: Carolina Beach, N.C. (GRl code 9920) and
Malone, Fla. (GRI code 7980). When the second
master 1s found, the program enters settle/track

19
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Antenna

AN/BRA-14 or ship

CONRAC SNA.9C
remote display

LONARS-SS

Whip
antenna

LONARS-PMS

y:] Cartridge magnetic
i3{ tape recorder

<«+—Data flow/control

Magnetic tape
recorder

Fig. 1 Block diagrams of LONARS:SS and LONARS-PMS,

mode. In this mode, the program adjusts the receiver
gain for each signal, positions each quadrature (zero
crossing) strobe on a positive-going zero crossing, and
locates the standard track point on each pulse. Each
Loran-C station’s A and B phase code group is con-
sidered to be a separate signal and is tracked
separately. A signal pair from a station is regarded as
settled when both signals are adjusted in gain, are
satisfactorily phase locked to the standard track
point, and are giving the same time of arrival. When
both Jupiter signals are settled, a time correction is
computed and applied to synchronize LONARS time
with coordinated universal time (UTC). This step en-
sures that pattern monitor corrections will be syn-
chronized accurately with the data from the set
aboard ship.

When the signals from the four primary sta-
tions are settled, a ‘‘data-good’ indication is pro-
vided in the output status word and on the CRT dis-
play. The display is a representation of the Florida
coastline and operating areas; cross hairs indicate pre-
sent ship’s position. The displayed data give the
measured time differences, UTC, latitude, longitude,
speed north and east, a status word containing coded
program information, and a predicied dead-reckoned
position. The screen is updated with new data about
once per second, and time of arrival data are col-
lected for recording at the same rate.

As the LONARS program continues in settle/
track mode, a background routine called a nuisance
search autempts to locate other loran signals being
received. These signals are placed in track, and data
from the four primary stations are not taken when a
cross-rate confliet occurs. If the nuisance signal is
quite weak, 1 1s dropped from track 1o make way for
stronger signals that could cause more serious cross-
rate interference. LONARS can track up to 16 loran
signals or the A and B phase code pairs of eight sta-
tions,

CALIBRATION

The purpose of the calibration was to deter-
mine empirically the values of the parameters to be
used to transform LONARS measured time dif-
ferences to latitude and longitude. The parameters
were the effective time-difference propagation
velocities, the effective mission delavs, and two coor-
dinate pairs assigned tc be eguivalent, thereby
establishing a direct relationship between the time dif-
ference and latitude/longitude coordinate systems.
Three cahbrations were performed: in November 1978
and in February and May 1979.

During the May 1979 calibration, two
LONARS-SS were installed side by side, connected to
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a common antenna but isolated by very wide band at-
teituators. The position reference for this test was the
three-range DM-43 Autotape System. The LONARS
and Autotape antennas were installed side by side on
the highest mast located amidships on the USNS
Range Sentinel. The LONARS-PMS was run con-
tinuously during the two at-sea calibration days.

The cutrent parameters determined from the
third calibration are presented in Table 1. It was
necessary 10 adjusi the coordinates of the PMS 36 it
north and 38 11 west of the surveyed location in order
to remove 2 siall bias of LONARS at sea,

PERFORMANCE

The measured time differences from the at-sea
data were converted to latitude and longitude using
the ransformation parameters of Table 1 for com
parison with the Awmotape at-sea reference. The pro-
cossed differences were then plotied and analyzed.
Figures 2 and 3 depict the LONARS post-mission er-
ror in latitude and longitude, The track of the survey
ship is plotted in Fig. 4. A statistical summary of the
data in Figs. 2 and 3 is presented in Tabie 2

CONCLUSIONS

The results of the calibration data analysis
show conclusively that LONARS accuracy exceeds the
real-time and post-mission requirements. The sysiem
accuracy is estimated 1o be 80 f1 (rss) real time and 30

TABLE1
LONARS CALIBRATION PARAMETERS
Time Difference A | Time Difference B
Loran GR1 code 9930 7980
Stations Carolina Beach, Malone, Fla.
N.C.
Jupiter, Fla. Jupiter, Fla.
Effective propa- 299.764 299.513
gation speed
(m/pus)
Effective emis- 13 694,144 45199,707
sion delay (ps)
Assigned PMS 28°25'2.76"N 80°36"25.18"W
coordinates
TABLE?2
AT-SEA LONARS CORRECTION STATISTICS®
Latitude Longitude
I fv
Mean -3 |
s 10 13
rss of rms 16

*Hased on 4818 comparisons with Autotape data taken
atsea, 23 May 1979,

ft (rss) post mission in the Cape Canaveral operating
area (Table 3). The uncertainty in the mean shown in
Table 3 reflects an allowance for errors in the survey

60

40

20 Pt

Latitude error {ft)

-60

-80.48 -804 -80.32

-80.24
Longitude

-80.16 -8008 -80.

tig. 2 LONARS post-mission error in latitude.
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60
40
£ 20 b T
a-, .'l. - ~'
Q 0 0 MEESED
© . .
3
.g, .
] -20
’Q
-40
-60
-80.48 -80.4 -80.32 -80.16 -80.08 -80.
Longitude
Fig. 3  LONARS postemission eeeor in longitude,
28.48
o
‘028.44 DI
F]
28.36 L= == il
.-80.48 -80.44 -804 -80.36 -80.32 -80.28 -80.24 -80.2 -80.16 -80.12 -80.08 -80.04 -80,
Longitude
Fig. 3 Trach of USNS Range Sentinel, 23 May 1979,
TABLED REFERENCES
ESTIMATED L ‘NARS ACCURACY VA, ;‘Dlhlw.llk.l O I'.ainluns'.'lc l»\ l‘:h':mn. .:;ul!)\\ lwl;cu-hlu.
PREDEN Test Results . APL ) POR-2040, 17 Dev )
Real Time Post Mission 2 1 b tehlner and T A MiCasyy, “How 1o Hanvest the Hull
Latitude | Longitude | Latitude | Longitude Potential ot L oran-C,”" Jast Sarag 20, 'So 3, Fal 1974, pp 223
23
Mean Error 0 0 0 0 3L b tehlner et al, Swumiary “eport on USAE Super
Uncertainty 50 50 15 15 Revvwwers Navagator Decelopaien, AV JHU TG0, Jun 1973
of mean (f1) 4 1t Boydetal, Loran Navigatcon Recercne System (LONARS)
Phase I Developmens Repors, AP JHU POR-2670, 30 Api 1978
Standard de- 30 30 10 15
viation {{13
rss 80 30
Authors:  W. J. Peters 11, J. E. Boyd, and

of Autotape responder sites, systematic Autotape er-
ror, and (for real time only) allowance for variations

in the Loran-C signals.

L. F. Fehiner

Support:  Sirategic Systems Project Office, SP-205
and SP-25
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CONCEPTUAL STUDY OF

THE TOWED UNDERWATER LAUNCH PLATFORM

The concept of a towed submersible platform
Jor underwater launch tests in support of the develop-
ment of advanced Trident missile and launcher sys-
tems was explored, This concept offers more flexibil-
ity than does a fixed underwater plaiform and may be
more economical,

BACKGROUND

During the development of the Polaris and
Poseidon systems, many underwater launches made
use of an inert test vehicle to investigate the in-tube
and underwater portions of flight. Those full-scale
tests were conducted at the Naval Ocean Systems
Center (NOSC) *“‘pop-up”’ facility, off San Ciemente
Istand, California, using platforms fixed to the ocean
floor. To achieve more flexibility to meet the ex-
panded test requirements for advanced Tridem missile
systems, APL embarked on a fresh approach to
testing.

The general guidelines for testing require (a)
full-scale tests over the range of tactical launch
depihis, (b) a wide range of fore-aft (crossflow) flow
velocities, and (¢) simutation of the flow condition
about the deck and muzzle-haich regions of the Tri-
dent submarine. In addition, it was desirable 10 keep
the test facility costs low since testing was planned for
an 18 month period after which the facility would be
closed.

DISCUSSION

Platform Description

Platforms fixed to the sea bed are inherently
expensive and are difficult 1o adjust over the range of
launch depths. The concept of a submersible platform
evolved to avoid such protlems. Other factors to be
considered were low resistance 1o forward movement
and a high vertical virual mass to moderate platform
recoil in response to the launch impulse. The principal
components of the Towed Underwater Launch Plat-
form (TULP) are shown in Fig. 1. The basic structure
consists of a deck frame formed by an I-beam matrix.
A skewed flange welded to the curved casting on a
Trident 11 mount tube adapts the wbe to the deck
frame. Four free-flooding tubular support struts be-
tween the deck frame and the mount tube provide

lateral and torsional rigidity. Plates secured to the top
of the deck frame on two sides and along the bow aid
in streamlining the flow and entrapping scawater to
moderate the vertical response of the platform: to the
launch impulse, A free-flooding fairwater deck is in-
cluded to approximate the flow firld about the Tri-
dent submarine deck and muzzle haich regions.

The mount tube is housed in a faired structure
to provide a watertight cotapartment for test instru-
mentation and launching equipment, 10 permit access
when on the surface, and to stireamline the flow.

Platform buoyancy is provided by the faired
housing and hard tanks mounted to the frame. One
of the small tanks also provides nitrogen for tube
pressurization. Engineering ¢stimates of the principal

side plot=s "\

Tow bridle

Electrical power/
monitoring umbilical

Free-flooding
fairwater deck

— . Support frame

., J\ -4 Buoyancy pontoons

] i Hovering/deballasting
: system piping

: Free-flooding
vk support strut
AL — Mount tube
Faired mount tube
housing and support

Lead ballast

Fig.1 Side and sectional views of the TULP,
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features and some of the hydrodynamic characteris-
tics of the TULP are shown in Table 1, taken from
Ref. 1.

The concept includes a hovering deballasting
system for platform submersion and recovery and for
depth keeping while it is in tow, The two large inner-
most tanks serve as seawater blow aad flood tanks.
Each innermost tank is divided into two compart-
ments, and the port-forward and the aft-starboard
compartments serve as the blow tank; the other two
serve as the flood tank., This arrangement ensures
that seawater blowing out or flooding in will not
cause the platform to list or pitch. A digital
microprocessor located on the tow ship commands the
flow control valves within the tanks. An analysis of
the requirements and a preliminary design for the
hovering/deballasting system are contained in Ref, 2.

The pitch and roll stability, the expected recoil
to launch impulse, and the post-lawnch motion of the
platform are analyzed in Ref, 1.

A study of the tow cable requirements (Ref, 3)
has shown that a moderate-sized steel or stranded
Kevlar cable could be used. Trail distances of 1000 to
1500 f1 for the required range of forward-way speeds
could be obtained with minor adjustments from neu-
tral buoyancy using the hovering/deballasting sysiem.

Site Selection

There are severai possible sites for operating
the TULP. One is at the Naval Submarine Base,
Bangor, Washington. It has an Explosive Handling
Wharf (EHW), which is designed for loading missiles

into Trident submarines. The EHW bay is enclosed,
will readily hold the TULP, and is deep enough. A
location for actual testing might be the Navy Torpedo
Range in Dabob Bay, a protected, deep-water test
range about 10 miles from the EHW. The range is
heavily instrumented, with a three-dimensional
acoustic tracking station and shore based photo-
optical equipment, Photographic coverage could be
obtained of the ecarly portions of the test vehicle
launch if cameras and lighting were installed on the
deck of the TULP. The range also has several Navy
support craft (YF-451 and YF-520) that would be well
suited to support TULP operations. Figure 2 is an
artist's concept of a crossflow launch of a Trident I}
test vehicle from the TULP.

K R S SRR
PPN s S S SO ) LIS NI St

Fig. 2 Artist’s concept of & crossflow launch of a Trident 11
test vehicle from the TULP,

TABLEL

ESTIMATED PRINCIPAL CHARACTERISTICS
OF TOWED UNDERWATER LAUNCH PLATFORM

Principal dimensions (f1)

Overall length 60

Overall beam 40

Overall height 47.5

Surfaced draft 39.5

Physical characteristics
Weight (excluding test vehicle and reserve trim) 380000 10 450 000 Ib
Submerged displacement (excluding free flooding) 260 10 295 short toas
206001b

Reserve buoyancy

Roll and pitch moement of inertia

3.0 x 10° shug-ft’

Hydrodynamic charactenistic:

Center-of-gravity/center-of-pressure separation
Forward-way drag at 5.0kt

Submerged tow at 5.01

Heave added mass (inchuding free flooding)
Roll and pitch added moiaent of inerua
Roll and pitch natural period

1.7102.2 11
300001b

450 hp

1.65 x 10° slugs
6.25 x 10° slug-fi’
18 10 19 seconds
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The launch test vehicle could be recovered by
using the range’s remotely controlled recovery vechicle
to locate it and secure a hook. A large ship could
complete the recovery.
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A STATISTICAL APPROACH TO DETERMINING
ANTIJAM REQUIREMENTS FOR UHF COMMUNICATIONS

A mathematical model has been developed to
represent the stochastic pracess of ultra-high frequen-
¢y (UHF) signal propagation over a finitely conducting
rough surface. Heretofore, the absence of such a
model has wade it virmally impossible for a com-
munications analyst to determine the siatistics
associated with single-signal propagation, much less
o attempt a statistical characterization of the ratio of
two or more interfering signals.

BACKGROUND

The Chief of Naval Operations requested APL
to ascertain the value of antijamming protection 1o
Navy tactical communications within a task force at
sea. Implicit in this task was an analysis of the nature
of UHF propagation over an ocean surface because the
preponderance of Navy intra-task force links operate
in that portion of the radio spectrum.

The most important fundamental conclusion to
be drawn regarding the sirength of a received UH!t
transmission near the earth’s surface is that it is a
stochastic quantity that may vary sigaificantly, even
when the transmitter (or transmitters) and receiver
have fixed locations. The simple inverse-distance-
squared computational procedure (and its concomi-
tant determunistic result) is inadequate at best and it
may yield misleading results because it implies a geo-
metric boundary around a receiver beyond which

communications are denied and within which com-
munications are unimpeded.

The procedure described here permits the com-
munications analyst to calculate a probability of con-
nectivity, P, for any transmitter-receiver-jammer en-
counter and further permits the calculation of the
level of antijamming required to achieve a specified
minimum probability of connectivity for that en-
counier.

DISCUSSION

Figure 1 depicts the basic circumstances
associated with the reception of a UHF communica-
tions transmission at sea. The resultant electric field
at the receiver has direct and reflected components
associated with both the transmitter und the jammer.

Receiver

Transmiiter

Jammer

Fig. 1 Mixed propagation paths over a rough surface.
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For illustration, we shall consider the transmit-
ter to be a coherent source of radiction and the jam-
mer to be an incoherent (noise) source, although an
analogous technique has been developed for coherent
jammers as well,

For the coherent transmitted signal, E,g, the
direct field phasor is deterministic rather than
stochastic; however, the reflected field phasor, Eyg, is
stochastic (Rayleigh distributed) because of the scat-
tering characteristics of the ocean surface. The
statistical variation of the amplitude of the resultant
electric field is given by the Rice-Nakagami density
function:

_ 2 _ et +Ep’ ]
p(eﬂ) - <ER5')> [exp ( (ER_\2> )

(E5)

where [, is the modified Bessel function of order
zero. Notice that p(e() is determined whenever £y
and (E,s’) are both specificd. When the ratio
E;s/(Eps’) is sufficiently large, Eq. 1 can be closely
approximated by a Gaussian probability density;
therefore
| (eg—<Eq>)',
Pes) = ebET (" TD(Ey) ). @

where (&) and D(E;) are the mean and the
variance, respectively, of the resultant total electric
field determined by Eq. 1.

For the incoherent jammer signal, the direct
field pnasor is not deterministic but rather is a quan-
tity whose phase is uniformly distributed between 0
and 2. The reflected field is Rayleigh distributed as
before. The amplitude of the resultant electric field
due to the jammer is given by the Rayleigh density
function, thus

_ 2 _ &
ple) = ED exp( ——). 3

where (E,’) = (Ep°) + (Eg,®). Note again that
ple,) is determined whenever (E,,°) and (E,°)
are specified.

The signal-to-jamming ratio (8/J), which is the
quotient of «wo random variables, is also a random
variable whose probabilty distribution function,
F(. 1), may be derived (laboriously) from the distribu-
tions p(ey) and p(e,). F(s/j) is the probability that
S/J assumes a valite that is less than or equal to a

specific value of s/j. If this is so, then P(S/] > s/j)
= 1 - Fs/j). Figure 2 illustrates the general ap-
pearance of this function.
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Fig. 2 Relationship of the S/ distribution function, link
connectivity, and required antijamming protection link,

For a specific type of communications link, the
associated transceivers have an intrinsic signal-to-
Jamming threshold value, (s/j),. Communications link
connectivity is considered to exist only when S/) >
(s/j);s therefore, the probability of connectivity may
be defined as P, = | - F|[(s/j),]. Further, the com-
munications analyst may specify a minimum accep-
table probability of connectivity, P,,. Associated
with this value will be a minimum signal-to-jamming
ratio (s/j)y suchthat P, = 1 = F[(s/§)y].

We define the minimum required antijamming
protection level to be the improvement in S/J re-
quired to make equal the minimum acceptable and
the actual connectivity probabilities. Such an antijam-
ming level would, in essence, shift the statistics of S/}
so as 1o make P, = 1 - F[(s/j),]. Therefore, the
minimum required antijamming protection level is
defined as

- (s/j),
(s/i)o

When R > 0 dB, antijamming protection is necessary
o maintain a link connectivity probability of P, . If
R = 0 dB, then P, = P,,,, so no antijamming pro-
tection is required.

To apply this technique to a particular tactical
scenario, the imtial positions and velocity histories of
the transmitter, recenver, and jammer platforms are
mput 0 2 computer model. The antijamming proiec-
tion required for he specified P, as well as the
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Fig.3  Results of the statistical antijamming algorithm for u typical scenario,

probability of connectivity without antijamming pro-
tection, are computed and plotted as a function of
time. Figure 3 is an illustration of the output for a
typical scenario.

In 1this scenario, the separation between the
transmitter and the receiver became larger as time
progressed, while the jammer-receiver separation re-
mained essentially constamt, Consequently, the req.
uisitz amount of antijamming protection increased
while the connectivity probability without antijam.
ming protection decreased.

By identifying points in time at which critical
communications events transpire, one may specify the
amount of antijamming protection necessary for mis-
sion success. This protection may be applied 1o a

communications link by a variety of methods, such as
increased power level, directive antennas, or spread-
spectrum modulaticn. If, for example, it were criiical
to pass & message 28 minutes afier the start of the
scenario, the P, without antijamming protection is
about $%. The applica.ion of 12 dB of protection
would raise the probability to 50%, while 21 dB
would be required 1o achieve 99%.

Authors: R, L. Holland, K. T. Plesser,
and A. E. Scheck

Suppori:  Chief of Naval Operations, OP-96
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INTRODUCTION

The Laboratory’s involvement in space programs began in the postwar
years when Acrobee and captured V-2 rochets carried Geiger tubes,
magnetometers, and optical spectrometers high above the earth’s surface. The
flights provided the first high-altitude measurements of cosmic rays, the
geomagnetic field, and atmospheric constituents such as ozone, and were
conducted by pionesrs James A. Van Allen, John J. Hopfield, and S. Fred
Singer (who were then APL staff members). In 1946, a V-2 rocket carried the
first camera installed by APL, to look at the ea~th from an altitude of 100 miles.
From these distinguished beginnings, APL's record of accomplishments
proceeds, including the conception, design, and development of the Transit
Navigation Satellite System for the Navy.

The satellite activities spawned a multitude of **firsts’’ by APL, including
the development of the first gravity-gradient satellite, the first photographs of
the entire earth from synchronous satellites, the first solid-state particle detectors
flown on a satellite, and the first extremely accurate measurements of the
geomagnetic field.

The space activities at APL have been supported by a small but active
program of basic research directed toward understanding the chemical and
physical processes involved in the earth’s aimosphere, ionosphere, and
magnetosphere and in interplanetary phenomena. Some significant Laboratory
achievements include the first detection of solar cosmic rays with satellite-borne
solid-state detectors, the design and construction of one of the longest lived and
most productive scientific satellites ever launched (1963-38C), the first
measurement of short-period magnetohydrodynamic waves near synchronous
ahitude, the discovery of heavy ions trapped in the earth’s radiation belts, the
experimental confirmation of large-scale field-aligned currents in the auroral
regions, the demonstration of the effect of stratospheric pressure variations on
the ionosphere, and the development of radio astronomy techniques for
predicting geomagnetic storms that can disturb terrestrial radio transmissions.
The research activities have involved international collaborations with scientists
from more than a dozen academic and defense organizations.

Other research programs include scholarly investigations of ancient
astronomical records, which led to the suggestion that Ptolemy was a fraud; the
discovery of plasma acceleration regions behind the earth that can generate
charged particles with energies up to hundreds of thousands of electron volts;
investigation of the interaction between the interplanetary magnetic field and the
geomagnetic field (a possible link between solar activity and terrestrial weather);
and the discovery that Jupiter is a prominent source of energetic particles in the
earth’s vicinity that previously were thought to originate in the sun.




NASA has selected scientists and engineers from APL 1o participate in a
record number of interplanctary missions including Voyagers 1 and 2; Galileo,
which is scheduled 10 orbit Jupiter; and Solar Polar, which will orbit over the
poles of the sun. The Laboratory supports the joint APL/Max-Planck Institute
Active Magnetospheric Particle Tracer Explorer (AMPTE) for NASA and the
Federai Republic of Germany. lts purpose is to create an artificial ion cloud
outside the carth’s magnetosphere in order to investigate the mechanisms
responsible for forming the Van Allen radiation belts.

The articles in this section discuss the following four topics:

The first satellite to use mechanical refrigerators to cool high resolution
samma 1ay spectrometers was launched in February 1979, The cryogenic
refrigerators were developed by APL.

During March and July 1979, Voyager spacecrafts 1 and 2 passed by the
planet Jupiter, carrying low-energy charged-particle measurement instruments
developed by APL. The instruments have provided the first detailed look at the
high-energy plasma eavironment within the Jovian magnetosphere.

The MAGSAT satellite, launched successfully in October 1979, was built
by APL to support NASA and U.S. Geological Survey requirements for
measurements 1o be used by the Survey for magnetic field charts and maps. Two
outstanding features of the MAGSAT satellite are the magnetometer boom and
the attitude signal processor. The magnetometer boom is a lighiweight ex-
tendable structure that can precisely position instruments sensitive 1o spacecraft
magnetic fields at considerable distances from sources of those fields in the
spacecraft. The boom positions the sensors of a vector magnetometer and a
scalar magnetometer accurately. Post-launch performance indicates that the
boom is maintaining position well within allowable limits. The attitude signal
processor is the basis of the MAGSAT auitude control system and probably
represents the first ¢MOS techinology microprocessor used in a satellite.

The requirement for a very accurate missile t:acking capability in support
of the Improved Accuracy Program and the introduction of the Trident missile
have resulted in the development of the SATRACK system reported in carlier
volumes of APL Develupments in Science and Technology. The next article in
this section discusses APL’s evaluation of the overall performance of the
SATRACK system. The evaluation has demonstrated that the hardware and
software developed by the Navy and APL are able to meet their projected
measurement and estimation capabilities. The final article reports on the suc-
cessful development of a key component of the SATRACK system, the
SATRACK Post Flight Receiver.
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OPERATION OF SATELLITE CRYOGENIC REGRIGERATORS IN SPACE

The P78-1 satellite, the first satellite to contain
high-resolution gamma ray spectrometers cooled by
mechanical refrigerators, was launched on 24
February 1979. The refrigerators were developed by
APL and were operating satisfactorily as of 30
September 1979, the date of this report. This is the
first application of mechanical refrigeration to the
cooling of gamma ray detectors and the first time
thai mechanical refrigerators for any application have
survived in space for more than a few hundred hours,

BACKGROUND

The advantages of cooling radiation detectors
in space have long been appreciated (Ref, 1). In 1973,
under the sponsorship of the Defense Advanced
Research Projects Agency (DARPA), APL began the
development of a mechanical refrigerator 1o cool ger-
manium gamma ray detectors mounted in a satellite
to cryogenic temperatures (=77 K). A previous ex-
periment (Ref. 2) using a solid cryogen had collected
a limited amount of gamma ray spectra, but the
mechanical retrigerator offered the advantages of
lighter weight, longer life in space, and greater ex-
perimental flexibility. The Stirling cycle ref-igerator
with helium as the working fluid was chosen as the
most promising candidate. Six refrigerators were con-
structed, four of which were to be launched in a
satellite containing two high-resolution gamma ray
spectrometers.,

The newly developed intrinsic  germanium
detector can be warmed to ambient temperature
without destroying its sensitivity or resolution.
Therefore, by cooling the detector with a mechanical
refrigerator that can be wurned on and off at will, it is
possible not only to limit the spectra-gathering and
the refrigerator’s operation to periods of interest but
also to study the effects of warming the spectrometer
to the ambient temperature of the satellite. Since the
launch, the experimenter, Lockheed Palo Alo
Research Laboratory (LPARL), has been able to take
advantage of this flexibility in order (o acquire an un-
precedented amount of gamma ray spectra in space
ana also valuable information on radiation damage to
intrinsic germanium detectors in the space environ-
ment,

DISCUSSION

The design, construction, and laboratory test
results for the APL satellite refrigerator are discussed

in Ref. 3. The mechanical part of the refrigerator,
constructed by Philips Laboratories, is an adaptation
for satellite appuication of the two-stage Philips Stir-
ling cycle cryogenic refrigerator. The motor drive
electronics and refrigerator instrumentation were
designed and constructed at APL.

The LPARL experiment contains two  spec-
trometers, gamma 003 and gamma 004, each cooled
with two refrigerators (Fig. 1), which LPARL
designates serial nos. 1 and 2 on gamma 003 and
serial nos. 3 and 4 on gamma 004. The crossbar join-
ing the second stages of the refrigerators is connected
to a copper bar, which is the thermal link to the ger-
manium detector. Each refrigerator was designed 1o
cool the detector 1o 80 K or less; two refrigerators en-
sure redundancy, quick cool-down if required, and

Second stage thermal

connection to detector™\
Second stage

radiation shield
surrounding
cold finger

Vacuum chamber
mounting flange

Retiigerdtor
electronics

Fiqtnger ator
crankcass,
L .

Fig. 1 Mounting of APL refrigerators for LPARL ex-
periment.
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sufficiently low temperatures as performance
degrades. The P78-1 satellite was designed to provide
power to only two refrigerators at a time,

In November 1978, APL recharged the four
flight model refrigerators to 71 psia. At that time, it
was possible to determine thai the helium leak rate
varied from 0.43 to 0.67 psi per month, A loss of |
psi of pressure results in a temperature rise of 2.6 K
on the second stage of a refrigerator with a heat load
of 0.3 W,

While recharging the refrigerator, we were able
to check the instrumentation. Five measurements are
made by APL instruments and telemetered to earth:
the second-stage temperature, the helium pressure in
the crankcase, the helium plenum pressure, the total
current drawn by the refrigerator, and the motor
speed (rpm). For experimental reasons, LPARL docs
not directly measure the temperature of the ger-
manium detectors; thus the detector temperature must
be inferred from the temperature of the refrigerator’s
second stage.

The P78-1 satellite was successfully launched
into a sun-synchronous polar orbit. Following launch,
all four refrigerators were successfully started in turn,
The second-stage temperature mearurement on no. 3
was inoperative. The pressure tran.ducers on no. 4 in-
dicated that it was losing helium at an excessive rate;
the cause of this loss, which developed some time
after the refrigerators were recharged, is unknown. In
all other respects, operation of the refrigerators and
instrumentation appears to be normal.

Following launch, LPARL pursued a
somewhat different policy of operation than was
originally intended. Gamma 003 was cooled by
refrigerator no. 2 and gamma 004 by refrigerator no.
3. Because of power limitations, the refrigerators
were operated for seven to ten orbits (100 minutes per
orbit), were turned off for one orbit, and were then
restarted. This procedure was continued for the first
few months and the experiment was not wariced 1o
ambient temperature. The temperature inferred from
the second-stage temperature is shown in Fig. 2 for
the gamma 004 spectrometer. The temperature has
risen from 67 10 118 K in 127 days, about 0.4 K per
day. Similar performance was observed for the gam-
ma 003 spectrometer. This rate of temperature rise
was less than haif that observed by APL in the
laboratory life test (Ref. 4).

LPARL estimates that the temperature of the
germanium detector cannot exceed that of the
refrigerator’s second stage by more than 10 K. The
resolution of the intrinsic germanium detector
degrades rapidly at temperatures in excess of 135 K.
Therefore, when the secon--stage temperature exceed-

O  Second stage, refrigeiator no. 3
O  Heat shield, refrigerator no, 3
4 Second stage, refrigerators nos. 3 and 4 on
R Refrigerators turned off

Days in orbit
30 60 90 120 150
| | | |
oo ®

~ [ First-stage heat shield {coupled to
o 140 " Mt
E refrigerator’s first stage)

3
g 120 000 &
g 100 % o +
] oLl L .
F 80l=oc° ¢ Refrigerator's second- -

60 ;" | stage temperature

1 [
0 500 1000 1500 2000 2500

Orbit

Fig. 2 In-orbit temperature measurements versus time for the
gamma 004 spectrometer,

ed 120 K. it was necessary to cut off the refrigerators,
allow the detectors to warm to ambient temperature,
and then attempt to cool them.

The energy resolution of gamma 003 was
about 4.0 keV and that of gamma 004 about 2.7 keV
(on the 511 keV annihilation line) at the beginning of
the experiment in space. As the experiment continued,
degradation in resolution became apparent and the
problem became one of distinguishing ihe effects of
radiation damage within the germanium detector
from the effects of temperature rise. After 98 days in
orbit, gamma 003 was allowed to warm to satellite
temperature (=276 K) and was held in this condition
for eight days. The detector was then cooled to 80 K,
well below the temperature at which resolution is af-
fected, and the resolution at 511 keV was 15 keV.
The experience with gamma 004 was similar. After a
prolonged warmup and then cooling to 100 K, the
resolution after 152 days in orbit was 15 keV,

LPARL now believes that the effects of radia-
tion damage from cosmic rays were discernable after
50 days in orbit. As of 1 August 1979, LPARL be-
lieved that by periodically warming the detectors ‘o
room temperature, annealing effects would stabilize
the resolution. As of 30 September 1979, gamma 003
was operating with a resolution of 15 t0 20 keV,
After four weeks of continuous operation on both
refrigerators 1 and 2, its second-stage temperature
was 82 K. Thus, after 220 days in orbit, the
refrigerators were cooling the detector 1o
temperatures well below those required for maximum
resolution.

3
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RESULTS
Although APL and LPARL have not completed have permitied LPARL to segregate the ef-
’ their analysis of thermal performance, the following fects of radiation damage and possibly of
* ) conclusions can be drawn: impurity freeze-out on the detector. Experi-
ments can now be performed in space that
1. The DARPA-APL mechanical refrigerators would be impossible with solid or liquid
i have been operating in space for 220 days cryogens as the refrigerant.
" and can meet the specifications for cooling
X\ the deu?clors. T_hns is the first time that a REFERENCES
S mechanical refrigerator has been operated
L H POT, Co Nast and DL DL Murras, Orbial Cryvogemie Cooling ol
oK onasatellite for more than a few weeks. Sensor Systems,™ pr;:\cnllcd at ";j Alllc!‘l;‘;!ll Institite ol Acronaunies
[N and Astronauties, AIAA Paper No, 76 -979, Oct 1976.
"\i‘ 2. Although LPARL has not yet been able to 2 G H. Nakano, W. 1 Imhot, and R. G, Johnson, **A Satelhte Borne
¥y reduce the bulk of the gamma ray spectral High l;lc\ulumzm %3;5” (;.I‘I:)lllhl Ray Spectrometer,™ ILLLE Trans,
. X . . Nudl. Sci. NS221, 1974, p. 189,
r‘.‘%] data because of computer programming 30 B Balas, C S, Letted, imd C A, Wingate, A Strhing Cyle
3 roblems, they hav n reden Cooler. Approaching One Year of Mamtenance-tree Lite,' Ade,
C p ¢ y ave a unprece ted Cryvog. Eng. 23,1978,

quantity of data with betier resolution than
can be obtained with a conventional scin-
iillator,

3. Two flexibilities, of cutting off the
refrigerator and warming the experiment to

4. C A Wngate and C. S, Letlel, **An Ultra Rehable Minature
Cryogeme Retngerator,” presented at the Cryogenie Lagineening
Contereine, L ondon, Jun 1978; 10 be publnhedin Ade Crvog, Lng.

nl

Author:  C. S. Leffel, Jr.
ambient temperature and of using two re-

. frigerators to cool the intrinsic germanium Support:  Defense Advanced Research Projects
detectors to temperatures well below 80 K, Agency
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VOYAGERS 1 AND 2 ENCOUNTERS WITH JUPITER
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On 5 March and 9 July 1979, respectively, the
Voyagers | and 2 spacecraft flew by Jupiter carrying
APL’s Low Energy Charged Particle (LECP) instru-
ments. These detectors, which were designed to pro-
vide comprehensive measuremen:s of the composition
and distribution of energenc ions and electrons, have
provided the first detailed look at the characteristics
of the high energy plasma environment within the Jo-
vian magnetosphere.

magnetospheric analyzer (LEMPA) and the low
energy particle telescope (LEPT). The LEMPA detec-
tors are configured to provide opiimum measure-
ments in high particle-fizx environments such as
planetary magnetospheres, while the LEPT detectors
provide a wider range in low flux environments such
as the interplanetary regions.

On-board analysis of :he output of the 23
solid-state detectors that make up the LEMPA/LEPT

+

‘ system provide rate measurements for particles in 57

¥ categories of energy ranges and particle types. Pulse

* BACKGROUND height analysis of individual particle events allows

5 The Voyager LECP instruments w<re ac.ioned detailed study of the energy distribution of individual

r tr provide detailed measurements of temporal varia- particle species. By appropriate commands, the data

§' tions in the composition, energy distribution, and system can be configured for optimum measurement

;‘f* flow of encrgetic particles (Ref. 1). The LECP detec- of the energetic particle flux over a wide range of en-

s tor system comprises two subsystems: the low energy vironments.
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Because the LECP instrument is mounted on
an inertially stabilized spacecraft, some means must
be provided for measuring the angular distribution of
particle velocities, i.e., particle anisotropy. This was
accomplished by mounting the detectors on a motor-
driven scanning platform that rotates the detectors
through 360° in eight steps.

DISCUSS!ON

The trajectories of the Voyagers 1 and 2
spacecraft are shown in Fig. 1. Voyager 1 (the first to
arrive at Jupiter) encountered the Jovian bow shock
on 28 February 1979 and the magnetospheric boun-
dary on 1 March. It flew by Jupiter on 4 March at a
closest approach distance of slightly less than four Jo-
vian radii (4 R 1 R, = 71 400 km) (Ref. 2).
Following the encounter, it proceeded outward
through the agnetotail, passing through the
morning-side magnetosphere boundary on 12 March.
Voyager 2 (Ref. 3) followed a slightly different srajec-
tory, which allowed the spacecraft to remain in the
magnetospheric tail for a significantly longer time. lis
closest approach to Jupiter was approximately 10 R .

The presence of the Jovian magnetosphere was
first evident in the Voyager data when bursts of
energetic  particles were observed streaming  away
from the planet. The spacecraft at this point was ap-
proximately 800 R, from Jupiter. As it approached
Jupiter, the frequency and duration of the bursts in-
creased.

The counting rate for several species of par-
ticles measured by Voyager 2 at Jupiter is shown in
Fig. 2. The entry into the Jovian magnetosphere is
marhed by the sharp increase in the counting rate on
day 186 (5 July). Inside of the plasma boundary, the
LECP instrmavnt detected an extremely hot plasma
with a temperatute on the order of 300 million
degrees.  Anisotropy measurements of the particle
fluxes indicated that this plasma rotates rigidly with
the planet. Since the magnetic dipole is offset and
tilted from the center of Jupiter, the rotation causes
strong 5 and 10 hour variations in the particle inten-
sities. These variations indicate that the hot plasma is
confined to a relatively thin dish (plasma disk)
centered on the meridional plane of the magnetic
dipole.

As the spacecraft penetrated deeper mto the
Jovian magneiosphere, the LECP instrument
measured steadily ncieasing  parnell  fluxes,
niodulated by the 10 hour rotation ol supiter and the
presence of the Jovian satellites, which absorb the
energetic  particies as  they sweep through tiwe
mz_wtosphere. In the plasma sheet, the LECP data

f Solar wind

To sun
Bow shock

Magnetospheric
wind
Fig. 1 The Voyugers 1 and 2 trajectories through the dorviun
magnetosphere, The arrows along the Voyuger 2 trajectony
show typical measured flow directions,

indicate that the energy density in the particles is
greater than the energy density of the magnetic field
and thus is a dominant element in controlling the
dynamics of the plasma skeet. This is significantly
different  from the sitwation in the earth's
magnetosphere where the energy density resides in the
magnetic field.

As they moved inward, the LECP instruments
also measured an increasing fraction of heavy ions,
principally oxygen and sulfur. These ions, which are
not present in such abundance in other planetary
magnetospheres (or in the sun), have their origin in
the volcanic eruptions on the inner Galilean satellite,
lo. The = ence of this well-defined in*ernal source
of easi’, wentified ions provides a unique and power-
ful neans for spidying the energization and propaga-
tion of the ener-.etic particles.

On the outbound passage through the
magnetotaill, the LECP detectors observed large
periodic variclions in the particle fluxes that resuit
from the wobbling of the plasma disk with the rota-
tion of the planet. The flow of the plasma indicates
that the plasma in the disk corotates with Jupiter out
to the boundary of the magnetosphere instead of only
in a relatnely small region 1n the inner magnetosphere
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THE NASA MAGNETIC FIELD SATELLITE (MAGSAT)

Although measuring the geomagnetic field
SJrem satellites began with the launch of Sputnik 3 in
1958, it has been done only sporudically since. Only
the NASA Polar Orbiting Geophysical Observatories
(POGO's) have provided a truly accurate global geo-
magnetic survey. Accordingly, with close United
Stotes  Geological Survey (USGS) involvement,
NASA has undertaken to provide USGS with data for
deriving magnetic-field charts and maps that will be
accurate for the 1980 epach, APL was selecied to de-
sign, build, and test a satellite for measuring the geo-
magnetic field, using spare components and designs
SJrom the Small Astronomy Satellite Programs.

BACKGROUND

One of the goals of the NASA Resource
Observation Program is 10 use space technology to
improve our understanding of the dynamic processes
that formed the geologic features of the earth and of
how these processes relate to natural hazards and to
the emplacement of resources.

Before the satellite era, magnetic data from
geographic regions were acquired over periods of
years by various measurement techniques. For many
regions, such as the oceanic and polar, data were
cither sparse or nonexistent, Three POGO's (0GO-2,
-4, and -6), operating between October 1965 and June
1971, used alkali-vapor magnetometers 10 obitain
global measurements of the magnetic tield approx-
imately every 0.5 s at an altitude range of 400 10 1500
km. These measurements were intended to map the
main geopotential field originating in the earth's core,
to determine the long-term tempoora or secular varia-
tions in that field, and to > short-term field
perturbations  caused by wuspheric  currents,
Analysis of these data, which disclosed that separable
fields exist at lower altitudes because of anomalies in
the earth’s crust, pointed the way to a new type of in-
vestigation. Several geomagnetic field models and
crustal anomaly maps based on the POGO daia have
been published.

DISCUSSION

APL has designed, developed, and tested a
spacecraft that wili measure the near-earth
geomagnetic tield 1n support of the NASA Resource
Observation Program. The NASA Magnetic Field
Satelite (MAGSAT) will provide precise magnetc-
field measurements for geoscientific nvestigations.,

The MAGSAT vector measurements will resolve am-
biguities in ficld modeling and magnetic anomaly
mapping. Greater resolution and stronger signal levels
from anomalous fields will help overcome deficiencies
in the POGO data for mapping anomalies.

MAGSAT carries a scalar magnetometer and a
vector magnetometer supplied by NASA as govern-
ment furnished equipment, The scalar magnetometer
will make absolute measurements of the ambient
magnetic field to an accuracy of 3 . The vector
magnetometer will make directional measurements
with an overall accuracy of the magnetic vector
(including magnitude, direction, sense, and lacation)
of 6 y rss.

The spacecraft was constructed in two major
assemblies, a base module of the SAS-C design incor-
porating the power system, the telemetry and com.
mand systems, and the attitude control system, and
an instrument module designed specifically for the
mission, A a optical bench supports two star cameras.
The magnetometers are mounted on a precision plat-
form that is extended 6 m from the spacecraft 10
reduce the effect of satellite magnetic fields on the
sensors. An optical device is installed on the optical
bench and the remote instrument platform to measure
the relative displacements between the two magnetom-
eters, Known as the attitude transfer system (ATS), it
will permit scientists to use star camera data to locate
the position in space corresponding to each set of
magnetometer measurements,

During Fiscal Year 1979, the spacecraft com-
ponents were integrated withi the base and instrument
modules. The instrument module was then subjected
1o a thermal balance test ir. vacuum to verify the
validity of the thermal design and the thermal
analytic model.

During this period, tie base module was com-
pleted and tested, and the performance of the autitude
control system was verified. The magnetometer boom
assembly was tested in a unique water-trough float
facility simulating a 0-g e¢nvironment to demonstrate
its ability to deploy the instrument platform at the
position and angle required for proper operation of
the ATS.

The wo modules were jo.aed and the
spacecraft was tahen to NASA’s Goddard Space
Flight Center 1o map the star camera fields and to
makhe ATS and magnetic measurements. Environmen-
tal acceptance tests, performed at APL, included RF1
self-susceptance tests, vibration exposure, and a 15-
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day thermal vacuum test. Upon satisfactory comple-
tion of this sequence, the spacecraft was returned to
Goddard and less extensive star camera and ATS
meazurements were taken to verify that no shift of
alignment had occurred during the environmental
tests. This sequence was completed with  final
magnetic measurementis, magnetometer calibrations,
and determinations of mass properties. An electrical
test sequence was performed at APL (Fig. 1) before
shipment to the launch site.

The MAGSAT mission objectives, established
jointly by NASA and the USGS, are:

1. To obtain an accurate, up-to-date quan-
titative description of the carth’s main
magnetic field (accuracy goals are 6 y rss
in cach component at the satellite aliude
and 20 5 s in cach component at the
earth’s surface in its representation of the
field from the carth’s core at the epoch
of the measurement)

(5

To provide data and a worldwide
magnetic-field model suitable for USGS
update and refinement of world and
regional magnetic charts;

3. To compile a global scalar and vector
crustal magnetic anomaly map (accuracy
goals are 3 4 rss in magnitude and 6 5
rss in each component; the spatial resolu-
tion goal af the anomaly map is 300 hm);
and

4. To interpret the crustal anomaly map, in
conjunction with correlative  data,
terms of geoscientific models of the
carth’s crust to assess natural resources
and determine future exploration
strategy.

These objectives will be achieved by investiga-
tions 10 be carried out by Goddard, the USGS, and
distinguished members of the scientific community,
Dr. T. A. Potemra of APL, one of 32 principal in-
vestigators, is using the MAGSAT data for magneto-
sphere/ionosphere studies. Other fields being in-
vestigated include geophysics, geology, field model-
ing, marine studies, and core/mantle studies.

MAGSAT was shipped to Vandenberg AFB,
Califorma, on § October 1979. Field operations com-
menced on 9 Ocicher and voncluded with a successful
launch on 36 Qctober. The NASA/DoD Scout launch
vehicle placed the spacecraft mto a sun-synchronous
otbit with a pengee of 352 hm and an apogee of 578
km inchined 97° to the earth’s equator. The period 15
93 minutes. This near-optimum orbit should provide

Fig. 1 MAGSAT undergoing tests at APL.,

a minimum lifetime of 180 days, depending on solar
activity (the planned lifetime was five months).

The stored commands in the Delayed Com-
mand System ordered an intricate series of atlituae
manreuvers during the first orbit to ¢nsure the proper
orientation of the solar array for bauery charging.
Earth lock was achieved on 31 October «nd the
magnetometer boom was estended and locked in
place on | November. Collection of ma,uctometer
data started the next day. Anitude vimnmung activities
were carried out Tor the neat two weeks, as by 20
November only two Z-coil maneusers per day were
needed 10 heep the satellite properly oriented,

After 22 days in orbit, all satellite systems were
operating properly and NASA was looking forward
1o a successful mission,

REFERENCES
1 MAGSA L Spacexraft Descapuon, APL JHU SDO €146 Man 1979

2 MAGYAT Mugnenn Fwld  Salodite Resource  Observaiion
Program, NASA GSEC Report, Sep 1979

Author: L. D. Eckard, Jr.
Support.  NASA Goddurd Space Flight Center
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THE MAGSAT MAGNETOMETER BOOM

A comtinuing requirement exists for hghtweight
extendable structures 10 posuion nstruments that are
sensitive 1o magnetic fields at a considerable distance
Jrom the sources of those fields i a spacecraft. With
maore ambitious scienific mssions, designs that tran-
scend the siate of the art are afien needed, The mag-
netometer boom system is an exampie of how APL
met the rigorous objectives for the Mognetic Field
Satellive (MAGSAT).

BACKGROUND

The need for a simple, lightweight, precisely
aligned, extendable structure that could overcome the
stiffness of sizable multiconductor electrical cabling
became apparent during the development of the
TRIAD (1972) saellite. An extendable structure based
on the scissors concept evolved, A similar device was
developed for GEOS-C (1975). By the time the con-
cept was introduced on TIPS 11 and 11l (1975 and
1976), many design improvements were implemented.
The esperience acquired during these programs pro-
vided the needed bhackground for developing the
magnetometer boom for MAGSAT,

MAGSAT's mission is to provide global vector
data on the magnetic field that will (&) update the
carth’s magnetic field charts for 1980, (b) aid in the
search and analysis of large-scale magnetic anomalies
ip the earth’s crust thar might lead 1o the discovery of
snportait  mineral  deposits,  and  {(¢)  update
amathemancal models of the earth’s magnetic field. h
iy the sk of an ulirastable, highly accurate vector
magnetometer 0 measere  the three vector com-
ponents of the earth’s magavtic ficld, The sk of
providing redundaney and an andependent confirma-
tion of the otal field magnitude was assigned 10 a
companion insirument—i scalar magnetometer,

The semso s ol both  magnetomeiers  are
mounted on a plattorm with passive and active
temperature control Tho Slitionm i anached o the
tip of the magnetometer boom. On command, the
boom uncages and moves the sensor platform 6 m
trom the spacecidit proper The boom mamtams that
platform posinon so that the center of a plane nurror
attached 1o the back of the vector magnetometer sen
sor does not wander ouz of a =1.91 cm” target zone
centered on an opueal axs defined by an infrared
light beam emanaung from the spacecratt. Within the
target sone, the boom heeps the plane nurror or-
thogona! to the optical axis within 3 are nunutes.

These requirements were imposed by the Al-
titude Transfer System (ATS), which measures vector
magnetometer tilt and relates it to a pair of star
cameras  mounted to  an  optical bench in  the
spacecraft’s instrument module,

DISCUSSION

Figure 1 shows the operational conliguration
of the MAGSAT spacecratt. The magnctometer boom
system comsists of a 14-link scissors boom, a three-
anis gimbal, and the sensor plattorm. Two indepen-
dent, pyrotechnically actuated caging systems are used
1o contain and protect the boom and the sensor plat-
form in their stowed configurations during launch,
The three-anis gimbal focated at the base of the boom
enables the boom o pitch, yaw, and twist for ATS
acquisition. The driver for each gimbal function is a
ssichronous-hysteresis gearmotor coupled to a right
angle gearbon, Rotary potentiometers geared o the
ouput shafts of the gearboxes are calibrated to give
boom tip position during and afier every gimbal
operation,

The boom drive consists of a right- and a left-
handed ball screw driven by an inverter-powered sy n-
chronous-hysteresis gearmotor coupled to a paratlel
shalt gearbon. A rotary potentiometer geared to the
output shalt of the gearbon is calibrated 1o give boom
lengrh during and afer deployment. Confirmanon of
wtal extension iy given by a second puotentiometer
that is pinned 1o the boom hinge nearest w the sensor
platform,

Weight and thermal distoriion dictated the use
of graphite epoxy tor the boom linhs. The basic link
is 0.94 m loag and measures 1.07 by 5.08 ¢m in cross
sevtion (see Fig. 2). Maghesium fitiings are fastened
to the ends and the center of each hnk wuth semirigid
epory to prevemt craching of the interface because of
differential expansion. Each link 1 a hollow box with
a wall 0.076 cm thack. Te s vovered internaity and ex-
ternally with thin aluminum fod as a4 mosture barner
(musture vawses dimensional instability n the boom
structure). A final wrapping of alunumized ' apton
with an aluminum vade overcoat maimtains the tem-
perature ot the bk at about 25°C, whuch corresponds
roughly 10 the temperature of the test taality n
which the system ahignments and cahibrations are
made. The hnks are tunged 1o each other with pins
that are toreed through undersized bushings made ol
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Fig. 1 MAGSAT orbitat configuration,

Fig.2 Muagnetomeier boom links,

a compliant material. This permiis rotation but pre-
vents any mechanical play.

The sensor platform s attached to the up of
the boom by means of a graphite epoay spacer and a
mechamsm that enables the sensor platforin 10 trans-
late while its atutude is maintained normal to th
boom axis as the boom extends.

Auached to the sensor platform  with a
hinematic suspension 1s the thermally controlled vee-

tor magnetometer base. To the base are attached the
vector magactometer, the remote-plane and dihedral
ATS mirrors, and a precision sun sensor. The Kine-
mate suspension provides a compliant mount for the
base and solates it from thermally induced structural
distortions thar would be detrimemal o the alignment
of the vector magnetometer and the remote mirrors.
The scalar magnetometer is attached to a 1.27 ¢m
thick Epoglass thermal isolator that is fastened to the
sidde of the graphite epoxy spacer,

Thermal distortion testing was = aducted on a
four-hnk sample of the boom in a soiar simulator at
NASA Goddard. Temperature data collected during
the test were fed into a NASTRAN model of the test
specimen, Analytical tip displacements were compared
with experimemial results, The correlation was ex-
cellent and gave great confidence m the MASTRAN
model of the H4-hnk flight boom. On the basis m that
model, the predictions in Fig. 3 evolved.

Dispiacernents as small as those in Fig. 3 can
be corrested by the gimbal. Values for ay, Az, 0,
and 0, were much oo small 1o be significant. Such
small thermal distortions at the end of a structure
6.02 m long are quite remarkhable. Displacements an
order of magnitude larger (and not correctable by the
gimbal) would have resulted if the boom links had
been fabricated from more common structural
materials,

The secret behind the very small displacements
is plasue remforced with graphite fiber. Its coefficient
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of thermal expansion is ncar zero (0.3i1 x 10°
cm/em/°C average value for this boom). It is also
important to maintain the smallest possible tempera-
ture gradients in the boom links. The largest tempera-
ture difference from hot side to cold side experienced
by the test boom links was 3°C.

In the case of MAGSAT, gimbal adjustments
ciiminate thermally induced sensor platform
misalignments. Subsequent misalignments brought on
by scasonal variations in the solar vector are small

enough to heep the ATS from losing lock with the
remote mirrors.

Studies of the boom system alignments were
conducted in a pair of water troughs 6.1 m long (see
Fig. 4). Specially designed floats with gimballed
pulleys were attached to the boom link pivots, to
simulate a zero-g condition in a plane parallel 1o the
plane of the water. Transverse and/or angular offset
of the mirrors could be corrected by gimballing the
boom at its base or introducing shims at the interface

AT = temperature gradiert through boom links
Transverse displacement, Ax = 0.19 cm (0.076 in.)

Angular displacement, 0y = 1.563 arc min

Instrument
module end

Boom axis, AT # 0(+)

Sensor platform
end

Boom axis, AT = 0°C

R T O R O O B O

Sunlight

Fig.3 Predictions based on NASTRAN model,

¥ig. 4 Boom aligniment test system,
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between the base and the sensor platform. The boom
system was installed in the spacecraft instrument
module, which was attached to a rotary table. Thus
the boom could be rotated to its pitch and yaw planes
for orthogonal plane zero-g measurements and ad-
justments. Using the ATS to measure the transve
and angular offset of the plane mirror, the dat_ in
Table | were derived.

TABLEL

ALIGNMENT TEST RESULTS FORMAGSA'
MAGNETOMETER BOOM

Transverse  |Sum of Position
Mirror | Mirror | Displacement Offset and
Til Position to Correct Transvene
Test| Angle® | Offsett Micror Tilt | Displacement}
No. J(are min) (in.) {in.) (in.)
Rotary Table at 0*
{ +0.75 0 - 0,08 -0.08
\Y 112 0 1+ 0,073 +0.075
Rotary Table at 180°
| +1.87 | +0.025 +0.125 +0.150
v =412 | +0.050 -0.275 -0.225
Rotary Table a1 90*
| +3.78 0 +0.28 +0.28
\Y -L12 | +0.150 -0.078 +0.073
Rotary Table a1 270°
i -4.87 | +0.050 -0.325 -0.275
V] -075 | +0.075 -0.050 +0.028

*Mirror s normal to ATS optical axas when tile angle s
0.0 are minutes.

tMirror is centered on ATS optical avis when position offset
150.0in,

$O0peranon ot the pitch (or yaw) gunbal 10 produce displace-
ment of this magnitude reduces ult angle to zero and leaves
ths posttion oltset, Size of target zone tor position ofset is
+0.75 . in both pitch and yaw,

To chech repeatability after vibration testing
and 0 determine what effect removal of the boom
system from the alignment test apparatis Woliu have

on mirror alighments, five tests were conducted in the
following sequence:

Test Test Description

! Bascline. Boom suspended from floats;
mirrors aligned.

11 Boom retracted and extended; mirror
alignments checked.

11 Boom removed from floats and resus-
pended; mirror alignroents rechecked.

IAY Boom removed froa, floats, vibrated, and
reinstalled in floats; mirror alignments
rechecked.

v Boom etracied and extended; mirror

alignments recheched.

The results of tests | and V, shown in Table I,
indicated that the MAGSAT magnetometer boom sys-
tem would meet its mission requirements.

ORBIT PERFORMANCE

MAGSAT was launched on 30 October 1979,
Boom extension occurred on 11 November 1979, Un-
expectedly, the ATS indicated that both remote mir-
rors on the sensor platform were in view and would
require very little adjustment 10 be acquired within
the linear range of the ATS. On the following day,
the necessary gimbal adjustments were made. Telem-
ctry indicated that the plane mirror was set at angles
of 7 arc seconds in pmich and yaw (180 arc seconds
are allowed), Probably because of interactions of the
ATS with the boom and the sensor platform a.d
because of thermal distortions resuliing trom the
shght coning action of the spacecraft relative to the
solar vector about the nominal angles, 15 are second
oscillations were also observed. Somewhat greater ac-
tivity was obsenned in the ATS roll measurement.
Peak-to-peak angles as large as 120 are seconds were
obseived; = 300 arc seconds were allowed.

Author:  J. F. Smola
Support:  Nauonal Aeronawties and Space
Admuustration
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ATTITUDE SIGNAL PROCESSOR FOR MAGSAT

The Attitude Signal Processor (ASP) is the
heart of the MAGSAT Arutitude Control System,
which we believe comprises the first CMOS
(complementary metal oxide semiconductor)
microprocessor to be used in a satellite, the first
microcomputer-based attitude control system to be
produced at APL, and the first microcomputer pro-
grammed in a high level language 10 be used in a
spacecraft.

MAGSAT is maintained in a three-axis
stabilized mode by a semiautonomous conirol system.
The control system is basically that of the SAS-C
spacecraft hut with a greater degree of on-board
decision-making capability provided 0y a microcom-
puter built into the ASP. This additional complexity
is required because the very low MAGSAT orbit
causes large aerodynamic torques on the spacecraft.

The Autitude Control System (a) keeps the
solar panels and the precision sun sensor pomnted
toward the sun, (b) keeps the star camerds pointcu
sufficiemly far away from the sun and the earth, and
(¢) maintains low body rates (jitter) so that the

magnetometer
voltages

Magnetic dipole

orientation of the spacecraft can be measured with an
accuracy of 11 arc seconds rms,

DISCUSSION
Structure and Functions

The MAGSAT Attitude Control System (Fig.
1) is composed of the ASP, a magnetic torquing coil,
veetor magnetometers, a reaction wheel, an infrared
horizon scanner, a pitch axis gyro, a roll-yaw anis
nutation damper, and a yaw axis aero trim boom.
The system provides automatic and ground-initiated
roll-y»w axis control, five modes of pitch axis con-
trol, o modes of reaction wheel momentum dump-
ing, and nutation damping.

Attitude Signal Processor
The ASP is the MAGSAT control system’s
adaptive controller and real-titae signal processor. As

amplitude

Coil power

¥
. MF% Relay control _
L s
5 T
nli ¥ i1 Data Command
« 2 beth
Wheel -
ezd
P Roll and

pitch angles

Wheel control
voltage

Spin-despin
power

Hig. 1 MAGSAL Attitude C ontrol System.
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shown in Fig. 2, it consists of an auxiliary electronics
subsystem and a microcomputer subsystem that in-
cludes the ASP firmware. It has two primary external
interfaces with the MAGSAT Command and
Telemetry Systems.

Auxiliary Electronics Subsystem

The ASP auxiliary electronics subsystem con-
sists largely of analog circuitry to support the ASP
microcomputer subsysteni.

Microcomputer Subsystem and Interfaces

The ASP microcomputer subsystem consists
largely of digital circuitry that implements a
microprocessor-based  embedded computer.  The
embedded computer is programmed through firmware
to provide most of the attitude control functions. It
also supports interfaces with the Command and
Telemetry Systems.

There are two interfaces, for data command
and for relay control, between the ASP microcom-
puter and the Command System. The dala command
is generated by the Command System under ground
control and is used 10 control ASP mode selection, o
alter coefticients used in caleulanons, o alter crineal
program sequencing points, and 10 adjust the pro-
gram clock, The relay control is generated by the

ASP microcomputer for the Command System to
alter the state of relays that affect magnetic torquing
coil power, magnetic dipole sense selection, and reac-
tion wheel spin-despin power.

The Telemetry System interface supports the
connection of two telemetry subcommutators and a
reaction wheel speed monitor. The frame of one sub-
commutator is four bits wide; the other is 128 bytes
wide, Each subcommutator receives serial transmis-
sions of telemetry data. The Telemetry System con-
trols the transmissions; the ASP microcomputer
serializes them.

Microcomputer Subsystem Firmware

The basic firmware structure involves a system
initialization process followed by entrance into a
background processing loop that can be suspended
temporarily 1o execute interrupt management and
time-dependent procedures for foreground control-law
processing.

When the microcomputer reset mechanism is
activated, it initializes the state of the microprocessor,
storage, and inputs output (170) interfaces, and places
the Attitude Control System in a stable mode. When
the initalization process is completed, the system
enters limited foreground-bachground processing until
a data command is received, verified, and stored.
Then the program clock is started, the Attitude Con-
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Fig.2 MAGSAT Attitude Signal Processor. Each board is 5.9 in. square.
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trol System is placed 1in a command-driven control
mode, and full foreground-background processing is
initiated.

Command verification, command-related diag-
nostics, and machine-related diagnostics are per-
formed in the background. In the foreground, pro-
cessing is driven by four interrupts, which are, in
order of priority, command, telemetry, analog-to-
digital conversion, and time. The first three handle
direct-memory access and interrupt-driven 1/0 fea-
tures of the microcomputer’s 170 interface. The time
interrupt updates the program clock and initiates the
scheduling of rate-dependent procedures, which in-
clude command storage, programmed 170, attitude
control taws, and interrupt-driven 1/0 initialization.

The ASP firmware consists of executive
modules, control law modules, utility modules, con-
stants, permanent (named) variables, and temporary
(data stack) variables. The executive modules provide
initialization, scheduling, interrupts, 170, and error
management. The control law modules implement the
actual attitude control logic and digital signal process-
ing, including pitch and roll angle filtering, pitch and
roll.yaw axes control, momentum dumping, and
scheduling of command updating. The utility modules
enhance the logic of the basic high-level language
(MicroFORTH) arithmetic, stack manipulation, and
data-type primitives.

ASP Development and Performance

The ASP development involved two equipment
and software configurations that supported tests per-
formed on the complete ASP package and on ASP
microcomputer firmware and hardware.

Overall tests of the ASP package involved the
use of a Command and Telemetry Systems simulator,
a MAGSAT Dynamics and Attitude Control System
simulator, and various data display devices. The
Command and Telemetry Systems simulator was
based on a single-board microcomputer (RCA 1802)
modified and programmed to simulate the interface
functions of these systems with the ASP microcom-
puter. [t allowed data commands to be entered and
telemetry data to be displayed. The MAGSAT Dy-

namics and Attitude Control System simulator was
based on a Honeywell 316 minicomputer programmed
to permit long-running closed-loop tests of the ASP
package. It represented satellite dyrnamics and
necessary elements of the Attitude Control System.

The principal equipment and software con-
tiguration used to develop and test ASP microcom-
puter hardware and firmware included an HP 1615A
timing and bus-state analyzer, an RCA micromonitor
(real-time, in-circuit, hardware and firmware debug
monitor), a Data 170 PROM Programmer, a TI
Silent 743 Terminal, an RCA COSMAC Development
System |l (firmware development and test system),
and a MicroFORTH language system.

The MicroFORTH language is a modular,
suuctured (single-entry, single-exit module) extensible
programming tool based on the concept of threaded-
code interpretation. It was modified to support
multitasking and was extended to include various
development support functions.

The MAGSAT ASP met all initial functional
and performance requirements. Requirements in the
areas of self-diagnostics, system autonomy, and in-
sensitivity to operational errors were exceeded.
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EVALUATION OF SATRACK SYSTEM PERFORMANCE

The overail performance of the Satellite Missile
Tracking System (SATRACK) has been evaluated at
APL using the data derived from three flight tests of
a U.S. Navy development missile (designated C4X).
This evaluation has demonstrated that all components
of the system developed by the Navy and APL meet
the projected measurement and estimation capabili-
ties. They therefore provide a way to assess the validi-
ty of the model of the missile guidance system. The
expected ephemeris precision of the Global Position-
ing System (GPS) has not yet been achieved.

BACKGROUND

SATRACK is a unique, highly complex missile
tracking system that has been designed, developed,
and validated under the technical direction of APL, It
was developed in order to provide a very accurate
missile tracking capability in support of the Improved
Accuracy Program (IAP), whose objective is to deter-
mine potential improvements in accuracy of existing
and future weapon systems (Ref. 1). The system was
conceived at APL in 1973, Active development of the
current configuration began in late 1974, The pro-
gram has been managed by the Instrumentation
Branch of the Navy's Strategic Systems Project Of-
fice. Equipment for missile instrumentation was
developed by the Lockheed Missiles and Space Co.
and special ship and ground station equipment by the
Interstate Electronics Corp.

In addition to providing technical direction,
APL has developed the unique and extensive process-
ing facility required for SATRACK, including chal-
lenging design tasks in hardware, software, and pro-
cess control areas. The Post Flight Receiver, a signifi-
cant special-purpose hardware design, is reported
elsewhere in this section. The extensive software
system is on-line, and a configuration control pro-
cedure has been developed to manage the processing
facility.

DISCUSSION

SATRACK (Fig. 1) uses a network of
NAVSTAR GPS satellites, a missile-borne signal
translator, surface station equipment, and the post-
flight data processing facility at APL. The missile is
tracked by measuring th.e RF between the satellites and
:he ground siations by means of a missile signal
translator. In certain cases, the ground stations, act-
ing as pseudosatellites, transmit signals like those of

the GPS and also a second signal in order to measure
the ionospheric refraction error in the RF path be-
tween the surface station and the missile. The
satellite-to-missile path uses the GPS L-band frequen-
¢y, L, (1575.42 MHz), and the station-to-missile path
uses both an L, and L ., (393.855 MHz) transmission.

In addition to collecting missile tracking data,
the surface stations recover mistile telemetry data in
order to get trajectory estimates from the guidance
system.

All the collected data are sent to APL for post-
flight processing. Estimates of initial conditions and
parameter errors for the missile trajectory and guid-
ance system are determined by a Kalman filter
smoother located in the post-flight processor, which
compares the guidance-derived quantities with the
corresponding SATRACK-measured quantities. Sys-
teinatic differences are attributed to various error
sources in the system.

Specific accuracy objectives were formulated
for SATRACK in concert with the IAP objectives. As
a basis for system development, goals were set for the
accuracy of reconstructed missile trajectories. The er-
ror recovery capability of the powered flight trajec-
tories for C4X test missiles (including initial position
and velocity) was projected to be within 40 fi in posi-
tion and 0.05 ft/s in velocity along each of three or-
thogonal axes.

The major sources of error in the trajectory
estimate are:

1. GPS ephemeris and clock errors,

2. Signal propagation errors, and

3. Corruption of the signal in the system
hardware.

Prior to, and concurrent with, the C4X flight tests,
major parts of SATRACK had been evaluated by
means of detailed simulations and with a specially
designed test satellite, TRANSAT. The results
reported here are concerned with the assessment of
SATRACK obtained from analysis of the C4X-18,
-19, and -21 flights. These tests were the concluding
phase of the SATRACK validation program.

GPS Ephemeris and Clock Errors. When the
initial error budget was established for SATRACK, it
was believed that the GPS errors experienced at the
missile (i.e., a user-equivalent error concept) would be
12 ft and 0.005 fi/s (one sigma) on each satellite-to-
missile link. To assess GPS precision independently, a
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Fig. 1 Basic SATRACK configuration,

“static’* missile test was conducted in support of each
missile flight test. The siatic test, which is equivalent
to an actual SATRACK missile test with the **missile
signal translator®* stationary on the roof of a building
at the APL facility, measures directly the errors ex-
perienced at a known location.

Another way to evaluate the relative quality of
the GPS ephemeris estimates is to compare
SATRACK missile trajectories derived using various
sources of ephemeris estimates with the estimate de-
termined from radar data and from telemetry Dop-
pler metric measurement subsystem (TDMMS) daia
obtained from TRIDENT test flights (these tracking
systems augment the SATRACK measurements).

A third way is to compare estimates provided
by different processing faciliues, i.e., the GPS Masier
Control Stauon, the Aerospace Corp., and the Naval
Surface Weapons Center/Dahlgren.

A careful analysis of all the data collected by
the three methods has led to the conclusion that the

current GPS epheneris errors are approximately three
to four times larger than expected.

Signal Propagation Errors. Three major propa-
gation effects that can corrupt SATRACK measure-
ments are missile plume, tropospheric, and iono-
spheric. Avoiding plumes by carefully selecting track-
ing sitzs has been the basic design philosophy of
SATRACK. [lropospheric models have been shown to
be accurate enough for SATRACK if elevation angles
of less than 4° are not used.

Single-frequency satellite-to-missile links are
corrected by means of a historic ionospheric model
that is adjusted in response to measurement data col-
lected for this purpose. As the program has evolved.
ionospheric data have been collected from Transit
satellites close to the time of missile flight using
equipment located at APL. Sounder data from the
particular missile flight have also been collected.
These data, provided by the dual-frequency transmis-
sion between the surface stauon and the mussile,
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measure electron content and electron content dif-
ferences (from range and Doppler data) as the missile
transits the ionosphere. The data are unique in that
they provide local vertical profiles.

[he error was small for C4X-18 because it was
a nighttime flight. C4X-19 provided useful data for
evaluating the ionospheric co..ections and the calibra-
tion of the sounder hardware, C4X-21 provided addi-
tional data for evaluating the ionospheric corrections.

The ionospheric errors have been larger than
anticipated in the 20 to 50 second region following
the peak effect, which typically occurs 200 to 250
seconds into flight. The errors are a larger percent of
the predicted value than is assumed for the current
model, but their absolute values (less than 0.05 ft/s)
are not large. Except for the small region indicated,
the ionospheric model corrections appear to be ade-
quate.

Hardware Error Characteristics. The primary
hardware concerns identified at the beginning of the
SATRACK development program resulted from the
very low signal levels at the missile, the stability
characteristics of the translator, and the configuration
of the missile antenna. Figure 1 illustrates the basic
hardware configuration. When signals from GPS sat-
ellites arrive at the missile input antenna from dif-
ferent directions, they are affected differently because
of missile dynamics. Beyond the input antenna, all
signal effects before separation of the independent
GPS signals in the Post Flight Receiver are common
to all signals. Separate tests have shown that the
delay characteristics of the translator/rec-*=r (chan-
nel 2; 1574 MHz2) are independent of signal trequency
over the expected Doppler range and are also in-
dependent of signal level over the expected level
change. Therefore, when the GPS signals are dif-
ferenced in the processing system, only the input
antenna errors and the channel-to-channel hardware
errors of the Post “light Receiver remain.

The missile a. tenna causes a large variation in
signal level at the translator as its aspect angle
changes with respect to the signal source. The peak
signal levels in the C4X-18 test were 2 dB above the
expected value, indicating that both the GPS signal
levels and the translator noise figure were nominal.
The composite specification for the GPS signal level
and the missile antenna requires a level greater than
-144 dBm over 90% of the spherical region surround-
ing the missile. For evaluation purposes, this has been
interpreted to mean over 90% of the available track-
ing span. This condition has been exceeded for all
three C4X flight tests.

Phase errors resuling from the antenna system
are more difficult to evaluate. For each antenna pair,

a theoretical interferometer correction is made to the
data, based on the nominal positions of the antenna
elements on the missile body. Since two pairs are
available, signals are selected so that corrections made
near an antenna pattern null are not included in the
final tracking data; i.e., the interferometer correction
is not considered accurate in the null region where a
very precise match to the theoretical model is r1e-
quired. The aata for the three flights show that the
interferometer errors, after correction, are consistent
with the expected performance.

Two primary concerns with the translator
hardware are that the added phase instability and/or
noise would degrade tracking performance and that
the channel 1 characteristics could not be calibrated
sufficiently to allow dual-frequency ionospheric range
measurement. The total system phase jitter has been
evaluated for each flight. In each case, overall perfor-
mas e has been within the specification levels estab-
lished for the translator. The delay calibration issue is
not resolved but dual-frequency Doppler data have
provided adequate information on the ionospheric
model.

Based on the three flight tests and on other
tests conducted throughout the development program,
it has been determined that tracking errors of the
Post Flight Receiver are represented properly by the
jitter characteristics dictated by the signal-to-noise
levels in the system. Interchannel delay bias effects
are below 5 ns. The only other error characteristics
are the truncation effects in the hardware counters.
Specifically, a single delay measurement has a 2 ns
quantization, and a single integrated Doppler
measurement has a 0.01 cycle quantization. However,
these errors are small relative to the signal-to-noise
jitter.

Based on experience to date, the hardware
system is performing exactly as expected and the pro-
jected error budget values are being realized.

EVALUATION RESULTS

In spite of the limited GPS support for the
three flight tests (two GPS satellites for C4X-18, three
for C4X-19, and four for C4X-21 as compared with
the planned six), SATRACK has estimated trajec-
tories quite well. One way to evaluate performance is
to extrapolate the reentry bodies to impact using the
SATRACK estimates of the deployment state vector
plus the Lockheed Missiles and Space Co. deployment
and reentry estimates and compare the result with an
inaependent result from the Missile Impact Location
System. When these comparisons are made, the agree-
ment 1s very good.
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The following conclusions can be drawn from
the SATRACK C4X flight test evaluation:

1. The real-time data collection hardware is
meeting its requirements fully,

2. The Post Flight Receiver is tracking the
GPS signals with the expected precision,

3. GPS ephemeris errors are larger than
were anticipated,

4. The tests demonstrate dramatically how
the tracking results improve when more
satellites support a flight,

5. SATRACK estimates of missile trajectory
and guidance system performance com-
pare very well with radar/TDMMS
results,

6. Guidance uncertainties giving rise to
cross-track velocity errors were more
observable in SATRACK data than in
radar/ TDMMS data,

SATRACK POST FLIGHT RECEIVER

Narrowband (10 Hz) Deppler and range
tracking of low-level Global Positioning System
(GPS) satellite signals translated through a Trident
missile has been demonstrated by APL. Widebund (2
mHz) predetection analog signals are digitized (1
bit) and recorded for post-flight processing.

BACKGROUND

As part of the Trident Improved Accuracy
Program (IAP), SATRACK was developed to provide
a precision tracking system for determining a missile’s
trajectory during powered flight. In order to minimize
changes to missile hardware, a simple frequency
translator is placed in each test missile. The GPS
satellite signals at 1575 mHz are received at the
missile, translated to 2200 mHz, and transmitted to
ground-based receiving stations. There, the signals are

7.  The ionospheric correction technique for

SATRACK data has been very successful
for satellite links at elevaiion angles
greater than 15°, and

8. Current experience indicates that
SATRACK will meet or exceed all of its
performance goals when GPS support
reaches its expected level.

REFERENCE

1. Satelitte Missile Tracking Program, SSPO Report 2200.3, Dec 1975.

Authors: R.J. Anderson, L. J. Levy,
T. Thompson, and R. B. Hester

Support: Strategic Systems Project Office, SP-25

heterodyned down to base band (less than 1 mHz), di-
gitized (1 bit quantized), and recorded on magnetic
tape. The required precision tracking of the translated
GPS signals necessitated the development of the
SATRACK Post Flight Receiver.

Development began with a hardware bread-
board implementation of a digital phase loci loop
receiver that could accept input data with 1-bit quan-
tizing (zero crossing point on analog signal). Exten.
sive tests were conducted at various input signal-to-
noise ratios and tracking bandwidths to verify the
operation of the design concept. The results of those
tests showed that the loss in performance (output
phase-tracking jitter) relative to a perfect theoretical
analog I~ p was less thaa 1.5 dB. Tracking resolution
goals ¢ 0.01 cycle (3.6°) for Doppler and 2 ns for
range were established to meet the overall SATRACK
requirements.
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The final implementation of the SATRACK
Post Flight Receiver System consists of 16 digital
hardware receivers controlled and serviced by a cen-
tral high-speed computer. The system design goal of
being able to process the recorded raw data in *‘real
time’’ (no slowdown during playback) was achieved.
Critical parameters (i.c., bandwidths and thresholds)
associated with signal acquisition and tracking are
completely under software control. The complicated
orocess for determining the proper phase error (in the
presence of rapidly changing signal levels) for each
loop is also implemented in computer software,
Tracked range and Doppler data from each receiver
are transferred to the computer and are saved on
magnetic tape.

DISCUSSION

In order to achieve the desired tracking perfor-
mance at the low signal levels of the GPS satellites,
very narrow tracking bandwidths (10 Hz or less) are
required. During the carly stages of powered flight,
the relative range vector between the missile and the
GPS satellite and/or ground stations is changing
rapidly. The resulting rate of the translated GPS Dop-
pler signals requires a tracking bandwidth greater
than 300 Hz simply to maintain phase lock. Narrow-
band tracking is a:“ieved by aiding each loop exten-
sively, based on precomputed data derived from the
missile guidance system. The critical problem of
aligning the time of the aiding data with the real-time
playback of the raw data has been solved.

During the past year, recorded raw daia from
four live missile tests have been processed successfully
through the SATRACK Post Flight Receiver System.
The following discussion is on the performance
achieved relative to the high signal dynamics for a
brief period of one flight.

Figure 1 is a plot of the tracked received fre-
quency versus time from one GPS satellite. 1t shows
the rapid Doppler rate that must be tracked. The
maximum rate of approximately 1400 Hz/s is
achieved at the end of the interval. As mentioned
previously, extensive aiding corrects for most of the
dynamics; however, the loop by itself must track dif-
ferences between the predicted and actual dynamics.

Figure 2 gives a good example of this capabili-
1y. The receiving antenna (at the input to the missile
translator) consists of four individual ommdirectional
antennas mounted at 90° intervals around the
diameter of the missile. Each antenna feed 1s summed
with the antenna directly across from it, resulting
two pairs of antennas mounted orthogonally. An RI
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Fig. 1 Received frequency versus time from a GPS satellite
translated through a Trident test missile,
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Fig. 2 Accumulated phase difference of signals received
through missile antenna pairs.
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Fig. 3 Received signal power level at missile translator from
GPS satellite,
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switch determines which pair of antennas is feeding
the translator at any given instant. The frequency of
the antenna switch clock is 434 Hs, Proper recon-
struction of the clock, after the fact, permits the
signals received from cach pair of antennas 10 be
tracked independently.

Figure 2 is a plot of the accumulated Doppler
difference resulting from independently tracking one
GPS signal from each pair of antennas. The data are
derived by differencing measured Doppler eycles from
cach trac over the same interval (0.2 s) and then
summing or integrating the differences over the entire
time span. Juis essentially the instantancous phase
difference between the two signals starting from an
assumed in-phase condition. The ¢yclic phenomenon
is a result of the phase interference from the two
pairs of antennas as the missile rotates about its own
bedy axis. Several cycles of phase are accumulated
because the received wavelength (0.2 m at 1575 mHy)
i small compared with the diameter of the misile,
Since Fig. 2 is a phase plot, abrupt changes in ity
slope represent small «teps in frequencey. For instance,

at 126 s the phase slope changes from - 1.5 to +1.5
Hz, indicating a frequency shift of 3 Hsz. Since no
aids are available for this phenomenon, the tracking
loop itself’ must follow the steps. It is important 10
note that this relatively small effect is in addition to
the total dynamics observed in Fig. 1. The noise on
the instantancous phase difference is a measure of the
output tracking jitter and is less than 0.1 cycle.

Figure 3 is a plot of absolute signal power level
from one pair of missile antennas as seen at the trans.
lator input. The 15 dB nulls are due to poor antenna
gain when the line between the antennas is perpendic-
ular o the linc-of-sight vector to the satellite. Ob-
viowsly, at that time, reception is very good from the
other pair. The wracking loop can maintain phase
lock, at a constam bandwidth, under the difficult
conditions of rapidly changing signal levels,

Auwthor: L. L. Wornke

Support:  Strategic Systems Pragect Office, SP-25
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COMPUTER TECHNOLOGY APPLICATIONS
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INTRODUCTION

Extensive computational facilities are maintained by APL to support the
work of its scientists and engineers. The central digital computer facility consists
of an IBM 3033 Multiprocessor (MP) with high-speed large-scale dual pro-
cessors, The 3033 is highly failure resistant, has a basic machine cycle time of 58
ns with overlapped (parallel) instruction execution, and has an advanced virtual
memory operating system. lts main memories contain 16 million bytes and it has
a virtual memory capability of 32 million bytes. This capability is supplemented
by auxiliary direct access storage totaling 44.3 billion bytes (disk and mass
storage). The facility serves a wide variety of tasks including large-scale
simulations, complex analysis, and data processing and reduction. Extensive use
is made of interactive processing for the real-time solution of problems; about
250 remote terminals are available.

APL also supports two analog/hybrid computer laboratories, Analog
and hybrid computations are essential to the solution of complex problems,
particularly when large numbers of simulitaneous differential equations must be
solved. Hybrid facilities can simulate economically large physical systems
composed of continuous and discrete processes as well as real-time simulations
that include hardware in the loop.

APL's two hybrid computer laboratories are the Interactive Simulation
L.aboratory (I1SL) and the Guidance System Evaluation Laboratory (GSEL). The
EAI 680 analog computers in the ISL are interfaced with an 1BM 3033 digital
machine that is part of the MP configuration. The other hybrid system, con-
sisting of an EAl PACER 600 sysiem interface to missile hardware and a radio

gL
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frequency test chamber darkroom, is used primarily to test missile guidance
hardware. The physical facilities of both laboratories are being upgraded.

Data reduction, tape decoding, and reformatting of field-generated data
are activities required to support the many test programs conducted by APL. A
separate data reduction facility performs complex wave analysis, reformats
analog and digital data for direct entry into the computer, and digitizes and plois
data on paper and on microfilm,

Software development, minicomputer systems, and microcomputer
development are supported by special facilitics described in the 1976
Developments in Science and Technology (JHU/APL DST-4, pp. 52-37).

The articles in this section, a sample of computer-related projects at the
Laboratory, cover the following areas:

1. A low-cost, computer-based system for measuring and displaying
antenna patierns;

2. A software development and documentation system based on user
interaction with computer-based software tools; and

3. A handbook that provides guidance and trade.offs to assist the
designer of a distributed computer system.

4. Tactical speech synthesis by means of compnters, studied as an aid
1o personnel who are required to perform complex coordination
duties.
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AN AUTOMATIC SYSTEM FOR MEASURING ANTENNA PATTERNS

A conventional antenna range recewer and
manually operated antenna positioning system have
been integrated with a small computer to form an
automatic system for measuring antenna patierns.
Tre expandable system, assembled and prograrimed
Jor the NASA Goddard Space Flight Center,
automatically measures and processes antenna patiern
data at a cost that is substantially less than commer-
cially available automaied measurement systems,

BACKGROUND

NASA expressed the need for an automatic
antenna pattern measurement system that was low
cost, would use their existing range instrumentation,
and would allow future expansion, It was desired to
have the measurements formatted into a contour plot
of antenna gain and also to be able to transfer the au-
tomatically collected data to a central computer facili-
ty for more advanced processing and analysis. The
Antenna Pattern Data System (APDS) (Fig. 1) was
developed to meet these needs. It provides ponability
and also compatibildity betwzen 1wo antenina test
ranges at Goddard.

The APDS is an cutgrowth of an auiomatic
data acquisition system developed at APL {Ref. 1) to
satisfy the need for thorough and repeatabie measure-
ments of antenna patterns. }t has been used for such
1asks as collecting and processing radome error data.

The automatic data acquisition system was
made possible by the siandardizaiion of an in-
strumentation bus (IEEE 488, Ref. 2) and by the
availability of low-cost small computers. Necessary
instrumentation can be connected over a single bus
and contrclled by the computer. Even instrumentation
not having bus capability can be interfaced through
other bus-compatible instruments such as analog-to-
digital (A/D) converters and relay actuators,

DISCUSSION

Figure 2 is a block diagram cf the APDS. The
system controller, a Hewlett-Pacaard 9825A Desktop
Computer, positions the antenna pedestal and mea-
sures the antenna data. The commands for direction
and axis of antenna pedestal motion are directed over
the general-purpose interface bus (GP-1B, IEEE 488)
to a relay actuator. The relay actuator is interfaced
with the pedestal interface control, which provides
direct control of the antenna pedestal funcuons as

K & ”m’ml ‘
LN

Fig. 1 Antenna Pattern Data System,

well as the manual selection of pedestal movement
speeds. A three-phase synchronous waveform from
the antenna pedestal, indicating the current position,
is sent through a synchro distribution panel to the
pattern recorder, console display, and pedestal inter-
face control. The synchro-to-digital converter converts
the synchrenous position signal 1o a 16 bit digital
word. The computer inputs the digitai position infor-
mation through a 16 bit input/output port and, after
interpreting the input as angular position in degrees,
determines if the antenna pedestal has arrived at the
desired position. If so, the antenna pedesial is com-
manded 10 stop and the aext axis of interest is posi-
tioned.

Antenna data are taken after ihe pedestal has
been positioned properly. The Ri signal from the test
antenna is directed mto a phase/amplitude recewver
along with a reference signal. The receiver outputs the
measured phase as a e voltage and the amplitude of
the two Ri sigaals as a 1 KHz signal. The amplitude
channels are fed through <eparaie 1 kHz precision
detectors to yield e voltages proporuonal to the Ri
sighai amplitudes. The phase and amplitude channels
are directed 10 an A/D comverter that 1s controlled
through the nterface bus by the computer. The
digital value vorresponding to each A/ comverter in-
putis thenread by the’ vuiputes.

=
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An automated test s performed when the com.
puter, under sotiware conyol, commands a pro-
grammed series of antenna pedestal movements and
measurements prevtowsly selected by the operator. A
magnetic tape system provides for permanent storage
of the collected antenna data and ailows data 1w be
transterred to a cenral computer comples tfor further
processing. A plotier displays the results ot the test
a “‘readable’” form.

The operation ot the APDS revohves around
three primary tashs: posiioming the amtenna pedestal,
collecnng the antenna data, and commumceaung the
test results iy an acceptable tormat. Fhe antenna data
collecuon program avtomaucally positions the anten-
na pedestal to all ot the desired azimuth and clevauon
angles and measures the signal charactersues through
the antenna at each posttion The resulung ampliwude

H
i [l

i

:14

T,

i,

Software

Block diagram of APDS,

and phase data are recorded on magneue tape. A
tour-color radiation distoibution  plor » generated
(shown without ¢olor in Fig. 3) while the measure-
ments proceed, so that the progress of the test can be
followed and 10 give a rough indicanon ot the anten-
na gam characteristivs, The antenna data collection
program positions the antenna over @ complete sphere
with a diserete angular step swze of 0.5° or larger,
Smaller angular step sizes can be aclueved by making
nunor changes to the program and reducing the speed
ot the pedestal mosement.

The antenna  radiaion  contowr  prograim
retrieses the data previously recorded on magneie
tape by the antenna data collecuon program and
generates a tour-colur radiation contour plot (shown
without coter m hig. 4) of the tested anenna. This
program caie merge muduple files of data representing
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3 separate tests of a sigle antenna into a single radia- Y ILEE  Standurd  Digaal  Interface  jor  Programmable  In
. . . . . : N stramentation, Institute ot b lecinival and Elecirones Engueers Sid

i non contour plot. Incomplete data files resulting 1881976 v ¥

“ from an aborted test can also be aceepted as data for 3 C H Runnenbuig and R U Trapp, Vmtennu Pattern Data Svstem,

. . ~ +] N )
a contour plot if desired. The characterisues of the APLIJHUESTI 001, B eb 1979

plot, such as contour levels and dynamic range, can
be chosen by the operator.
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THE COMPUTER ASSISTED SOFTWARE ENGINEERING SYSTEM

The Computer Assisted Software Engineering
(CASE) System provides a comprehensive software
development tool for engineers, designers, program-
mers, and managers. It guides its users through the
lasks of documentation, design, coding, testing, con-
Siguration control, and status analysis.

BACKGROUND

Software engincering teams often find the
development of a software system to be a harrowing
experience. Let us trace a typical software system
development cycle as depicted in block diagram form
inFig. 1.

The cycle begins with the definition of a re-
quirement. A software system is designed 1o fulfill
that requirement and a definition of *‘what™ each
system component must provide is formulated. The
“what'' is mapped into the “*how'" at the computer
program design stage. This stage is also marked by
the identification and design of the program units
that comprise the computer program. Various levels
of test plans and procedures are constructed, based
on the system and program design specifications.
Next, the program units are coded, individually
tested, and integrated in an orderly fashion. At this
point, hardware and software are combined and a
formal certification test is conducted. Following ap-
proval of the software system, performance and
design documents, data base descriptions, and user
manuals are drafted, edited, and delivered. Modifica-
tions may be introduced at any stage in the develop-
ment cycle.

Traditionally, the only steps of the software
system development cycle that are performed with the
aid of a computer are the coding of program units,
their integration, and the certification testing. The re-
maining steps have to be performed manually. Thus,
the following typical software-development problems

arise:
1. Coding is started before the design has
been completed;
2. Program documentation is done last,
ergo poorly;
3. Managers have inadequate status infor-
mation;
4.  Thereis a lack of support facilities;
5. There is low programmer/desigher pro-
ductivity; and
6. The result is expensive, unreliable soft-
ware.
DISCUSSION

A team of engineers and systems analysts in
the Fleet Systems Department of APL conducted a
study of the problems associated with the develop-
ment of a software system and drafied requirements
for a standard system software development tool.
Thus, the CASE system was initiated.

The CASE system is precisely that—a system.

1t is an integration of various pieces of hardware with
special CASE  software and a unique operating
system, PWB/UNIX, developed by Bell Laboratories.
Figure 2 is a block diagram of the CASE environ-

ment.,

Modification/
maintanance

} Y Y
Requirement System | I Program
¢ ¢ design design

Test plan

:

» Testplan

\

Draft L ] Delwered
documentation documentation

Fig. 1 Typical software development cycle.
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The most important interface is with the ap-
plication computers (hosts of the software system
once it is developed and tested). A desirable environ-
ment calls for at least one application computer serv-
ing as a batch job processor for compilations,
assemblies, and links and another reserved for in-
teractive program unit testing.

The system offers its users a comprehensive set
of functions on document production, design and
code production, module testing, configuration
management, and management reports production,

DOCUMENT PRODUCTION

The steps involved in document production us-
ing the CASE system follow.

Step 1: Creation of the Document Profile. The
CASE data base includes ‘‘canned” document
outlines for many documents whose outlines have
been standar...zed. Starting with one of the canned
outlines or a new one, the Project Administrator
upgiades the document outline 10 a document
“profile” by appending centain information 1o each
section’s title, including a description of what the
Project Administrator wants the section to comain,
the assigned authors of the section, and keywords to

be associated with the contents of the section (used
later for retrieval purposes).

The Project Administrator may also include
general document formatting decisions (single or dou-
ble spacing, right column justification, etc.) within
the profile.

Step 2: Creation of a First Draft of the
Document. The author then issues a “*document crea-
tion" command at a terminal, making sure 10 identify
the profile upon which the document s based. The
CASE system retricves the document profile, isolates
the entries pertaining 1o the first section, and prompts
the user with information resembling the following:

1. INTRODUCTION
Author = Linda Smith
Keyword = CASE
This section should briefly describe the
name and purpose of this document,

The CASE system is now waiting for the author to
enter the contents of the first section. He has a choice
of five ways to emter the contents (Refs. 1 and 2). He
also may enter a .MORE keyword to signal that the
contents are incomplete and will be revised later.

Step 3: Madification of the Document. The
author may incorporate suggested modifications to

i
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the document file by issuing the “*modify document”
command and exccuting the procedures described in
Refs. 1 and 2.

Step 4: Document Publication. When the Pro-
ject Administrator decides that a document bhas
reached the point where it is acceptable for general
publication, he issues a ‘‘publish’’ command. The
output of this processing may be routed to one of the
documentation devices that interfaces with the CASE
system to produce a high-quality report.

DESIGN AND CODE PRODUCTION

Once an individual or a group has been as-
signed responsibility for the design and coding of a
particular module, the following tasks are under-
tahen:

Design Tasks,

1. Creation of a description of the module

intext form,

Creation of a flowchart of the module,

3. Definition of the module’s subroutine
control flow and data interaction, and

4. Definition of the module’s key data
elements,

Coding Tasks,

1. Creation of source code that compiles or
assembles without error, and

Creation of object code that links with
other modules' object code without error.

o

(&%)

The CASE functions that assist users in the comple-
tion of these 1asks are listed and described in Refs. |
and 2.

MODULE TESTING

The CASE module 1esting facility is a versaule
testing, debugging, and integration tool that aids
greatly in the production of high-quality, reliable
software. It enables the test engineer 10 describe
module inputs and outputs in engineering terms using
a special-purpose high-level language designed specifi-
cally 10 describe real-time test procedures. The CASE
system supports its users in all phases of module
testing, including creating and verifying test descrip-
tion files, executing and storing module tests, produc-
mg test results, and analyzing module performance.
The CASE funcuons that aid users i the completion
of these tashs are described 1 Ref's. | and 2.

CONFIGURATION MANAGEMENT

Durnmg the entire development cycle of a soft-
ware system, the Project Admimstrator 15 faced with

the problem ot configuration control. Documenta-
tion, ~seutee code, object code, design data, and test
information must all be kept under configuration con-
uol. Working versions of cach category of data must
be kept separate from certfied versions. Access
privileges 10 certified versions must be monitored
closely. The project data base must be protecied but
not to the extent that progress is impaired.

The CASE system is designed to offer con-
siderable aid to the Project Adminstrator’s role as
configuration manager. It provides a user file (where
the user can create, modify, or destroy the file, as
desired) and a configuration control system (CCS) file
(where certain access restrictions have been imposed).
The restrictions on CCS hles are given in Ref, |,

MANAGEMENT REPORTS PRODUCTION

Throughout the development cycle, the Project
Adnunistrator requires system status information that
can be retrieved quickly in order to make sound judg-
ment about the course to be followed to complete the
software system. The CASE system provides the
following management reports:

1. Documentation status, including sections
to be supplied/completed;

Code status, including total number of
lings, number of lines changed, and
number of reassemblies;

3. Configuration management, including

(%]

update summaries, outstanding
discrepancies, and a discrepancy-update
map;

4. Schedules and milestones;
5. Memory usage, and
6.  Time usage.

The CASE system is presently being used by
three organizations on a half-dozen projects that in-
volve the development of a software system.

REFERENCES

W A Amey, “The Computer Asssted Sottware  Lagineening
VCASE ) Systenmn™ Proc il Sufiware Engineertng Conf | Sep 1979,
pp 11ELS

WS Amev, D J Buscher, R G Greenberg, and M H Gates,
CISE User s Guude, JHU APL ES-79 070, O 1979
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A DISTRIBUTED PROCESSING HANDBOOK

There are many ways to distribute processing
power among various computers, computer peripher-
als, and systems. A hundbook written at APL dis-
cusses and categorizes many of the distributed ap-
proaches.

BACKGROUND

The term *‘distributed processing” has been
used in recent years to describe a wide variety of
computer architectures that display various degrees of
processing  parallelism,  Distribwted  processing s
recognized as being advantageous for several reasons,
First, computational performance is improved if tasks
arc shared by several computing elements. Second,
the resulting system is more reliable than if a conven-
tional approach is used because if one computer fails,
its work load can be shared by the remaining proces-
sors. Third, the system is readily expandable — more
computers may be added to improve performance.
The problem is that the designer of a system that
might potentially use distributed architecture is faced
with many possibilities. Whatever system is being
designed, there must be some means to determine if a
distributed processing approach is advantageous and,
if so, what type of system should be used.

In response to this need, the Distributed Pro-
cessing Handbook was written (Ref. 1). Various
topics in the field are treated, and many examples
from the literature are presented. A checklist enables
one to narrow the search to appropriate systems, and
an extensive bibliography lists sources for further
reading. In this article, several important issues in the
field of distributed processing are discussed. The
specific chapters of the handbook where these topics
may be found are noted.

DISCUSSION

The computers, computer peripherals, ter-
minals, and other clements in a distributed system
may be located in the same room, on the same air-
craft or ship, or thousands of mules apart. The
pochets of distributed system elements are called
“‘nodes.” A somew hat arbitrary but useful division of
distributed processing systems based on the geograph-
wal distnbution of the nodes has been made in Sec-
ton 3.1 of the handbook. This division separates the
systems nto three major categories. dispersed net-
worhs, local networks, and localized systems. The

systems in which nodes are distributed across the
country, called “*dispersed networks,’* include nation-
wide and worldwide configurations such as the ARPA
network (a resource sharing and message passing
system) and the Aloha network in Hawaii. In the
ARPA network as well as in other geographically
dispersed systems, the links between nodes tend to be
expensive. Therefore, great care must ke taken to
rowe packets of information efficiently from the
source to the destination node.

At the other extreme is the localized system. A
number of distributed processing and parallel com-
puter architectures it into this category, including
multiprocessors that consist of several computers
located in the same room, working on the same prob-
lem in parallel. If the system is programmed correct-
ly, a substantial increase in throughput over that of a
single computer should be realized.

Between the dispersed network and the local-
ized system falls the local network. Iv consists of a
number of terminals, computers, and computer de-
vices (such as controllers or interfaces to sensors or
actuators) located within an office building, labora-
tory, or ship. Messages are passed between the nodes.
There has been much interest in the concept of a
“paperless city’ in which mail, personal banking in-
formation, news, and so on would be transferred be-
tween a personal terminal and the bank, news center,
or mail service, over a common network. A few of
the developing local networks are already experiment-
ing with these ideas.

Section 3.2 of the handbook is concerned with
the coupling between nodes, i.¢., the rate at which in-
formation can be transferred. Many geographically
dispersed systems are loosely coupled. For example, a
typical link in a computer network developed by
Texas Instruments runs at about 50 000 bits of infor-
mation per second. In moderately coupled systems
(¢.g., many local networks), a typical data transfer
rate is 1 1o 5 million bits per second, whereas data are
transferred even faster in closely coupled systems.

A very important issue in the design of a
distributed processing system is its topology, i.e., how
the nodes are physically interconnected. Different net-
work topologies are described i Section 3.3 There
are several possibilities for local and dispersed net-
works (Fig. 1). Most geographically dispersed net-
works are wregularly connected, whereas a popular
local network topology is the shared line over which
all devices communwate (the shared line might be a
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Fig. 1 Network topologies.

coaxial cable, for example). In a geographically dis-
persed system, the link between nodes could be a
leased telephone line or microwave circuit. The topol-
ogy of the localized system is quite different from
that of the networks because information must be
transferred between computers with much greater
speed. In a multiprocessor, there are a number of
ways in which the various central processing units
pass daia through a common memory. One example,
the C.mmp multiprocessor of Carnegie-Mellon
University, is shown in Fig. 2.

Once the physical architecture 1s defned, a
distributed processing system is only useful if there 1s
a well-defined protocol whereby data are transferred
reliably and efficiently. The protocol must assure that
data are transferred error-free between nodes in net-
works. This issue is treated in the handbook in Sec-
tior: 3.4. Other issues involved are control of the net-
work’s operation. the security of messages, the

Memory modules

Processors

P Al ‘
L—— Input/output controllers

Fig.2 C.mmp multiprocessor,

routing of packets through intermediate nodes, the
detection of element failures within a distributed
system, and network testing. Even if a protocol exists
and messages can be transferred reliably frory node to
node, the applications software must be written to use
this distributed environment effectively This is true if
several nodes are cooperating to solve one problem
(fined application) or if users at certain nodes require
the resources at other nodes (resource sharing).
Because software considerations for localized systems
are often quite different from those of networks, this
issue is treated in a separate section of the handbook.

In addition to the previously mentioned topics,
the handbook covers networks that are built from
other networks and brings up the issue of a “‘gate-
way” between systems. Section 3.9 provides a brief
overview of conventional, as well as exotic, computer
systems, some of which can be considered 1o be ea-
amples of distributed processing systems.

The handbook and the bibliography are good
places to begin the study of distributed processing.
For those mierested in a bibliography on locahzed
systems, Ref. 2 may be helpful. Reference 3 is a good
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mntroduction to the growing field of network pro-
tocols.

REFERENCES
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080, Jul 1979,

TACTICAL SPEECH SYNTHESIS

A low-cost speech generation sysieisi has been
interfaced 1o a standard Navy computer system in the
Combat Information Center (CIC) of the APL Com-
bat Systems Evaluation Laboratory. It auwtomatically
generates auditory alerts and status reports during
sunulated batile scenarios. The configuration will per-
mit mvestiganons  into  the unhty of synthesized
speech in improving operator efficiency ina CIC.

BACKGROUND

The Navy's Aegis Ship Combat System, a
highly automated integrated system of computers,
weapons, and radar, is in production and will be in-
stalled in a new class of cruiser in the 1980's, The
Aegis New Computer Technology Program has been
established to investigate new computes-related tech-
nological developments whose application 10 the
Aegis Combat System may reduce costs or improve
system performance (Ref. 1). Computer-generated
speech has been identified as a maturing technology
offering the potential benefit of improved operator
efficiency in a CIC. To assess the potential benefit
realistically, an experimental low-cost speech genera-
tion system has been interfaced to a standard tactical
computer system in the CIC. The configuration en-
ables the tactical computer system to issue auditory
alerts and status reports automatically in response to
changes in a simulated tactical environment,

2 R A Mosier, A Muluprocessor Compenduon, Instuie tor Detense

Aualyses Research Paper P-433, Jun 1968,

30 MOMQuillan and V. G, Cert, Tworial A Praciical View of
Computer Comnuunications Protocols, TLEE Computer Society,
1978

Author: S.A. Kahn

Support:  Indirectly Funded R&D

DESCRIPTION

The tactical computer systern consists cf a
Univac Q20 computer and a Univac 1230 computer
(Fig. 1). The Q20 simulates friendly and hostile forces
in the combat environment according to one of many
battle scenarios. The 1230 simulates the Aegis Com-
bat System operating within and interacting with the
combat environment. The standard 1230 software has
been enhanced to review the progress of the simulated
battle periodically and to request apjropriate syn-
thesized announcements. Requests are .ommunicaied
to the speech generation system through an APL-
designed hybrid communications link.

The speech generation system (Figs. | and 2)
consists of a Cromemco Z-2 microcomputer and two
low-cost synthesizers: a Computalker CT 1 and a
Speech Technology MI188. The microcomputer de-
codes communications from the 1230 and sends back
the required acknowledgments. It assembles appro-
priate synthesizer control parameters and sends them
to one of the speech synthesizers, causing an an-
nouncement to be articulated. Currently only the
Computalker is used.

A communications protocol has been designed
and implemented to ensure that the receiving system
is ready to accept data before the data are sent from
the transmitting system. In general, communications
are 1nitiated by the 1230 system. However, a user may
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request a status report by pressing a remote pushbut-
ton connected to the speech system; this causes the Z-
2 1o initiate a communication, forwarding the request
to the 1230.

A communications stream consists of control
codes and speech codes. Control codes provide com-
munications protocol and convey speech processing
options. The options inciude selection of the specific
synthesizer to be used and specification of announce-
ment priorities; a high priority announcement (e.g., a
threat alert) will immediately interrupt any announce-
ment in progress. Speech codes consist of an utter-
ance code identifying a word or phrase to be spoken
and a post-utterance delay code. Utterance code

Tactical computer system
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converter

A
8 bit
data
hink

Speech generation system
;3":"\3': Ty
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Fig. 1 Block diagram of tactical speech sy nthesis system.

values of 0 to 69 have been assigned arbitrarily to the
words and phrases needed to form a preliminary set
of announcements. Delay codes specify the length of
the pause that should separate the requested utterance
from the one that follows. Delays may range from 0
to 1.5 seconds in increments of 0.1 second.

Fig.2 Speechgeneration system.

In the current phase of the investigation, the
Compuwtalker is being used 1o evaluate and develop ef-
fective tactical announcements. Table 1 lists three
preliminary candidate announcements currently im-
plemented and the conditions under which each is
generated.  Despite its modest speech quahty, the
Computalher synthesizer was chosen for this phase
because its speaking vocabulary can be changed 10 ac-
commodate new announcements. The vocabulary con-
sists of a list of phonetically spelled words stored in
the microcomputer’s memory. A new word 1o be add-
ed is uanslated into a sequence of phonetic symbols,
whech are added to the list.

The system described above constitutes a tool
for experimenting with and evaluating computer-
generated speech in the dynamic tacucal environment

65
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PRELIMINARY CANDIDATE ANNOUNCEMENTS

Type When Presented

Example

Periodic status report
hostile activity
Ininial threat alert
range

Every 10 munutes during periods of no | “Time: Twenty-three, thirty. No hostile contacts.

Response plan bravo set. Auto fire not set.”

First penetration of a threat into preset | “‘Threat alert! Contact at: Thirty-three miles. Decision

time: Forty-one seconds."’

On-demand status report Operator requested, typically used during | *‘Status; Sixteen threats. Twelve engaged. Highest

attack

unengaged threat: twenty-three seconds to go."

(Track number and additonal unengaged threats
given if time to go s less than a preset values.)

of a CIC. Since the effectiveness of this speech
depends on the intelligibility of the announcements,
selected messages may be implemented in the future
on a synthesizer with better fidelity. The Speech
Technology synthesizer incorporated in the speech
generation system is a possible candidite, Although
its speaking vocabulary (consisting of custom-ordered
digital recordings of human speech) is inconvenient to
change, the clearer, more natural articulation makes
it well-suited for final evaluation once a tactical an-
nouncement set has been chosen.

REFERENCE
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ENERGY RESEARCH AND DEVELOPMENT
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INTRODUCTION

APL began studying the environmental and social impact of energy
facilities in 1971 in collaboration with The Johns Hopkins University Depart-
ment of Geography and Environmental Engineering and with the Chesapeake
Bay Institute. It has since evaluated for the State of Maryland all proposed
power-generating facilities in the state. The work has led to projects and con-
tributions in a wide variety of technical areas related to the location of energy
facilities and the mitigation of damaging effects. One project reported in this
section — an assessment of the envitonmental effect of saline water **drift””
emitied from a cooling tower — is intended to quantify the emission and
deposition of salt and the effects on crops, soils, and vegetation from the
operation of a large natural draft cooling tower using brackish water.

APL is also contributing to the development of new energy systems. By
1973, it had analyzed energy technologies and concluded that the use of low-
grade heat (solar thermal, "geothermal, and waste) will provide increasingly
important alternatives to scarce fossil fuels. Programs were mitiated in-house to
study ocean thermal energy (solar energy stored in tropical oceans), geothermal
applications, and systems such as the Community Annual Storage Energy
System that save ssummer heat for winter use. A common requirement of these
applications is more <fficient heat exchange at small temperature differences,
but reliable engineering design data were not available. The Ocean Thermal
Energy Conversion (OTEC) heat transfer experiments conducted by APL over
the past several years provided the first firm basis for the design of economical
evaporators and condensers for large OTEC plants.,

The Laboratory has become a leader in developing the concept of using
ocean thermal gradients to produce ammonia. Domestic ammonia for nitrogen
fertilizers is now made from natural gas. The APL version of OTEC could have
a substantial effect on the consumption of natural gas in the United States. Our
efforts have included the design and evaluation of heat exchangers as well as the
design of an OTEC pilot plant that will produce 5 to 10 MW of electrical energy.
During the past year, a model of 4 proposed heat exchanger (designed by APL to
satisfy cost effectiveness objectives) was tested as an evaporator, witl. excellent
results; this effort is reported here.
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APL is responsible for studies of geothermal resources 13 Region § of the
Department of Energy/Division of Geothermal Energy (DOE/DGE). Scenarios
outline the potential magnitude of identified resources, present development und
use schedules, and indicate problems that must he surmounted before the
resource can be used. Institutional impediments to the development of low-head
hydroelectric power are being studied. Work has begun on techniques for ex-
tracting methane from landfills and continues on the active acoustic detection of
leaks in underground natural-gas lines.

DOE recently completed an extensive drilling program, including a deep
well (4500 feet) ar Crisfield, Maryland, which resulted in the discovery of 133°F
waler — temperatures of up 1o 200°F are expected at other locations. In order to
determine the potential effect of the development of geothermal resources in this
region, APL has undertaken a geothermal energy market study for DOE. The
Laboratory will survey current requirements for thermal energy at temperatures
below 250°F, perform generic engineering studies to ensure that geothermal
energy is feasible for satisfying these requirements, anaiyze the economics of
supplying geothermal energy for those applications, and develop a methodology
to assess market penetration, Three articles report on this work. One addresses
the survey results and engineering studies, another presents a more detailed
engineering study of the Crisfield well data, and the third discusses economic
modeling of potential geothermal resource applications.

Other energy-related programs are under way. Pioneering work has been
done in developing efficient flywheels from filamentary materials, and a
feasibility study has been completed in which the operation of a complete, jow-
cost flywheel energy storage system was demonstrated.

APL iy also making advances in energy conservation. Over the last
several years, reductions have been made in the energy required for its own
facilities, One technique uses the waste heat from the computer system and ‘rom
air conditioning systems together with a heat pump to augment the heating and
hot water systems for sevyral buildings, The Laboratory is now helping the Siate
of Maryland to review the energy efficiency of several state buildings.
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ENVIRONMENTAL ASSESSMENT OF SALINE DRIFT

FROM THE CHALK POINT
NATURAL DRAFT COOLING TOWER

The environmental impact of saline water
“drift’* (an aerosol formed directly from a tower's
cooling water and emitted from the cooling towers)
can be an important consideration in the siting of
electrical po -er generating plants. The Chalk Point
Cooline  Tower Project is an experimental and
analytical program to quantify salt emission, salt
deposition, and the effects of sali on crops, soils, and
native vegetation resulting from the operation of a
large natural-draft cooling tower that uses brackish
water. /i PL has had a major role in tins unique pro-
Ject including conducting field experiments, creating

mathematical  models, and performing systems
analysis.
BACKGROUND

Historically, plants that use steam to gencrate
clectricity have used once-through cooling as the
preferred form of heat removal. During the 1960's,
however, electric generation equipment increased in
size, and there was growing concern about the en-
vironmental effects of dispersing heat into natural
waters. Moreover, many desirable sites for large
generating stations do not have enough water to allow
once-through cooling.

A proposed solution to the problem is 10 use
large evaporative cooling towers, However, the emis-
sions from cooling towers also have environmentai ef-
fects. Heat and moisture emitted into the atmosphere
as a warm, moist, buoyant plume can alter the
meteorological conditions in the vicinity of the tower
(e.g., by enhancing fogging and icing). Drift is carried
up with the plume and subsequently deposited on the
surrounding terrain, Mineral salts in the drift droplets
can be harmful to vegetation and to man-made struc-
tures if deposited in sufficient concentrations. Cool-
ing tower manufacturers responded with improved
drift eliminators, which reduced drift emissions by an
order of magnitude without seriously degrading cool-
ing performance.

The 600 MWe Unit No. 3 of the Potomac
Electric Power Company (PEPCO) generating station
at Chalk Pomnt, Maryland, was a prime candidate for
study in 1970. Environmental concerns were raised at
the legislative and regulatory level because the pro-
posed natural draft cooling tower would be located
a choice agricultural setting and would use brachish
water from the Patusent River as makeup. Special

concern was expressed about the effect on crops im-
portant to Maryland’s cconomy, such as tobacco
(tobacco’s burning rate is sensitive to chloride concen-
tration). The effect on other crops (e.g., corn and
soybeans) and on native vegetation was also of con-

cern,

Hence the Chalk Point Cooling Tower Project
was initiated in 1971 by a Maryland Public Service
Commission action that required a research and
monitoring program to determine the effect of salt
drift at Chalk Point. The project has been jointly
nonsored by the State of Maryland Power Plant
Siting Office, the Eleciric Power Research Institute,
the U.S. Department of Energy, the U.S, En-
vironmental Protection Agency, and PEPCO. It has
been implemented by the University of Maryland, En-
vironmental Systems Corp. (ESC), Meteorological
Research, Inc. (MR1), Bendin Environmental Science
{BES), and APL.

DISCUSSION

The project has involved several phases of data
collection, data reduction, and modeling analysis. In
1973, the Agronomy and Botany Departments of the
University of Maryland implemented a program of
vegetation and soil monitoring at several sites near
the plant. Research was undertaken 1o establish the
wolerance of crons, plants, and soils to santwater
acrosol spray. These field programs have continued
into 1979 with excellent data recovery. Later in 1973,
the program was expanded to develop and validate
ways 10 estimate salt dnft deposition from cooling
towers by using data on tower emissions and ambient
meteorology.

To support this effort, a program was begun
to acuuire the necessary data. ESC designed, con-
struct2d, and operated an instrumentation pachage to
measure plume thermodyramics and drift parameters
within the tower and to sample salt deposition on the
terrain. BES instrumented a 100 m meteorological
tower at three levels. During critical test periods,
APL provided radiosonde measurements, and MR1
uistrumented an aircraft 1o measure external plume
meteorology (including the drift aerosol). In 1978,
baseline measurements were made of internal plume
and drift parameters. Then in December 1975 and
June 1976, full-scale mtensive tests were conducted 1o




provide data on the internal and external plume and
on salt deposition over a w' . range of ambient
meteorological conditions,

Since the flue gas scrubber on the boiler stack
is also a source of saline drift droplets, the drift dye
tracer experiment was conducted in June 1977 (o
idemtify cooling tower drift. The data collected by a
dense array of samplers were used to validate a saline
drite deposition model developed by APL. The model
and the Chalk Point data base were then used to
predict the effects of the full operation of several
plant configurations. Reference | is an overview of
the entire project.

Drify Dye Tracer Experiment, The Drift Dye
Tracer Experiment (Ref. 2) was designed 10 separate
and identify individual acrosoi sources contributing o
the total dowawind drift a: the Chalk Poimt site. The
tracer in the circulating water of the cooling tower
was | ppm rhodamine WT dye. The experimes pro-
vided a complete set of data 1o validarr  dr mosi-
tion models, including the simultanec - e sure-
ments of 1ower emissions, ambient meteor oy, and
ground deposition,  Preliminary to the field tewt,
laboratory tests established prooi of principle, <n-
vironmental safety, an.' chemical controbs for th .
of the dye. Rhodamine WT was selected becaus
meapensive, sife, and controllable. The only Fanita-
aon noted was ats chemical decomposition ik
presence of ulunaviolet rad’ ion, so the west had 1o be
conducted au night,

Two sampling arrays subtending an are ol 338°
were deployed 0.5 and 1.0 Am downwind of the coor-
ing «ower, Each station had three funnel samplers for
data on total deposition and three tilter papers for
data on droplet size dustribytion. Background sam-
pling stanons were upwind of the cooling tower. All
sampling stations were within 30 o of each other in
order 1o resobve the variation in deposinon across the
dnift plume.

Chemical and {luorescent analyses of the fun-
nel samplers were used to separate the total tower
dritt deposition from that caused by other sources.
Both water and fluorescem droplet stains on the filter
papers were read manually to determine the droplet
size dist butions from the two sources. Figure 1is an
example f the mass-fracuon size distrtbutions that
were obtainea. ouanning the distiibutions provided an
alternate measurement of the total deposion ar each
samphling location. Subtractng the tolal deposiion
determuined by fluorescent analysis from the total
determined by chemical analysis provided separate
measurements of drift depositon from the cooling
tower and from other sources (the boier stack).
Figures 2 and 3 show the rates of sodium deposition
0.5 and 1.0 km from the cooling tower using the
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Fig. t Comparivon of percent mnss traction distribution
curves Tor fluorescent and water-sensitive tilter paper droplet
disteibutions a1 0.5 hm, showing litde ur 8o stach effect at 340°
station and considerable stack effect at 355° station,

separation technique. Since some of the droplet
distribution dala have not been reduced, a complete
comparison cannot be made, but the available results
show that the 101a) sampling and the droplet methods
are in good agreement. Both sets of data show that
the wower plume was gentered over the sampling ar-
rays during the experiment, allowing an accurate ac-
counting of all towmer drift deposited at  those
distances. The daka cogether with the droplet »size
spectra are essentiait for model validation,

Modeling uwnd Analysis, APL has developed a
model (Fig. 4) 10 predict where the dnft goes afiter it
leaves the tower. The saline dnit deposition model
(Ref. 3) is a time-merement simulation that tracks the
trajectories of vanous sizes of dnft droplets. Using
the  tower characterizavon  data  and  the
meteorological tower data taken over several vears,
the model predicts the carryover of dnft wih the
buoyant plume and the droplet breahaway, fall. and
deposiion for cach three hour peniod. The effects of
evaporation and turbulent dispersion on droplet tra-
Jecrornes are considered 1n the estimates.
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The model’s features and physical basis are the differences in models can result in predictions that

comparable to those of several being used. However, disagree by a factor of two or more, hence the nced
for validation against a good set of field data such as

that obtained in the tracer experiment. The APL

model has been validated with these data and its
o———a Cooling tower (funnet) prediciions compared with those of several other
&—— —a Unit no. 3 stack (funnel) models.

o——0 Cooling tower (filter paper)
0===—0 Unit no. 3 stack liilter paper) The data from the intensive test periods have

Q 12— ) ln:erpo:a(edllestlrlnate(: becp analyzed and.re.duccd to mf)({el inputs that

3 define the tower emission characteristics under vary-
' ing atmospheric conditions, ESC measured the salt
emission with an isokinetic sampler. This measure-
ment, together with the basin water salinity, indicates
that the tower drift rate is about 0.001% of the cir-
culating water flow or about 2 2 gal/min, a value that
is about one-half the design value of 5.2 gal/min, The
instrumentation package used by ESC also measured
temperature, relative humidity, and velocity at the
tower. Size distributions of the drift droplets at the
tower exit were measured by instrumentation using
laser light scattering and by sensitive paper samplers.
Although the emphasis was on the cooling tower, a
limited amount of data was collected on the boiler
stack.

The APL model has been used to estimate
monthly, secasonal, and annual salt deposition for
various operating configurations of both cooling
towers and stacks (Ref. 3), and isopleths have been
prepared. Figure 5 shows the annual isopleth for
cooling tower deposition. The model predictions in-
Fig. 2 Sodium deposition rates from major Chalk Point dicate that with full-time, full-load operation of two
sources at 0.5 km from tower, by two Independent 600 MWe units, significam levels of salt deposition
measurement technigues,
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72 1.0 km from tower, by two independent techniques. Fig. 4 Essential features of APL saline drift model.
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Conditions:
Unit no. 3 cooling tower
Plant load 590 MWe
Operating 24 h/day
* Point of maximum North
deposition ¢

PEPCO Chalk Point

c\ plant boundary 2.0 km
~3

Met. tower a

Fig. § lsopleths of estimated annual salt loading (kg/ha-
month).

occur only on the plant site within 0.5 km of the
source. The maximum deposition rates are predicted
to be 13 kg/ha-month (12 Ib/acre-month) from the
coolitsg tower and 23 kg/ha-month from the stack. If
two units are operational, the estimated macimum
seasonal rate on site is 58 kg/ha-month during the
sammer months. In all cases, the off-site deposition is
of the same order as the ambient salt background, ap-
proximately 1 kg/ha-month.

The effects on crops, soils, and native vegeta-
tion have been predicted (Ref. 3) by comparing the
predicted salt deposition rates with measurements of
vegetation sensitivity reported by the University of
Moryla.d (Refs. 4 and 5). The data from three years

TABLEI
MAXIMUM EFFECT OF OFF-SITE SALT
DEPOSITION ON CROPS®
Maximum | Reduction | Reduction | Reduction
Deposition| in Yield in Yield |in Tobacco
of Saltt | of Corn |of Soybeans| Burn Time
(%) (%) (%)
No. 3 tower 2.0 1 0 0
No. 3 tower and 32 1 0 0
stack
Nos. 3Jand 4 54 2 0 0
cooling towers
and stacks

*The data in this table apply at a distance of | km from the plant.
Effects decrease at greater distances.

t1n units of kg/ha-month, which1s approximately | Ib/acre-month.

of spray experiments have been reduced to regression
cquations {Ref. 4) that relate reductions in crop yields
(and the reduction in burn time for tobacco) to salt
deposition. The results indicate that the highest off-
site deposition rates are well below significant levels
established for corn, soybeans, and tobacco. Table 1,
which summarizes the effects on crops at approx-
imately 1 km, shows that the off-site effects are ex-
tremely small. Similar analyses for native vegelation
and soils predict very small effects at oft-site loca-
tions.
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TESTING OF THE APL OTEC HEAT EXCHANGER AS AN EVAPORATOR

The main objective of the APL Ocean Thermal
Energy “onversion (OTEC) Program is to demon-
strate the feasibility of producing usable energy on a
large scale from the temperature differences of tropi-
cal oceans, at minimum overall cost. A heat ex-
changer concept using large-diameter folded alumi-
num tubes and meeting the cost objective has been
under study at APL. In the past year, a full-scale
model of the proposed heat exchanger was tested as
an evaporator at the Argonne National Laboratory
(ANL) in order to obtain experimental data on its
novel design and 1o validate or provide a basis for
medifications of the computer code that will be used
1o estimate performance of an operational unit, The
results of the experiment indicate that the unit works
very well as an evaporator and that it presents «
viable option for an OTEC heat exchanger,

BACKGROUND

A heat exchanger that meets the coverall cost
objective for OTEC plantships may not necessarily
provide the greatest transfer ol heat but should be
low-cost, cleanable, and maintainabie, 1 addition to
offering modularity. The design conceived by APL
(Ret. 1) offers advantages in these areas, The use of
tubes with relatively large diameters reduces the
number of tube joints, thereby reducing fabrication
and assembly costs. No heat exchanger shells per se
are required, and there is a good possibility for
economical in situ cleaning of the heat exchanger
without interrupting operations (Refs. 2 and 3). lis
modularity (20 10 40 modules per plantship) will per-
mit regularly scheduled inspection and maintenance,
one module at a time, with no significant reduction in
total output,

In an OTEC plant, warm seawater w1 flow
vertically downward over the banks of tubes; mmo-
nia flowing inside the tubes will vaporize, drive a
power turbine, and then be condensed in a similar
heat exchanger that uses cold seawater drawn from a
depth of 2500 fi. The resultamt electic power will be
used to manufacture ammonia, aluminum, or other
energy-intensive products aboard the ship.

Although prior performance analyses (Ret. 4)
and tests on sections ol the heat exchanger to measure
the internal and external heat transfer coetticients have
been encouraging (Refs, 5 through 8), tests ot a full-
seale model were Jlearly needed o demonstrate the
overall pertormance and o evaluate possible problems
with tlow instabihity under samulated ocean conditions.

The results of the tests of the model as an evaporator
(described herein) were used to modify the correlations
that were used in the system studies.

DISCUSSION

Figure 1 is a simplified drawing of the model,
which consists of three parallel-folded, 3-in.-OD
aluminum tubes in a water box. Each tube has 43
passes, 14.3 ft long. The diameter and length of each
folded tube are full scale to simulate a complete full-
scale heac exchanger module as nearly as possible
within the sizing and testing constraints imposeu by
the ANL facility. The three active tubes (with am-
monia flowing inside) are contained within an inner
water box through which water flows vertically down-
ward by gravity from a head pond. A row of dummy
(inactive) half-tubes is mounted on each inner wall of
this box to provide the proper water-flow geometry,
An outer box supports the hydrostatic head. In the
plantship, the tubes will be contained in a volume
formed by the concrete compartments of the ship, so
the heat exchanger is considered to be shell-less. The
outer box in the present experiment allows suitable
fabrication tolerances to be maintained for the walls
and tubes of the inner box.

To test the unit as an evaporator, subcooled
liguid ammonia was fed into the three tubes at the
botiom, and a two-phase mixture issued {from the top.
Warm water (78 10 82°F) was pumped into the head
pond {which had a free surface) and was exhausted
through a 12 in. pipe at the bottom. During May and
June 1979, 56 test runs were made; 41 more were
made during August and September. The most impor-
tant test variables are shown in Table .

Changes in the entrance and exit manifolding
tor the anunonia were explored in order to determine
thair effects on performance; no significant dif-
ferences were found. In addition, the first 38 tests
were made with swirler elements in the first pass of
cach tube. Although these swirlers were used to en-
hance the ransfer of hquid heat flow, to promote the
onset of boiling in the unit, and to preclude flow in-
stabihties, subsequent testing without the swirlers (all
remaining tests) showed no sigmfiamt difference in
performance.

The system, which also included a condenser,
pumps, a steam heater, and connecting pipes, demon-
strated remarkable stability 1n operation, reaching
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Fig. 1 Maodel of APL OTEC heat exchanger,
TABLE 1 The thermal performance of the test
TEST VARIABLES evaporator was characterized by an qvera_ll heat
transfer coefficient, U, the calculation of which was
Variable Nominal Variation based on the heat duty, the areas involved in the heat
Heat duty 3.2 2 10°Bwsh | (2.8104.6) x 10° exchange, the temperatures of the water at the top
Water flow and bottom of the box, and the ammonia saturation
rate 3200 gal/min 1500 1o 4700 temperatures at the inlet and outlet. The data from
? o intel 5 A o . . -
Water infet 80°t 781082 the first 56 tests gave the correlation shown in Fig. 2,
temperature

Ammonia flow | 1.0lbm/s/tube 0.7102.0
rate

Ammoniainlet | 72°F $51072°
temperature
Ammonia inlet | 2 pud Oto4
valve pressure
drop
Demuster Indnidual tor Swgle commmon
cach tabe
Swirl element Installed an tirst Removed
pass of each
tube

equilibrium 1 to 2 hours after start-up or after

changes i flow rates and heat duties. The test
evaporator ran quietly and was free of sigmfiant
vibrauon, and the ammoni. flow divided equally
(within 2%) among the tubes.

in which U* (U minus the effect of the tube wall) is
plotted against a parameter involving the Reynolds
number of the ammonia (Reyy,) and the water
(Re,).

Also shown is the predicted performance of the
original analytical simulation. As the combined
Reynolds number parameter increases, the original
analytical simulation underpredicts the thermal per-
formance by an increasing amount. Data from the re-
mainder of the tests (not shown) also faii onio the
correlation produced by the tests. With these data,
modifications can be made to the analytical simula-
tion (o bring it n line with the observed results (the
modifications arc discussed in detailed in Ref., 9).

Other important performance parameters
measured by the experimeis were the two-phase am
monia pressure drop and the water pressure drop
The ammoma pressure drop was less than was
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Fig.2 Correlation of data.

predicted by the analyucal simulation. The water
pressure drop agreed with existing correlations for
banks of smaller diameter tubes. Reference 9 gives
details of the modifications to the analytical simula-
tion for the ammonia pressure drop.

The results of the performance tests and the
subsequent modifications to the analytical simulation
with respect to the thermal performance and the am-
monia pressure drop led to a prediction of about 13%
more net power for the baseline pilot-plant design.
(Reference 1 gives the baseline predictions.) Gains in
net power of up to 22% have been estimated for
higher flows of ammonia (increased Reny,).  The

GEOTHERMAL ENERGY MARKET STUDY
ON THE ATLANTIC COASTAL PLAIN

A Geothermal Energy Market Study (GEMS)
has been performed for the Department of
Energy/Division of Geothermal Resource Manage-
ment (DOE/DGRM) in four potential geothermal re-
source areas on the Atlantic Coastal Plain. Informa-
tion on the nature and size of current markets for
thermal energy and estumates of the cost of supplyving
those markets with gevthermal energy are useful to

(¥

APL heat exchanger model is the only evaporator
tested that is directly scalable to a full-size ocean-
going unit. Its demonstrated feasibility encourages
support for its continuing development. Plans are
now being made to test the model as a condenser and
to test a similar evaporator model at sea.
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DOE n formulaung plans to explore, develop, and
commercialize the resources.

BACKGROUND

Except for a few warm springs, geothermal
resources generally bave been considered to be a
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phenomenon found in the western United States.
Ouly in the past few years has the work of John Cos-
tain et al, (Ref. 1) at Virginia Polytechnic Institute
and State University (VPI&SU) brought significant at-
tention to the exploration for geothermal resources mn
the eastern United States. His basic tenet is that an-
cient (200 million year old) implantations of moiten
magma in the upper granitic crust in the east are
richer in radioactive elements (U, Th, and K) than are
the crustal rocks. When these igneous intrusions, or
plutons, are covered with sufficient thicknesses of
sediments (which act as thermal insulators or, more
properly, heat sinks), the heat from the decay of the
radioactive elements can becomed trapped, adding to
the heat conducted from the earth’s core and thereby
providing a potentially attractive source of geother-
mal energy (even though all of the original sensible
heat in the pluton was probably lost before and dur-
ing sedimentation). DOE has funded VP1&SU to con-
tinue work on targeting such resources. last year an
extensive drilling program — 40 shallow (1000 10
1800 ft) wells and one deep (4500 ft) well at various
locations — culminated in the discovery of 133°F
water at Crisfield, Maryland. Temperatures up to
200°F are expected at other locations.

In order to help justify such exploration and to
determine the effect of the development of the
resources on the national energy situation, DOE re-
quested that APL perform a study to (a) survey cur-
rent requirements for thermal energy at temperatures
below 250°F in the arcas of potential geothermal
resources (Fig. 1), (b) perform generic engineering
studies to ensure that geothermal energy is a feasible
source for satisfying the requirements, (¢) perform
analyses to determine the economic feasibility of
supplying geothermal energy for these applications,
and (d) develop a methodology to estimate the extent
to which the resources could penetrate existing
markets for thermal energy.

In the first phase of the GEMS effort, the first
two tasks were completed for the four northern re-
source areas (Fig. 1); some of the results are given
here. The economic analysis (Refs. 2 and 3) is dis-
cussed in another article in this volume. The market
penetration study has been started for the residential
sector (Ref. 4) and will begin shortly for the other
sectors. In the second phase, the two most southern
resource areas will be examined for potential geother-
mal energy markets.

DISCUSSION

The greatest requirements for thermal energy at
temperatures below 250°F are in space and water
heatng for the residential and commiercial sectors,

Fig. 1 Six geothermal resource areas on the Atlantic Coastal
Plain,

however, because of the  diffuseness of  those
requirements, expensive community  distribution
networks must be provided to satisty many small in-
dividual loads. Moreover, the seasonal and hourly
variations in loads place additional constraints on a
community distribution system. All these factors are
manifested in higher costs for delivered energy.
Therefore, it is necessary to dentify areas with high
population densities so that distribution systems can be
limited in size and cost.

It is not practical to obtain space and water
heaung data for the residential and commercial sectors
on a local (door-tn-door) basis. Individual bwlding
loads can vary drastically, even for identical buildings,
because the occupants may have different schedules and
activities. A survey to obtain such data, even if limited
to very high density areas, would be prohibitively
expensive and time consuming. However, usetul data
can be obtained on a more aggregated census tract or
minor civil division level, where large numbers of
buildings are included, because averages for space and
water heating are fairly accurate for large populations.

A model developed by J. Karkheck et al. (Ref.
5) was selected for esumating the space and water
heating loads. With this model, space heaung is given
on a per capua basis as a function of the number of
annual heaung degree-days and of building type, 1.¢,
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single-family or multifamily resid.nces or commercial
buildings. Annual water heating demands for the
residential and commercial sectors are estimated on a
average per capita basis. Heating degree-day informa-
tion for selected cities was obtained from the Na-
uonal Climatic Center; interpolated values were
developed on a county basis. Census Bureau popula-
ton and housing data were obtained, and water and
space heating demands were calculated. The results of
the calculations were mapped to display the spatial
distribution of the energy loads. Table 1 summarizes
the residential and commercial heat loads for the four
areas.

Data on space and water heating for military
installations were obtained from the DoD Defense
Energy Information System (DEIS) 1 and I reports.
The data, also summarized in Table 1, represent ac-
tual energy consumption. The heat load for the
NASA facility at Wallops !sland, Virginia, was ob-
tained independently and is included in the total for
the Delmarva Peninsula.

The principal agricultural requirements for
heat are in space heating and in crop drying. On the
Delmarva Peninsula, most of this usage is connected
with the very large poultry industry. Since only 13
companies were involved, each was contacted, and ac-
tual heat requirements for broiler house heating, egg
hatching, and crop drying were obtained. The net re-
sults are shown in Table 1. Nearly 70% of the total is
for broiler house heating.

Sources of such information for the remaining
three resource areas were more numerous and diffuse;
therefore, data on crop drying were obtained from
the Bureau of the Census and the Department of Ag-
riculture. These are included in the table. The large
requirement in North Carolina is mostly for drying
tobacco.

Estimates of enetgy consumption for pirogess
heat and space and water heating in the industrial sec-

tor are usually obtained from data on the average
energy consumption per employee for a particular in-
dustry and the number of employees at each plant. In
the past this approach has provided qualitative esti-
mates for county totals. However, on a single plant
basis the esumates can be grossly inaccurate; e.g., a
warehouse and a factory with equal numbers of
employees will appear to have the same energy re-
quirements, whereas they actually are markedly dif-
terent. Therefore, a detailed industrial survey was
undertaken in the four areas to provide accurate
estimates of energy demands.

Because the potential resources were not ex-
pected to exceed 250°F, not all of the two-digit SIC
(Standard Industrial Classification) industries were
likely prospects for geothermal energy applications.
An initial screening identified six that had significant
requirements for process heat at temperatures below
250°F, including foods and kindred products, textiles,
tobacco products, lumber and wood products, pulp
and paper, and chemicals. As the survey progressed,
the largest and best suited industries were found to be
food and lumber. Within the food industry, poultry
processing, vegetable canuing, and crab processing
consume the most heat. The first two often are per-
formed by large companies that could use nearly the
entire thermal output of one or more geothermal
wells and thus are attractise candidates for the carly
commercialization of geothermal resources. On the
other hand, crab processing plants often are small
concerns that require steam at 250 to 260°F, are scat-
tered in sparsely populated areas, and thus are not at-
tractive candidates.

More than 600 companies were included in the
survey and more than 500 were contacted individually.
At least 300 were found to have energy requirements
that  were compatible  with  expected  geothermal
resources, ecither ditectly or through the use of heat
pumps. In terms of heat load, only 100 require more
than 1 x 10" Buw per year. (It a geothermal well could

TABLE L

CURRENT POTENTIAL MARKETS FOR GEOTHERMAL ENERGY
IN THE FOUR NORTHERN ATLANTIC COASTAL PLAIN

RESOURCE AREAS
Sector
Residential
and
Resource Area Commercial Military Agricultural ladustrial
S.E. New Jersey 290* 25 0.2 9.3
Delmarva 125 8 14.5 232
Norfolk area 200 97 0.5 9.1
E. North Carolina 78 15 9.5 13.7

*Values are givenn 10"} Btu per year,
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produce 200 gal/mun of hot water and its temperature
were lowered SO°F to supply process heat, the total heat
available would be a little more than 4 x 10" B per
year.) Thus, two-thirds of the companies have energy
requirements that may be too small to justify drilling
thoir own geothermal wells.

The totals for all 300 companies in the four
resource areas are shown in Table |, Figure 2 shows
the locations and sizes of the 146 companies (nearly
half of the 1otal) that are located on the Delmarva
Peninsula. As Table | shows, the largest total market
areas are Norfolk, Virginia, and Southeastern New
Jersey; however, the residential/commercial markets,
which are the major markets in the two areas, are the
most difficult to serve in the short term. Likewise,
most agricultural markets are quite diffuse and prob-
ably are best served by incorporating them into dual-
pupose community systems. Military markets are the
most attractive in the short term because (a) they are
“captive’”” markets, (b) they are large, high-density
consumers who would need many geothermal wells to
satisfy their energy demands, (¢) they currently use
hot water or steam distribution systems that may
minimize conversion costs and time, and (d) they are
under directives to reduce energy consumption and
therefore are exploring alternate energy sources,

A definite commitment by the federal govern-
ment to develop such resources on such a large scale
would encourage private concerns o become involved
in the commercialization of geothermal resources.
Unfortunately, there is reluctance in some quarters to
do this. Therefore, the greatest short term potential
for geothermal energy application is in the industrial
sector, which has been investigated in the greatest
detail.

The Delmarva Peninsula has the largest in-
dustrial market. Most of the market is made up of
the poultry industry, which is extremely well suited to
direct-use applications of geothermal energy. Grain
drying facilities often are colocated with processing
plants, further increasing the potential short term
market.

The GEMS work is finished in four areas.
Some additional work might be needed to extend the
survey if resource locations or the awareness of other
applications so warrants. Current plans are to study
the South Carolina and Georgia resource areas begin-
ning in the spring of 1980,
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GEOTHERMAL RESERVOIR ANALYSIS

In the Eustern United States, hot water is
Jound in deep sedimentary deposits under the Atlantic
and Gulf Coastal Plains and mn nland sedimentary
basins. These hydrothermal resources may be an ef-
Sective source of energy for space heating and for in-
dustrial, agricultural, and maricultural process heat—
displucing scarce and expensive fossil fuels.

BACKGROUND

The cost of developing geothermal reservoirs
depends on the water temperature, the physico-
chemical propenies of the water and the surrounding
rocks, and the productivity and life of the wells from
which the hot water is withdrawn and into which the
cooled water is reinjected,

Much is known about geothermal resources in
the Western United States because of associated
natural geysers. However, very little is known about
geothermal resources in the Easi, where most of the
United States population lives. Therefore, a resource
exploration program was initiated under the auspices
of the Department of Energy. The program culmi-
nated in the drilling of the first deep test well in the
Eastern United States, at Crisfield, Maryland.

The chemical properties of geothermal waters
are determined by withdrawing samples for anaiysis,
The temperature is measured by inserting a ther-
mometer in the well ac the location of a productive
aquifer. The hydraulic properties of the aquifer are
determined by measuring the pressure of the water
column in the well as water is withdrawn. The ac-
curacy of the dctermination denends on how long
cach aquifer is tested. The tests are complex and ex-
pensive; accordingly, compromises are always re-
quired. It is also demanding and costly to determine
the extent of the reservoir and the constancy of its
characteristics. Conventional analysis usually selects
only a portion of the test data.

The results of the initial Crisfield data analysis
showed lower water temperature and wel! productivity
than had been expected. The well productivity esti-
mates varied, depending on which data set was used.
The Crisfield well data are very significant because
they define the geothermal resource under the
Delmarva Penmnsu!a. Therefore, APL analyzed well
productivity using all of the test data for the most
productive aquifer in order 1o find a best-fit measure
of productivity. The extensive analysis led 10 a new
set of reservoir properties. The magmitude of the most

critical parameter, transmissivity, increased by nearly
50%. Estimated (economic, useful) well life is greater
than hundreds of years instead of a few days. This
aquifer is not ideal but it has many potential applica-
tions, and it has sparked renewed interest in geother-
mal energy in the East.

This article presents a summary of the test well
data and the unique analysis of the pump test data
set.

DISCUSSION

The Crisfield test well was cased and
cemented, and perforations were made throvgh the
cement and casing into three zones of permeable
sand;

Net Permeable Waler

Test Depth Region Temperature
Zone () (1) (°F)

] 4148-4223 62 135

2 3901-4032 89 133

3 3698-3849 44 128

There were four perforations per foot for sones 1 and
2 and two per foot for zone 3.

After a brief review of the entire test data sel,
the data from zone 2 were selected because that zone
was the most productive and those data were the most
complete and the most reliable,

Zone 2 had been developed by means of
several irregular sequences of pumping and pausing,
as is done when developing oil wells. The pumping
phase continued for about two days, tollowed by a
two-day recovery period. The rate was varied con-
siderably throughow the pumping phase, including a
23-minute shutdown because of equipment malfune-
ton. Sand was produced throughout the pumping
period. The pressure-time history is shown in Figs. |
and 2.

Several features merit comment. The pressure
drop near 8 a.m. (see Fig. 1) does not involve pump-
ing head loss. Although there 15 no notation in the
pump-test record, it was inferred that the pressure
drop was caused by the pressure sensor being pulled
up from its initial depth of 3966.5 ft (listed at the
beginning of the pump test record) to its final depth
of 3890 fu (stated at the end of the record). The least-
square-fit  parameters to  the calibration of the
pressure sensor, performed at the end of the test, give
an apparent pressure drop of 34.28 psi for this depth
change. The supposition that the pressure seasor was
pulled up 76.5 {t is further supported by the fact that,
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Fig. 1 Calculated and actual pump-test data from Crisfield
test well, 2one 2, well development and eatly test phases,

with the associated pressure correction, the apparent
drop in pressure disappears and the corrected test
data give rise to a continuous derivative of pressure
recovery data (see Fig. 1, near 8 a.m.).

When the pump-test phase began, the pressure
head was <till actively recovering, This introduced
transients into the early data. In addition, there were
numerous perturbations throughout the test.

Applicability of Conventional Evaluation
Methods

If a well's water level lowers as water is
withdrawn, the flow is *‘unsteady’ (i.e., nonsteady
state). However, the three conventional ways to deter-
mine the characteristics of an aquifer are based on a
data set with a constant water pumping rate and an
absence of transients.

To determine leakage and delayed yield, it is
useful 1o examine the Theis plot, i.e., a log-log plot
of pressure loss (drawdown) versus pumping time
(Refs. 1 and 2). For pressure loss, we may reference
the static level of 173Z psia. However, since the
pumping was initiated while the head was actively
recovering, there is no convenient reference point for
the time axis. We have therefore used the actual
pumping time in Fig. 3. The curvature is minimal, so
we cannot reitably determine the transmussivity and
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Fig. 2 Calculated and actual pump-test data from Crisfield
test well, zone 2, pump test and recovery phases,
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Ow
= 100 eo so0e® -
& TR T
e .
R )
°
2
g
a8 1o —
Drawdown versus time (from 11:03, 6-27-79),
drawdown pressure relative to 1731.75 psia,
t=0, Ap = 13.58 psia
i ! | |
1 10 100 1000 10 000

Pumping time {min)

Fig. 3 Data from Crisfield test well, zone 2.

the storage coefficient by maiching this curve with the
theoretical Theis curve. Assuming that the changes in
the pumping rate can be neglected, Fig. 3 shows that
there is no evidence of recharge into zone 2 for the
duration of the pump tests. Similarly, there is no
evidence of leakage or delayed yield for that zone.
After studying the well log, we concluded that zone 2
may be considered a confined aquifer. Thus, aside
from this qualitative indication, the Theis curve
method fails 1o give reliable estimates of the forma-
tion’s characteristics.

Another method is to examine pumping time
versus drawdown in a semi-log plot (Fig. 4), but this
involves the same difficulty of not having a true time
reference. According to elementary theory, the curve
is supposed to be a straight line (provided the pump-
ing rate has been held constant), but this curve beads
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at about the sixth minute of pumping. Since the
pressure was actively recovering when the pump-test
phase was initiated, the early part of the data cannot
be separated from the pre-existing transient cffects.
After the bend, the apparent transmissivity is approx-
imately 0.70 ¢cm?/s (=487 gallons per day per foot,
in hydrological urits). In view of the pumping rate
variations and the unrecovered drawdown condition,
this value is uncertain. In addition, the unceriainty
about the time reference prevents us from inferring
the storage coefficient.

To overcome the ‘‘noise’’ problem in the
pumping phase data, the ratio of the time since
pumping started to the time since recovery started is
ploted in a semi-log plot versus pressure (head)
recovery—the Horner plot. This, too, is supposed to
yield a straight line according to elementary theory.
Figure § is the Horner plot of the recovery data. The
curve bends very noticeably because of transient and
“real-well” effects. Therefore, the Horner plot yields
an unreliable result,

Thus, the conventional methods of data
analysis are inapplicable to zone 2 data.

Theoretical Calculations

Zone 2 behaved as a confined aquifer during
the pump tests. Because there were no observation
wells, there is no reason o introduce anisotropy.
Therefore, we¢ have chosen the model to be an
isuiropic and hemogenous confined aquifer. We have
vurther assumed that the parameters of the aquifer re-
main.d constant,

Head losy was calculated, using all 85 varia-
tions . ihe pumping rate, for a fixed set of
permeavlity and storage coefficients. The approx-
imate ranges are !0 10 10’ cemi/s for the
transmissivity (which corresponds in permeability to 2
darcys to 0.2 millidarcy) and 10 to 10° for the
storage coefficient,

The best fit to the pumping data was obtained
for a transmissivity of 0.50 ¢m®/s (about 107 milli-
darcys) and a storage coefficient of 0.20. (From the
well log, a better value of 3.9 x 10* was inferred.
The large value here is due to the radius extension ef-
fect resulting from the extensive production of sand.)
Theoretical results are compared with experimental
results in Figs. 1 and 2.

The more interesting companson is in Fig. 2,
For the most part, the agreement is better than =1
psi (during the pumping phase). In the recovery
phase, the eaperimental data lagged the theoreucal
recovery duning the early hours. This difference (ap-
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Fig. 4 Data from pumping phase of Crisfield test well,zone 2.
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Fig. 5 Data from recovery phase of Crisfield test well, zone 2,
Horner plot.

pronimately 10 psi) can be explained on the basis of
the real-well (or well-bore) effect.

Unlike the *‘mathematical” well, which is -
fimtely thin, the real well has a finite radius within
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which the water content is 100%, in contrast to a
25% porosity in the theoretical case. This gives rise to
an integral equation for which we have obtained an
approximate first-order perturbation solution.
Evaluating the first-order correction in the ap-
propriate range gives about a 10 psi lag in the
recovery, which eliminates the apparent disagreement
between theory and experiment. (The first-order cor-
rection term is proportional to T?, where T is
transmissivity. Thus, the real-well effect is more pro-
nounced for a well with low transmissivity, such as
the one under consideration. This causes a noticeable
bend in the Horner plot.)

Reference 3 is a detailed analysis of the
Crnisfieid well data,
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Applications

ECONOMIC MODELING OF GEOTHERMAL ENERGY

IN THE EASTERN UNITED STATES

The characteristics of geothermal resources,
their market, and the economic conditions under
wiuch they are developed may vary considerably from
sute to site and over the life of a partucular project.
APL and the Center for Mewropolitun Plunning and
Research of The Johns Hopkins University (Metro
Center) have developed computer models that esti-
mate the effect of these varwtions on the delivered
cost of geothermal energy for duect-use applications.

BACKGROUND

The evenwual development and widespread use
of geothermal energy will depend on its cost com-
petitiveness with other alternate, as well as comven-
tional, sources of energy. The resource conditions
that exist elsewhere in the Unnied States where geo-
Jiermal energy has been used directly for space,
water, and process heating generally are more
favorable than those in the eastern United States,;
therefore, the costs incurred in those apphcations are
not very useful for estumating the costs 1n the east.
Some countries have developed resources simiar o
those of the eastern United States, but the lack of
good economic data piohibus a direct comparison of

costs. Thus, the only way to determine expected costs
is to analyze systematically the costs of various
system components through the use of computer
models.

Because there is considerable uncertainty and
variability in resource conditions, in user require-
ments, and in the financial conditions likely to be en-
countered in developing moderate temperature (less
than 250°F) geothermal resources, a comprehensive
economic analysis must be made for a wide range of
conditions. Existing economic models either have not
been sufficiently flexible or have failed to include
such important considerations as the cost of the
pumping energy required for deep nonartesian wells
and the influence of the rate of market penetration,
while they have overemphasized the engineering op-
timization of the distribution system. Thus, it was
necessary to develop a computer model that included
engineering details of production and distribution
systems in an economic accounting framework, and
the framework had to be flexible 10 reflect the
various conditions in which geothermal energy is like-
Iy to be encountered. Such a development naturally
proceeded in stages and resulied in four computer
programs.
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DISCUSSION

The first two computer programs, developed in
late 1978, were designed to calculate the average cost
over a project’s lifetime. GTCOST calculates the
average delivered cost of geothermal energy for three
types  of residential users, where the resource
temperature and the mix of fossil peaking plant and
geothermal system are variables, while the costs of
wells, central heat exchangers, etc. are held constant.

The use of a peaking plant 10 augment a
geothermal system to satisfy short-ter:n peak loads
during the coldest days of the year gives the system
designer a means of optimizing the system design
temperature for a given resource and user combina-
tion by changing the proportion of the annual heat
load supplied by geothermal waier and by fossil fuel.
As the proportion changes, the designer can decrease
the output of the geothermal well proportionally or
can keep it constant and supply a larger community.
In the latter case, there are more residences to amor-
tize the system’s capital costs, and the cost of energy
for cach is reducer” Figure 1 shows energy costs as a
function of the system design temperature, i.e., the
ambient temperature at which the peaking plant be-
gins to augment the geothermal system, the number
of residences supplied, and the proportion of the an-
nual heat load supplied by geothermal energy.

The Geothermal Resource Economic Evalua-
tion System (GREES) (Ref. 2) was developed as an
intecactive computer program that internally sizes and
costs all system components, amortizes each over its
expected lifetime, calculates all operating costs, and
determines the average cost for the delivered geother-
mal energy.

In 1979, the GREES model was expanded to
the Geothermal Resource Interactive Temporal Simu-
lation (GRITS) model to evaluate cost and revenue
streams over a variable evaluation period (e.g., 20
years). GRITS uses GREES as its basic computational
framework and iterates each year on the basis of
user-specified rates of change for a potentially wide
range of variables. The model provides two economic
accounting measures: the discounted average cost (the
price that equates the discounted cost and reveaue
streams) and the net present value (the sum of the dis-
counted net revenue siream), The first measure in-
dicates the value of the resources required to bring a
unit of geothermal energy to the user; the second in-
dicates the potential attractiveness of a resource in-
vestment to developers.

The user of the GRITS model defines a par-
ticular project by specifying values of resource condi
tons (well depth, temperature, pumping energy ’e-
quirements, fiow rate, number of wells), demand con-

No. of townhouses supplied
275 325 395 510 715 1190

Geothermal heating fraction (%)
1100 99.9 996 969 86 62

| i | | [
" Suburban 7]
]0 pme —
2
o
S9 Townhouse —
S
& 7B\ Garden apartment -
.
6— \\_/ —
| | | ] |

5
0 10 20 30 40 50 60
System design temperature (°F)
Geothermal well temperature 145°F
Reinjection temperature °F
500 gal/min

Pumping rate, maximum
Salisbury area

Fig. 1 Cost of geothermal energy versus system design
temperature,

ditions (user type, density of uscrs. rate of market
penetration, climate), and financ.al conditions (length
of evaluation period, interest rate, inflation rate, sell-
ing price of energy). The user may determine the
relative size of the gecthermal base plant and the
nongeothermal peaking plant by changing the design
temperature. GRITS aciudes  relatively  detailed
modeling of such equipment costs as submersible
pumps, heat exchangers, and storage tanks because
those costs will change Jrastically in actual systems as
resources and economic conditions change.

The size of a community heating system (Fig.
2) is determined internally by GRITS on the basis of
user-specified variables such as building type, desired
rejection temperature, design temperature, and local
climate. GRITS can also estimate costs for commer-
cial and industrial users. Its most attractive feature is
its ability to model changes in resource, user, and
economic conditions as they occur o a year-to-year
basis. Figure 3 shows the effect on net revenues of
two rates of market penetration n a residential dis-
trict heaung system. The area between the two curves
represents the monetary value of rhe higher rate of
market penetration over the lower; W 1s extremely
useful to prospective geothermal utilities in evaluating
market strategies.

One munor drawback of GRITS is its tendency
to overestimate the pumping energy costs in a real
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Fig. 3 Net revenne curves for relatively high and relatively
fow rates of tarket penetration,

aquifer where the diawdown (the lowering of the
waier table as a result of pumr 3) at a particular
time and pumping rate change win the withdrawal
rate. The GTWFLL computer program models the
hydrolegic behavior of an aquifer where specific re-
source parameters (i.e., transmissivity ana storage

coefficient) ace known, Given a pumping schedule
based on ambient teraperatures (for space heating) or
on vaunations in industrial process demands,
GTWELL can calculate the drawdown associated with
the varying pumping rate. For example, Fig 4 illus-
trates th. expected well drawdown of a geothermal
aquifer at Crisfield, Maryland, where the aquifer
transmissivity is 348 gal/day/ft and the storage
voefficient is 3.9 x 103, The pumping rate follows
the heating Jegree-day requirement for the Crisfield
High Schoci (Refs. 3 and 4) and reaches a maximum
of Y8 gal/min. Pumping energy requirements and
costs are then calculated. GTWELL is extremely
useful n evaluating pumping strategies (e.g., cyclic
puriping at high rates versus low pumping rates for
longer periods with surface storage). The pumping
costs obtained from GTWELL can be entered into the
GRITS model 1o evaluate the total system costs.

GRITS is far more flexible than other models
and is much better suited for preliminary economic
evaluations. It represents a productive collaboration
between economists and engineers, an important but
ofien elusive goal of ‘‘resonrce economics.” The
models have proven useful for the study of potential
eastern geothermal resources and probably will be ap-
plied to other regions and resources in the near
future.
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BIOMEDICAL SCIENCE AND ENGINEERING
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INTRODUCTION

The Johns Hopkins Medical Institutions (JHMI) and APL have
collaborated in biomedical research and development since 1965. An important
objective of the program has been the application of current engineering,
physical science, and systems approaches to solve problems in medical research
and health care delivery. The program has included collaboration with nearly all
of the clinical departments and with many of the basic science departments of the
medical divisions in areas of biophysics, ophthalmology, neurophysiology,
radiology and radiation therapy, cardiovascular systems, rehabilitation
engineering, patient monitoring, computer support and clinical information
systems, and clinical engineering.

The application of state-of-thc-art technology has contributed to many
areas of basic medical research and to clinical diagnosis and therapy by im-
proving instrumentation, techniques, and knowledge. Systems engineering
techniques, focused in the Department of Biomedical Engineering, have helped
solve problems of health care delivery. In addition, a new educational program
developed in collaboration with the Depattment of Biomedical Engineering of
JHMI and leading 10 a master’s degree in clinical engincering was established in
September 1973 at the School of Medicine.

The results of the research and development are reported in the open
literature, principally in biomedical, biological, and medical journals. During
the program’s relatively short life, more than 190 papers and book chapters have
been published and many instruments for research and clinical application have
been developed. APL staff members have assumed line responsibility for JHMI
in areas where technologv can make specific contributions to patient care and 1o
health care delivery, including radiation physics, clinical information systems,
and clinical engineering,

The first article in this section describes an economical device that allows
handicapped persons to use simple voice comands to control electrical devices.
The next article describes a device that measures esophageal acidity and
maiains a history of acdity in ambulatory outpatients. The third article ex-
plains the use of an impacranial pressure device, developed at APL, to monitor
hvdrostatic pressure on the brains of experimental monkeys during normal sleep.
A laser device that can measure three-dimensional fluid velocities without
mechanical contact 1s discussed in the fourth article. The next arucle discusses
how studies using histochemistry, X-ray spectral analysis, and scanning electron
microscopy demonstrated a microcrystalline manifesiation of wuberculosis. The
last article describes space electronics technology that is used to record electrical
activity of the human heart at the time of fibrillatinn and defibrillauion.

Further details of this and other work are reported in the Biomedical

Research, Development, and Fnmgineering Annual Report (JHU/APL MQR),
which is published in November of each year.
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LOW-COST VOICE-ACTUATED CONTROLLER

FOR THE HANDICAPPED

A low-cost voice-actuated controller for the
handicapped has been developed by APL. This versatile
controller uses a low-cost microprocessor, simplified
speech input requirements, and visual timing cues and
could be made available to the handicapped at a
significantly lower cost than for present controllers,

BACKGROUND

There is a need for devices that permit a handi-
capped user, such as a spinal column injury victim, to
control his environment by means of his voice. At pres-
ent, typical environment coutrollers for the handi-
capped cost more than $1000 and are cumbersome,

DISCUSSION

The voice-actuated controller (Fig. 1) consists of
& microprocessor circuit, a microphone input circuit, a
menu display with visual cues that permits the user to

select from a variety of functions, and a wireless in-
terface to a $40 commercial master environment
controller. The visual cues are cycled every 15 seconds
through the available performance functions (up to
seven remote devices (815 cuch) in the current design,
plugged into common electric power outlets). Actuation
depends on timing an utterance to the visual cues on the
display board (Fig. 2). The display board consists of
eight red display modules, numbered 1 to 8, cach
corresponding 10 a particular function. A title beside
the display module describes the actual functions. A
green light-emitting diode ¢« 11 to the right of each
display module indicates whether the function is active.

Since control is performed without physical
connections, the device is suitable for attachment to a
mobile conveyance such as a wheelchair. To operate in
a wheelchair situation, the user points his wheelchair in
the general direction of the stationary master con-
troller. A separate master controller could be placed in
eact room to permit unique room-to-room control,

Fig. 1 Low-cust speech-actuated controller for the handicapped.
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An example will help iliustrate how the voice-

e ﬁ‘ 3 .
éﬁﬁgvﬁ hea disBl 3!;3 actuated controller works (Fig. 3). Suppose that one of
) odule A the commercial receiver modules is set to function code
bihe § ) 3 and that a fan is plugged into its AcC outlet. The menu
Radio Photlitr,.. 4 display board of the controller continuously cycles
' thiough the eight red display modules, lighting up the
£ bottom bar of one module at a time. The user waits for

the lower bar of the third menu display module to light
up. When the cue bar on that display module moves to
the nigh position, he slowly says “‘con’ holding this
utterance until the cue bar again appears below. He

ophone then quickly says ““tact’’ to complete the process. If the
; odula connection is successful, warning beeps are issued from
¢ a miniature speaker. He remains quiet during the en-

suing four seconds, and a change in the state of activity
of the fan occurs. If the corresponding green function
light is off, indicating that the fan is off, the fan will

: RO turn on and the green light will light up (and vice versa).
S There are special provisions for situations where the

g"m user is very close to a correct response and also for
) .03 D selecting function 8 to assist the user in training himself,

EOETED The voice-actuated controller uses a simple-to-

implement, user-independent algorithm (Fig. 4).

Basically, the microphone circuit sends a **0" to a

Fig. 2 Menu display board. microcontroller circuit when no sound is present and a

Receiver
modules

Master
control
unit

-

Voice actuator

Microphone

Remote
controller

Special telephone umt

Fig.3 Representative control environment for voice-actuated controller, 91
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Fig.4 Voice-actuated algorithm,

1" when sound is present. Tt will remain **1** for the
duration of the sound. At appropriate times the
microcontroller  circuit  ¢hechs  to see  that  the
microphone output 1 the same as the state of the
selected function cue bar, A low bar is considered 0"
and a high bar, **1."" If the states of the microphone
and cue bar are not in agreement, the microcontroller
advances 1o the next function and tries again. If, on the
other hand, all chechs are successful, the wireless
controller communicates with the master environment
controller and the state of the selected function
changes.

The performance of this controller has been
evaluated informally on a number of occasions. Most

PORTABLE pH DATA COLLECTOR

In collaboration with the Johns Hopkins
School of Medicine’s Department of Biomedical Engi-
neering, APL has designed and bwilt a portable pH
data collection system. The system fucilitates the
monutoring of gastric acid reflux into the esophagus
wn ambulatory patients by providing a flexible mode
of daia collection and instani strip-chart ptaybuck.

BACKGROUND

Various stomach problems can be related to
the reflux of gastric acid in the esophagus of patients.

users have been able 1o operate the device readily after a
five-minuie demonstration and coaching session. Two
paraplegics also have had brief opportunities to operate
it; both were successful. In order to obtain a more
definitive evaluation under operational conditions, 1t is
planned that one of the paraplegics will use the con-
iroller in his home.

Author: A, E. Duvudoff

Support:  Veterans Admunistration

Previous devices required that the patient be hospital-
ized and therefore could not monitor everyday situ-
atons, It is preferable that such a device be used by
outpatients in order to reflect the normal stress of
physical acuvity or emotional conflict. Furthermore,
it should be flexible enough tc ignore long periods of
unimportant data.

DISCUSSION

The system consists of a partable pH data vol-
lector and a support uau that interfaces with an

i )
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esophageal probe and a strip-chart recorder. The col-
lector is 1in a small metallic container that may be car-
ried in a shirt pocket or on a belt (Fig. 1). It is con-
nected to the esophageal pH probe and provides ana-
log buffering and filtering for the probe. Internal
rechargeable batteries power the unit for 15 hours of
operation. An event switch at the top of the collector
records gastric events sensed by the patient for cor-
relation with actual pH changes. A status light shows
that the system is operating.

The collector can be connected 1o the top of
the support unit (Fig. 2) to recharge the batteries,
enter commands, and display collected data on the
strip-chart recorder (which 1 connected 10 the front
of the support unit).

Two modes of data collection are available. In
the first, the pH is sampled once or twice per minute
and is recorded to an accuracy of 178 pH. In the see-
ond, the pH is saiapled every 1, 3, or 10 s and s
recorded whenever the change is greater than | or 2
pH. Data may be displayed on the strip-chart re-
corder in slow or fast mode, allowing playback rates
of from 10 to 1800 times real time, depending on the
data collection mode. This permits a quick or a
detailed review of the data.

The required flexibility of the system was pro-
vided by a design based on an 1802 «MOs micropro-
cessor. Data are stored in 760 cight-bit words of
«MOs memory. The software requires $00 words of
program storage. The power consumption of the re-
molte unit is 25 mW, The support unit interfaces to
the microprocessor in the data collector for command
key decoding and digital-to-analog converter loading.

A typical operating procedure starts with the
remote unit autached to she support unit and th~
probe connected. The probe is calibrated by immers.
ing it in pH 4 and 7 solutions and entering the ap-
propriate commands. Each step requires approsimate-
ly two seconus. If the unit has been calibrated
previously, the procedure need not be repeated. All
commands require one or two buttons on the support
unit to be pressed and a *'go” signal to be issued by
pressing the event button on the remote unit. Com-
mands to select the data collecion mode are entered,
the remote unit is disconnected from the support unit
and connected to the patient’s pH probe (which has
been mserted into the esophagus through a nostril),
and the go signalis given.

During the collection penod, the patient may
*mark"’ the data by pressing the event button. At the
end of the collecnon period, the remote umit 15 wis-
connected from the probe, reconnected to the support
unit, and commanded for data playback. The data
are displayed with event marks appearing as -1 pH
levels.

Fig. 1 Portable pH data collector and probe.

Fig. 2 Support unit with pH data collector connected to top
and strip-chart recorder connected to front. 93
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The portable pH data collector is an example
of sophisticated, low-power, compact instrumentation
that is made possible by standard, off-the-shelf, large-
scale integrated circuits. This particular design may be
expanded casily to a multichaniel data collection
unit.

Authors: W. Schneider and D, B. Klein

Support:  Johns Hopkins Medical Institutions

INTRACRANIAL PRESSURE DURING WAKEFULNESS AND SLEEP

Because 1mproved instrumentation Iis now
available, continuous 24 hour monitoring of intra-
cranial pressure (ICP) is being used 10 an increusing
extent for the management of neurclogical patients.
The telemetry procedures for making the recordings
are comparatively new, and there is considerable in-
terest in determiming the significance of the observed
ICP wave phenomena. Since there is insufficient in-
Sormation on the temporal behavior of ICP m the
normal mammal, we have undertaken to study the
ICP profile in normal undrugged monkeys during
sleep und wakefulness.

BACKGROUND

The monitoring procedure is used in selected
patients to warn of excess pressure, 10 provide
diagnostic information, and 10 evaluate treatments
for controlling ICP. Because pressure wave
phenomena observed in the comtinuous recordings of
1CP are used for patient evaluation, it is important to
understand the nature and cause of the waves, They
may arise from normal cardiogenic or neural
mechanisms and may have typical patterns in well in-
dividuals. The patterns may change in patients with
hydrocephalus, brain tumor, or head trauma. The fre-
quency, amplitude, and duration of ICP waves for
patients with those conditions as well as for normal
persons must be described and classified in order to
make the best use of continuous ICP recording as a
supplement 1o other methods of managing
neurosurgical patients.

DISCUSSION
Seven monkeys from the primate colony were
acclimated to a pnimate chair for approaimately one

week. An ICP sensing device (Ref. 1) was implanted
epidurally in the burr hole. At the same time electro-
encephalography (LEG) and electromyography (EMG)
electrodes were implanted in the skull and neck
muscles, respectively. Throughout the night, bkG,
M, and ICP recordings were made as the monkey
passed through his normal sleep cycles. Each monkey
had two days of baseline ICP recording in addition 10
£EG and EMG recordings.

Indwelling arterial catheters were placed in the
brachial arteries of four monkeys. The catheter was
connected to a Statham prassure transducer to record
systemic blood pressure continuously. The recordings
were made with a Grass Model 6 k¢ machine
operating at a chart speed of 1.5 mm/s,

The ICP in all seven monkeys was steady dur-
ing wakefulness except for transient changes caused
by movements, heartbeat, and respiration (see Fig. 1).
It showed no significant variation during slow wave
sleep except for small pressure changes secondary to
heart pulsation and respiration (see Fig. 2). However,
it rose during all episodes of desynchronized (REM)
sleep above the levels found in other sleep states. This
rise in pressure averaged 169 4.6 mm H,O (number
of samples, N, is 168) above the normal levels. At the
end of the REM sleep period, the ICP returned
abruptly to its original level (see Fig. 3).

Desynchronized sleep episodes were defined as
periods in the sleep cycle during which the amplitude
of the LEG potentials was low and EMG activity
decreased markedly. During the onset of REM sleep,
the ICF rose gradually over a period of 0.5 to |
minute, then reached a more or iess constant level of
pressure that lasted between 2 and 12 minutes. The
cessation of the ICP wave was abrupt. The pressure
returned to the original ICP in § 1o 10 seconds, voin-
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Fig. 1 Recordings of ICP, frontal teo activity, occipital rra activity, and temporalis elec.
tromyogram in the awake undrugged monkey. The ICP s at 90 mm H;0; small variations are
due to heartbeat and respiration,
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Fig. 2 Recoraings of the same parameters from the sume monkey during sleep. No movement
artifacts appear in the t Mo, and the 116 show large amplitude waves characteristic of deep
sleep, The ICP shows small variations about the level of 100 mm H,0.
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Fig. 3 Recordings of the same parameters from the same monkey during REM sleep. The
t+ show desynchronized activity with pantogeniculate occipital waves, The EMo shows
REM artifacts. Note the 3 minute plateau wave on the ICP rise to a level of 300 mm H, 0. The
pulse pressure from the heartbeat becomes about three times larger than that observed in other
sleep states. The Qunngoing pulses on the JCP record are artifacts,
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ciding with the end of the REM sleep epoch (see Fig.
3). The ICP wave and REM sleep lasted an average
of 7 & 0.8 minutes (N = 170) during which time the
systemic blood pressure decreased by an average of 17
+1.2 mmHg (N = 37). The ICP waves and the con-
current REM sleep states occurred an average of 9 +
1.2 times per night (N = 37). Bilateral sympathec-
tomy in four monkeys had no significant effect on the
propertics of REM sleep or the ICP wave
phenomenon.

The results of our study support the belief that
clevated ICP during REM sleep is a normal physio-
logical occurrence. The elevated ICP is in the form of
a pressure wave having the shape and characteristics
of the A-wave described by Lundberg (Ref. 2) but it
differs in magnitude. The rapid pressure changes in
the ICP wave that occur during REM sleep suggest
that the effect is a result of vascular changes. In a
number of neurological discase states the ICP is ini-
tially high, using up much of the reserve intracranial
space. Therefore, a small increase in blood volume
when the reserve space is exhausted causes a large rise
in the ICP. Under those circumstances, during REM
steep the patient who has little ICP reserve could
have, rather than a doubling of ICP, an ICP in the
region of 500 to 1000 mm H,0 — the classical
plateau wave described by Lundberg. In such cases,
the conditions exist for cergbrovascular decompres-
sion (Ref. 3) in which these dangerously high levels of
{CP could depress nervous function,

The results of our studies (Ref, 4) indica’e
that, in a necurological patient, continuous recordings
during the sleep state may be useful for assessing the
patient’s ICP reserve. A rise iu ICP should be ex-
pected during REM sleep; its magnitude will be a
measure of the patient’s intracranial compensatcry
reserve. More studies are needed to determine what
levels of JCP waves in REM sleep are normal and
what levels indicate pathology.
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THREE-DIMENSIONAL LASER DOPPLER VELOCIMETER

A luser Doppler ve!ocuneter that can measure
Jlow velocities in three dimensions was designed and
bult 10 measure velocity fields i casts of human
arteries. An umportant part of the velocimeter is a
rotaung diffraction graung that s used both to split
the laser beam and to facduate the measurement of
budirectional flow along a particular path. A Unuted
States patent has been granted to us for this instru-
ment (Ref. 1).

BACKGROUND

The art of measuring fluid flow is now
relatively sophisticated and requires comparatn ely

complex instruments. Devices to make flow measure-
ments include pitot tubes, vanes, hot-wire and hot-
film anemometers, and heat-flux transducers. They all
have the disadvantage that they must be physically
located in the flow at the point to be measured. Con-
sequently, local flow is distorted at the point of in-
terest. Another disadvamage is that they are subject
to adverse environmental factors such as excessive
pressure and temperature, which may cause damage.

On the other hand, a laser Doppler velocimeter
can measure flow velocities without disturbing the
flow noticeably and without being subject to environ-
memal effects. lts principle of operation is that the
frequency of light scattered from a moving particle is
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Doppler shifted. This principle is the same one that
police use to measure automobile velocities. The dif-
ference between the two systems is a matter of scale.

Several optical configurations are possible in
laser Doppler velocimetry. One common type is the
reference beam velocimeter. An unscatiered reference
beam and light scattered from the point of interest
arc brought to the same point on a photomultiplier.
The nonlinear nature of the photomultiplier tube
causes heterodyning, which produces an clectrical
signal whose frequency is the difference between the
frequencies of the two light sources.

Another common optical configuration is the
differential mode velocimeter. Scattered light from
the intersection of two beams is focused on a photo-
multiplier. Again, the resultant signal has a frequency
that is the difference between the frequencies of the
two scattered light sources,

Our velocimeter uses the differential mode. To
understand this mode, consider the following. When
two beams from the same laser ¢ross, a {ringe pattern
is formed n the intersection volume. A particle pass-
ing through thic volume scatters or does not scatter
light, according to whether it is passing through a
bright or a dark fringe. Thus, the frequency of the
phatomultiplier output depends on how fast a particle
passes through the volume and also its direction or
angle relative to the fringe pattern. However, a parti-
cle moving in the exact opposite direction will pro-
duce an identical frequency in the photomuluplier
output,

In many instances, it is important to know the
direction of a particle along a path without ambigui-
ty. Ambiguity arises because zero velocity (v = 0)
normally corresponds to zero frequency, and + v and
- v both correspond to the same output signal fre-
quency, f. To avoid ambiguity, 'ragg cells, Pockels
cells, or rotating diftraction gratings can be used to
shift the frequency of the velocnneter beams relative
to one another.

Our device uses a rotating diffraction grating
(Refs. 2 and 3). A laser beam passing through a
rotating grating is diffracted in the usual fashion (Fig.
1). However, the various orders (n = 0, 1, 2, ...) of
diffracted light are shifted in frequency. Thus, the
frequency of the ath order is f, = f, = naf, where
the sign 1s determined by the direction of rotation and
Af depends on the speed of rotation and the spacing
between hines on the grating. If one mixes the hght
from the first-order lines on either side of the zero-
order line on a photomultiplier, a signal frequency of
2Af results. If the beams intersect at & point in the
fluid flow and the hght scattered from both beams 15
focused on a photomultiplicr, then zero velocity cor-

Rotating
grating
L]
*
L]
fg + 34f
fg + 24f
fo + Af
Laser beam
l Laser l': — fo
fo - af
fo - 2Af
fa - 3Af
L ]
L ]
[ ]

Fig. 1 Diffraction of luser beam by rotating grating.

responds to a signal frequency of 24f. Frequencies
greater than 2 4f can be defined as flow in the
positive direction; frequencies less than 24f corre-
spond to flow in the negative direction. These effects
can also be explained in terms of the fringe pattern,
which was stationary when the intersecting beams
were of the same frequency but now propagates con-
tinuously through the intersection volume in a diree-
tion perpendicular to the lines of the pattern. Thus, a
stationary particle in the volume produces a frequen-
¢y at the photomultiplier output of 24/ because the
fringes now move relative to the particle, If the paru-
cle moves, the rate at which the fringes are en-
countered will depend on the relative motion of the
fringe pattern and the particle.

DISCUSSION

Four beams are needed 10 make a three-
dimensional velocimeter. The device shouid be
reasonably casy to align. ldeally, self-aligning
features should be mcorporated into the design so
that the four beams will intersect at the pomnt at
which the velocity 1s to be determined. This can be
doae by using the rotating diffracuon grating as a
beam splitter and as a frequency shifter.

Figure 2 shows schematically a laser Doppler
velocimeter that measures velocity in three dimensions
and incorporates & large measure of self-alignment.
The laser (2) emits a beam (4) that passes through a
rotating diffraction grating (6). The rotating grating
converts the beam into a number of beams having
different frequencies. A mask (7) is mounted i the
path of the beams emerging from the grating. The
mask has an aperture suitably dimensioned to block
all diffracted beams except the center one (4) and the
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(a) Top view Mask, 9

Beam

Motor splitter,
16

Beam, 4
Laser, 2 m Rotating
grating, 6 Lens, 8

Mask, 7

(bj Side view

Lens, 10 §

Iris, 15 pinhole, 13

Flow madel, 11

Lens, 14

Flow

Fiu. 2 Schematic of luser Doppler velocimeter.

first-order diffracted beams (4a and 4c¢) in Fig. 2c,
which are made parallel to the center beam (4) by be-
ing passed through a lens (8). The center beam then
passes through a conventional beam splitter (16) that
splits the beam in two, thereby providing an addi-
tional beam (4b) of the same frequency as, and
traveling parallel to, the center beam (4).

The measurement of fluid velocity is made at
P, the point of intersection of the four beams. P can
be varied by moving the optical system rigidly with
respect to the flow model channel (11) without having
to realign the beams or change lenses. The optical
system is meunted on a precision machining table
with one rotational and three translational degrees of
freedom.

Each pair of beams intersecting at P forms a
fringe pattern. The scattered light from P is focused
by a lens (14) onto the cathode of a photomultiplier
tube (12) via a pinhole (13). The photomultiplier tube
is shown aligned with the optical axis, which is conve-
ment but not necessary. An iric (15) blocks the
unscatiered light in any pair of the original beams (4,
4a, 4b, or 4¢c). The frequency of the ntensity-
modulated light is easily measured by conventional
techniques, such as spectrum analysis or correlation

analysis, applied to the output of the photomultiplier
tube.

Figure 2¢ shows the spaual arrangements of
the four paraliel beams (4, 4a, 4b, and 4c) as they
reach the beam mas¥ {(9). Three beams (4, 4a, and 4¢)
can be selecied in pairs by blocking the remaining
beams with suitable masks. It the measurements from
any two of the three pairs are combined, the two or-
thogonal components of velocity in the vertical plane
can be derived. Similarly, if a mask that selects pair
4b and 4c¢ or pair 4b and 4a is used and these mea-
surements are combined with the orthogoral velocity
components in the vertical plane, the thr2e mutually
orthogonal velocity components can be derived.
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OCCURRENCE AND IDENTIFICATION OF INTRACELLULAR
CALCIUM CRYSTALS IN PULMONARY SPECIMENS

Scanning electron microscopy, X-ray analyses,
and histochemical techniques have identified unusual
birefringent, intracellular, celcium carbonate crystals
in the sputum specimens of a 68-year-old man with
cavitary pulmonary lesions. He was clinically diag-
nosed and [reated for pulmonary tuberculosis.
Although other etiologies are possible, we contend
that the calcium salt crystals identified in his sputum
represent a peripheral manifestation of tuberculosis
that is rarely noticed in sputum specimens.

BACKGROUND

Although calcium deposition occurs in the
lungs in a number of systemic and local disorders, it
is less often observed in sputum specimens. Calcium
compounds occur most frequently in sputum as struc-
tureless, acellular, flaky debris, as extracellular
rounded bodies, or (uncommonly) as laminated
bodies in association with tumor cells. By contrast,
the finding of intracellular calcium crystals in the
sputum specimen is distinctly unusual. The presence
of intracellular calcified crystals has been documented
in a patient clinically diagnosed and treated for
pulmonary tuberculosis (Ref. 1). Histochemical, X-
ray, and scanning electron microscopy studies of the
crystals were undertaken in order to establish their
nature,

The patient was a 68-year-old factory worker
who came to the Johns Hopkins Hospital with fever
and cough. A former cigarette smoker with known
chronic bronchitis, he had lost 13 pounds over a one-
year period. He had worked until the age of 63 in an
aluminum factory. Initial chest radiographs showed
several left upper-lung cavitary lesions. The clinical
course was marked by spiking temperature to 103.8°F
and mild leukocytosis (12 800/mm3) with 11% mono-
cytes. The working diagnosis was tuberculosis. The
patient was begun on drug therapy and was dis-
charged from the hospital two wesks after entry.
Four months later, chest radiographs showed persis-
tent but smaller cavitics in the left upper lung. The
patient appeared clinically improved and has re-
mained so 10 months later.

Satisfactory smears and filter prepaiations of
spontaneous sputum specimens were examined from
11 different days over a four-month period. Selecied
sputum smears showing intracellular crystals were
stained and subjected to scanning elect. on microscopy
and X-ray analysis. Sample crystals were identified in

the light microscope and reidentified in the scanning
electron microscope. An electron beam was directed
at a particular spot on the crystals. Excited X-rays in-
dicated the clements involved. In addition, sputum
from a normal, healthy, male adult was analyzed as a
control.

DISCUSSION

Intracellular, birefringent, needie-shaped
crystals were present in all of the patient’s sputum
specimens, although to a lesser extent after therapy
was initiated. The crystals were present both in
multinucleated giant cells and in  the single,
mononucleated histiocytic cells. They did occur ex-
tracellularly, but rarely. In the cells, the crystal usual-
ly fanned out from a small narrow base. The needle-
shaped spicules varied in number from 6 to more
than 50. At times, true rosette formations and
la=zination were scen. Most of the crystals were glassy
and colorless with a faint brownish-gray hue. Some
were flat, wide, blunt-tipped, and elliptical. They
measured up to 20 um in size. Under polarized light,
they were brilliantly birefringent with faint rainbow
colors. In one instance, a Curschmann’s spiral was
completely surrounded by muliinucleated cells con-
taining calcium crystals. These crystals  stained
specifically with Von Kossa's stain.

The X-ray spectra from six spols on an
isolated field incorporating an intracellular crystal
were recorded (S, to S, Fig. 1). The presence of
calcium was established in the crystal exclusively
(spots S,, S,, S,, and §,). The X-ray spectra of the
control spuium were identical to those of extracellular
areas (spots $; and S5). In both specimens, artifac-
tual amounts of gold (used to coat the specimens to
prevent charging) and of tungsten (from the stain)
were present, as well as a p.ssible trace of silicon,
which probably represented the glass slide (Fig. 2).

Intracellular calcium deposition 1 the lungs is
seen in a wide variety of dis.ases. In addition, oc-
cupational diseases are commonly associated with
calcium deposits in the lungs as well as with foreign
bodies such as tale. Of interest in this case was the
finding in sputum of unusual intracellular crystals
that eluded :pecific classificauon and prompted fur-
ther investigation. Since the limitations of X-ray
techmques preclude the denufication of e¢lements
below fluo me 1 atomie number, the exact consti-
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Fig. 1 Scanning electron micrograph of sputum specimen
showing intracellular crystal, Spots analyzed by X-ray proce.
dures are marked S, 10.5, (X 2200).
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Fig. 2 X-ray analysis of typical spot (8;) on the erystal.

tuents of the compounds in the crystals could not be
established unequivocally. Nevertheless, the predomi-
nant element was found to be calzium, and there was
no indication of aluminum or aluminum products—
the only significant occupational exposure
documented in this case,

In the absence of systemic disorder, ihe in-
tracellular calcium particles in the sputum are
presumed 1o be related to the caviiary puimonary
pathologic process Besides pulmonary tuberculosis,
aspergillosis may cause cavitary lesions that have been
associated with calcium oxalatea deposits. Since the
Von Kossa reaction is nonspecific and stains a wide
variety of .alcium salts including carbonates,
phosphates, and oxalates, aspergillosis remains a
possible etiologic factor. However, no fungi (which
are associated with aspergillosis) were identified in
this case. and the specific therapeutic response in the
patient makes a fungal iesion unlikely. A diagnosis of
calcium salts such a» phosphates was not supported
by X-ray analysis. However, in a large group of
tuberculosis cases only 3% of the patients were
reported to have isolated crystals. Small calcific con-
cretions may be seen in specimens of sputam obtained
from patients with tuberculosis; however, to our
knowledg: intracytoplasmic crysitals have not been
previously described. A review of sputum specimens
from pulmona-~ tuberculosis patients failed to reveal
any intracetlul ar calcium crystals.

The rare occurrence of intracytoplasmic cal-
cium carbonate crystals in this casc of pulmonary tu-
berculosis probably represents a cytologic manifesta-
tion of an unusual interplay of infection and the host,
altered by tne environment or other unknown factors.
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EXTERMAL ECG RECORDER SYSTEM FOR USE WITH
THE AUTOMATIC IMPLANTABLE DEFIBRILLATOR

A portable, external electrocardiogram (ECG)
recorder has been develop.d by APL to monitor and
evaluate an automatic implantable defibrillator
(AID). The small solid-state device records heart ac-
tivity during a fibrillation/defibrillation event plus
other data of interest, all of which may be read out
later un a special doctor’s console.

BACKGROUND

The recently developed AID senses the oc-
currence of ventricular fibrillation in «n ambulatory
patient and automatically applies an electric shock to
the heart to effect a return 1o normal rhythm (Refs. |
and 2). APL was asked to review the design of the
present AID system from tiie standpoint of compo-
nent selection and reliability. A second task involved
the addinon of a data recording and readout capabili-
ty o provide recoverable information concerning the
operation of the AlD circuitry during an actual fibril-
lation episode. Accordingly, while the AID circuit
design was being finalized and clinical animal tests
were being performed, the design was begun of a
small recording and telemetry subsystem that could fit
into the AID. It soon became clear that completion of
the miniaturized recording and telemetry circuitry
would probably delay the availability of the im-

pianted system for human rrials. It was decided to use
the design of the implantable recorder for a small, ex-
ternal ECG recorder that could be worn by a patient
who had an implanted AID. In addition to small size,
other necessary design constraints included low power
consumption in order to use a small battery and the
use of readily available components to satisfy the
short time schedule. In addition, a special doctor's
console was designed to read out and make a perma-
nent record of data from the recorder.

DISCUSSION

The primary function of the external ECG
recorder is that of a **demand” recording device; that
is, in the event of a fibrillation/defibrillation episode,
a detailed record of heart electrical activity is made
and preserved. 1f such an event occurs, the patient is
prompted by the recorder to visit his doctor and have
the data read out for analysis. In addition to ECG in-
formation, other data are maintained in the recorder
circuitry to provide the docte. with a complete picture
of defibrillator and recorder operation since the
previous readous.

Figure | is a functional diagram of the external
LCG recorder. Heart signals are picked up by a set of
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- ; ; Data to
rg 3 console
& o &
Console
interrogate 4
X SRS * g 934
AU ¥ SE5
N ; 0 \" 2 ,:
s ek‘\
B IR R NS
a&&‘& REiR SRR
Timing and
"> test signals
to console

Fig. 1 Functional diagram of the external i ¢ ¢, recorder,
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electrodes held in proper position on the chest by an
elastic harness, These weak signals are amplified in a
preamplifier that includes automatic gain control
(AGC) to ensure proper amplitude for the analog-io-
digital converter. The £CG waveforms are sampled
and digitized by the converter continuously; at the
proper time they are stored in a solid-state memory,
which has a capacity of 4096 six-bit words. If the pa-
tient has not experienced a fibrillation episode since
nis last visit to the doctor, the recorder remains in the
monitor mode while the current ECG input is written
continuously into a dedicated *‘precursor’® portion of
memory (one-fourth of the capacity) that requires
22.5 s to fill. U nothing has occurred when the
memory sector is filled, new data are stored at the
beginning of the sector, overwriting the previous
data. Therefore, at any time, the precursor memory
contains the latest 22.5 s of ECG information,

The input circuits of the recorder detect the
coupled high-energy pulse generated by the AID
device as it defibrillates the heart, not the fibrillation
activity itself. When the initial pulse occurs, the
recorder leaves the monitor state and stores the next
67.5 s of ECG data in the remaining memory space
(three-fourths of the capacity). This recording time
covers the maximum possible reriod of defibrillator
action, which can include up to four shocks to restore
natural rhythm. At this paint, the entive 92 s memory
holds the dara stored befor», during, and after the
defibrillation event. No more recording is allowed,
and a periodic audible alarm sounds to tell the patient
to visit his doctor. If additional fibrillation episodes
oceur in the interim, no ECG data are recorded but a
record is kept of the total number of ¢vents and the
number of defibrillator pulses delivered. A crystal

CRAKT SPEED Fomen
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T

oscillator allows the recorder circuits to maintain an
accurate record of elapsed time between readouts as
well as the time at which he initial fibrillation
episode occurred.,

When the patient visits the doctor, the recorder
is connected to the console. An interrogate command
from the console switches the recorder to the read
mode, and all stored data from memory a~d from the
various counters are transferred to the .onsole for
storage. Recorder data are read out a second time and
compared with the data stored in the console, for ver-
ification. All non-ECG data are displayed on the front
panel, and the operator obtains a hard-copy strip-
chart printout of the 90 s recording.

Fig. 2 The external k(. recorder,
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Fig.3 Doctor's console for readout, display, and recording of recorder duta.
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If the doctor is satisfied with the data output,
the interrogate command is turned off; the recorder
returns to its monitor state and may be disconnected
from the console. The operation of the recorder may
be checked during a routine office visit even if no fi-
brillation episode has occurred. In that case, 67.5 s of
current, normal ECG data can be recorded in a man-
ner similar to data of an actual episode. When the
memory is filled, readout proceeds as before.

Five external ECG recorders are being
fabricated for initial human trials. Two have been
completed and tested, and three are in various stages
of fabrication. Figure 2 is a photograph of the re-
corder. It weighs approximately 12 ounces (340
grams) and is powered by four watch-type silver oxide
batteries, which provide enough power for about
thrce months of operation. All digital circuits, in-
cluding the memory, are CMOS (complementary metal
oxide semiconductor) integrated circuits.

The first of three consoles has been fabricated
and is being checked (Fig. 3). A recorder has been
tested successfully on a dog with an implanted defi-
brillator. The AID has been approved for limited
clinical trials with human patients in the near future.
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OCEAN SCIENCE AND TECHNOLOGY




INTRODUCTION

APL must understand the physics of the ocean environment to perform
its mission in support of the Fleet. This area of physics includes the propagation
of electromagnetic and acoustic radiation; absorption and scattering both within
and at the surface of the ocean; hydrodynamic phenomena such as surface
waves, internal waves, and currents; and the effects of such physical variables as
water temperature, pressure, salinity, and density on ocean dynamic
phenomena. Central to APL’s effort is the development of sensing and data-
processing systems to detect and characterize signals nrapagated through or at
the surface of the ocean. Analysis, simulation, and laboratory research are
extremely useful, but many phenomena of interest must be studied at sca. Ac-
cordingly, APL has developed the ability to conduct large-scale scientific studies
in the open ocear.

Although much ocean research is not reported here for security reasons,
the selected sample wili illustrate the areas of interest. Theoreticil studies are
exemplified Ly the first article, which preser!s an analytical mod.l of specular
reflection from a single facet on the mean ocean surface. The model aids in
interpreting measured sun glitter data and shows promise of representing
spatially averaged glitter radiance.

The second article describes work related to the NASA-sponsored
SEASAT-A satellite — the first dedicated to oceanographic research. Analysis of
the SEASAT Synthetic Aperture Radar data demonstrates its ability to detect
low energy swell systems and to measure occan wavelength and direction ac-
curately. To provide a better =, .erstanding of the worldwide oceanographic and
atmospheric background, airbo:.- -esearch flights in Amarctica and Greenland
were undertaken 10 perform «xperiments in meteorology, air sam-
pling/chemistry, infrared spectroscopy, magnetometry, ice thickness measure-
meats, and aerial photography of glacier movements. They are discussed in the
third article.

The last article describes the development of a low-power laser radar to
measure the seal position on the Navy’s experimental 100-ton surface effect ship.
This measurement capability provides both a real-time seal position monitor for
use by the ship's control team and highly accurate measurement data for use in
evaluating the test ship and the concept.

Although APL's increasing expertise in ocean physics to date has been
applied to Navy problems, it will be available in the future to enhance the
specific understanding of the ocean environment and to assist n its peaceful
exuloitation. The determuination of optimum locations for OTEC planiships by
site surveys is one example of many possible applications.
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ANALYTICAL INVESTIGATION OF A SIMPLIFIED MODEL
TO STUDY TEMPORAL FLUCTUATIONS OF SUN GLITTER

The term “'sun glitter’’ describes the optical ra-
diance from individual areas or faceis of the ocean
surface that are inclined so that they specularly reflect
solar radiation to the point of observation. This glit-
ter is often the major source of sea-surface radiunce.
A simplified analytical model of specular reflection
Jrom a single facet on the mean surface has been de-
veloped and investigated, The insight gained from this
madel aids the interpretation of measured sun glitter
data. An extension of the methods used shows prom-
ise of representing spatially averaged glitter radiance,

BACKGROUND

The reflection of the sun's rays from the ocean
surface has been studied for several decades. In the
1950's, Cox and Munk (Ref. 1) performed a classical
experiment using defocused cameras to measure the
average intensity of the reflected radiation. From
these data they were able to deduce the probability
density function of the surface slopes. In order to ob-
tain a more fundamental understanding of the reflec-
tion process, which includes space-time fluctuations, a
simplified model has been analyzed. The model repre-
sents the reflection of solar radiation from a single
facet on the mean ocean surface and considers reflec.
tions in only one dimension. The input and output
power spectra have been compared. Numerical results
indicate that spectral peaks may be observed in the
output at frequencies where there are no peaks in the
input. The reseise js also true; i.e., input speciral
peaks may not be observed at the output, A series ex-
pansion has bexsi used to explain these numerical
results analytically.

DISCUSSION

The geometry of the reflection process is il-
lustrated in Fig. 1. The instrument is measuring the
reflection from a small area or facet on the surface.
Ray optics is assumed 1o be applicable, and both the
incoming and reflected rays lie in the plane of the
figure. Since tne sun has finite extent, a range of sur-
face slopes will reflect radiation specularly to the in-
strument. The slopes and their normal vectors are il-
lustrated.

Figure 2 shows the nonlinear filter used to
mode! sun glister reflection. The input, x(7), is the
slope of the facet measuied by the instrument and is

Instrument

Ocean surface

Surface facet ) Slopes that will
meastired by reflect to
instrument instrument

Fig. 1 Geometry of sun glitter reflection,

assumed to be a Gaussian stochastic process. If the
slope of the facet lies within the range required for
reflection to the instrumem (i.e., if 5, < X(#) s 5,
where s, and s, define the boundary of the slope
region that reflects to the instruments), then unit out-
put is received at the instrument; otherwise the output
is zero. Using this model, the temporal autocorrela-
tion function of the glitter, R,,(1), can be related to
the temporal autocorrelation function of the slopes,
R, (7). The appropriate expression is

Iy syl ;:: er(257255)

R, (1)= -erf( )] dx for 7#0

erf(:s,i-)—erf(-z—:) for r=0
where

w (7)
o’

r=r{r)=

1 s
erf(z)=7§;ioexp[—w’/2] dw

in this equation, o,% is the variance of the input
slopes.

Since the autocorrelation function and power
spectrum constitute a Fourier transform pair, the
equation expresses a relationship between the slope




o

1forsy <xit) <3y
0 otherwise

y(t)

Fig. 2 Nonlinear filter to model sun reflections from a surface
fucet.

and the glitter power spectra. However, the integral
in the equation cannot be evaluated analytically. It
has been evaluated numerically using both the
Romberg techniyue and a  Gaussian  quadrature
methad. Results have been verificd by simulation us-
ing an.'viical forms for the slope autocorrelation
function,

Figure 3 shows a slope power spectrum com-
puted from the wave elevation spectral model pro-
posed in Ret. 2. The wind friction velocity for this
case was u. = 48 cm/s. Features to note on this
slope spectrum are the low and high frequency
dropoffs, the peak, and the high frequency shoulder.
The corresponding glitter spectrum, computed using
the above model, is shown in Fig. 4. (This figure is
shown in decibels because it would appear as a
straight line on even one cycle of log paper.) Notice
that the main peak of the input is still visible on the
output spectrum, as is the high frequency shoulder.
However, the features have been greatly atienuated.
Also note that there is power in the output at low fre-
quencies where there was none in the input, The
higher frequencies also are whitened.

By expanding the Gaussian density in terms of
Hermite polynomials, the integral in the autocorrela-
tion equation can be written as an infinite series.
Although the series converges very slowly for values
of r{r) not significantly smaller than unity, 1t can be
used to interpret some of the numerical resulis. In
particular, various terms in the series explain the low
and high frequency whitening and also the appearance
of peaks in the glitter spectrum at frequencies where
there were no peaks 1n the slope spectrum. (This last
phenomenon was observed in results not discussed
here.)

CONCLUSIONS

The nwieerical results and analyses provide in-
sight into the glitter process and eaplain why mea-
sured glitter spectra tend to be whitened. However,
several mmportant effects have not been included n

10“257 TT T T T T T T 773
10-3 igh frequency shoulder
8 1ok 3
£ - 3
£ 105 E
g C ]
* 10-8E =
& 10'g E
10-8F 5
ool dul v vl il gl 437
[V N 10 102 10° 104
Frequency (rad/s)
Fig.3 Slope power specirwin, u. = 48 cm/s,
-40.2 T T T T T T T T
—40.6}— —
— Peak .

High frequency shoulder

T 17

1

Power spectrum (dB)
LR S
® » o

|
F
~N
N
1

T

—4getl 3ol vl
10" 100 10! 102 w0 10
Frequency (rad/s)

Fig. & Glitter power spectrum, u. = 48 cm/s,

the investigation. First, reflection really occurs in two
dimensions, not just one. Second, in practice the -
strument views a finite area of the sea surfax. not
just a single point or facet. Thus the effeuts of spa Lal
averaging must be included in the mahemanal
model of the process. Current imvestigation. ace
directed toward including these complenities in the
analysis.
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DETECTION OF LOW-ENERGY SWELL SYSTEMS

WITH THE SEASAT SAR

SEASAT approached the east coast of the
United States at 1520 GMT on 28 September 1978,
The 100 km swath of its synthetic aperture radar
(SAR) ran approximately paralle! 10 the coast but
displaced eastward by about 20 km. On the basis of
the present analysis of that pass, several major con-
clusions were reached: (a) the SAR can successfully
detect low-energy swell systems with significant wave
heights, H,, of well under 1 m (actually 0.65 £ 0.25
m); (b) the refraction of low-energy but well-
organized swell resulting from changes in the local
depth of the ocean is clearly detectable in both
wavelength and direction; and (c) the complexity of
the ocean spectrum (e.g., whether it is composed of
more than one system or is spread in direction and
wave number) seems to have litile bearing on the
thresholid detection limits.

BACKGROUND

Studies made with aircraft in the past few
vears indicate that ocean swell can be imaged with a
SAR, at least for some wind velocities, when there is
a substantial component of the swell traveling along
the radar’s line of sight. However, the bounds on
wind, wave, and geometric conditions for which the
detection of ocean waves is reliable remain elusive for
want of an extensive experimental daia base.
SEASAT provided a unique, although limited, oppor-
tunity to reexamine the wave detection problem with
few of the artificial constraints of aircraft measure-
meits. Reference | gives a concise summary of the
SEASAT SAR design parameters; Ref. 2 gives a more
general description of the system and of its fundu-
mental limitations, Preliminary assessments of its
ocean wave detection capabilities have been compiled
in Refs. 3,4, and S.

During the 100 day lifetime of the SEASAT
SAR, nearly 500 passes of 1 to 1S min duration were
.ollected at three domestic and two foreign receiving
stations. Twenty-three passes provided acceptable
SAR imagery within 70 km of a well-instrumented
**sea truth” pier operated by ** 2 U.S. Army Corps of
Engineers, Coastal Enp ..cring Research Center
(CERC) at Duck, North Carolina. APL and several
government agencies collected wind and wave
measurements from 12 August 10 9 October 1978.

DISCUSSION

Figure 1 shows the areas for which estimates
or measurements were collected on 28 September. For
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Fig. 1 Locations of surface, aircraft, and spacecraft measure.
ments of the low-energy swell systems present on 28 September
1978,

reference, the boundaries of the 100 km SAR swath
are shown by the solid lines inclined approximaiely
25° with respect 10 north at this latitude. The log-
tions are keyed alphabetically from north to soust.
The Navy Fleet Numerical Weather Center (FNWC)
grid point 271 is indicated Ly 4. B, C, E, and F are
15 km® areas over which the SEASAT SAR imagery
was Fourier transformed optically. The appreciable
changes in local ocean depth (dotted contours in Fig,
1) at B, C, and E would cause spreading of a single
frequency deep-water wave in both wavelength and
direction. Deep-water dispersion prevails only at F for
wavelengths greater than 70 m. Local depth changes
at B are especially severe, ranging from less than 10
to at least 20 m. The laser peofilometer spectrum in
Fig. 2 was collected at C by a National Oceanic and
Atmospheric Administration/Sea Aur Interaction Lab-
oratory (NOAA/SAIL) aircraft. In-situ one-dimen-
sional spectral measurements were collected at the
CERC pier (D). The FNWC grid point 260 (G) pro-
vides a convenient reference spectrum for the SAR




~— Average of four spectral measurements in
vicinity of D (Hg = 1.0 m)

-« = NOAA aircraft laser profilometer spec-
trum in vicinity of C (Hg = 1.26 m}
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Fig. 2 A comparison of surface and air measurements of the
wave height spectra near Duck, North Carolina,

imagery data collected at F. & and G are the only
deep-water locations of Fig, 1.

Time histories of the long (greater than 1 s)
waves were recorded by five instruments in the vicini-
ty of the rescarch pier for a 20 min interval spanning
the satellite overpass time. The one-dimensional long-
wave spectrum was measured near the pier with two
Baylor gauges, two wave-rider buoys, and one
capacitive wave staff. Spectra from each instrument
show varying amounts of 11 and 7 s systems. The
average of the two gauges and the two buoys (Fig. 2)
clearly identifies each wave system. The significant
wave height derived from the averaged spectrum is
1.0 m, which of course includes the combined energy
from both the 11 and the 7 s systems. The significant
wave height for each separate system (roughly equal
in energy at the pier) is closer 10 0.7 m. By com-
parison, the FNWC grid point closest to the pier (G)
yields estimates of 0.4 and 0.6 m for the long-wave
and the short-wave systems, respectively.

Flying about 50 km to the east of the pier, the
NOAA aircraft was equipped with a laser pro-
filometer to measure the one-dimensional ocean
height spectrum in the flight direction of the aircraft.
For a typical “‘swell-run,” the aircraft heading is
chosen to correspond (within a few degrees) to the
vector direction of the swell. The resulting spectrum
accurately measures the total energy on the surface if
the spectrum contains little energy orthogonal to the
flight vector, because that energy is effectively exclud-
ed. The laser spectrum plotted against the averaged
pier spectrum in Fig. 2 verifies a double wave system
with predominant periods at 11 and 7 s, and a total

significant wave height of 1.26 m, or approximately
0.9 m for each system. The energy of the 7 s system
is probably underestimated because of the directional
sensitivity of the laser profilometer. However, the
energy of the 11 s system shouid be accurate and
probably represents an effective upper bound to the
significant wave height in the transformed areas.

The SAR was activated for approximately four
minutes on 28 September as it approached the U.S.
east coast, The radar interaction wavelength is about
30 cm, and the image intensity (or reflected power) is
generally proportional to the amplitude of Bragg scat-
terers of the 30 cm wavelength on the ocean surface
(Ref, 6). The amplitude of the scatterers may, in turn,
be strongly (but not soiely) correlated with surface
wind at the boundary layer. In general, brighter
regions in an image correspond to higher winds and
darker regions to lower winds.

The imagery from the SAR pass on 28
September was optically Fourier transformed, digital-
ly scanned at the equivalent of 6 m ground resolution,
and spatially averaged using a 7 x 7 element sliding
window. The coatrast was enhanced by means of a
three-segment, piecewise, linear-level transformation
with a very high gain in the center segment. Each set
of break points was optimized individually to com-
pensate for the variations in average intensity.

Figure 3 shows a progression of enhanced op-
tical Fourier transforms representing the image spec-
tra at F, E, C, and B as the wave trains approach
shore. The sequence shows quite clearly the refraction
effects of the variations in ocean depth on the long-
wave component, A 210 m wave in deep water at F
shortens 10 170 m at £, to 160 m at C, and finally to
120 m at B, in shallow water. Furthermore, the deep-
water spectrum of F correlates well with the FNWC
estimate made at G (grid point 260) of spectral peaks
in both wave number and direction. The presence of a
short-wave system is also evident on the transforms.
At least in part, this short-wave energy correlation
may be an artifact of the ground processor. Recent
digitally processed and transformed imagery of the
same area shows much weaker correlations in the
short-wave (7 s) portions of the spectrum.

It should be emphasized that no correlation
between spectral energy density and image transform
density has been attempted. A proper treatment of
that question would require careful accounting of the
many system nonlinearities, some deliberately in-
troduced for enhancement and some unknown. A bet-
ter understanding of ocean backscatter models is also
a prerequisite for further progress here.

The quantitative shallow-water dispersion rela-
tionship (Ref. 7) is shown by the curves in Fig. 4, on
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Fig. 3 Optically processed, optically transformed, and digitally enhanced SAR wave spectra
from each of the four locations F, E, C, and B. The sequence moves from deep to shallow
water and lilustrates both wavelength and direction change as the 11 s swell system approaches
shure, The uverlap of the FNWC spectea for grid point 260 (G) on the SAR image spectrum at
F shows the remarkable correlation of the 11 s swell system present on 28 September 1978,

Overlay units are expressed in relative energy units parcell,

which are also plotted the results of Fig. 3. Each of
the four center wavelengths from the optical trans-
forms is entered on the horizonial axis of the disper-
sion relationship and is transferred accorging 1o the
variation in depth for its particular location. The lo-
cation of peaks from the optical transforms is judged
to be accurate 1o % 5%. These two uncertainties com-
bine to produce the areas of uncertainty shown in
Fig. 4 The data set is seen to be most consistent with
the assumption of an 11.7 s swell system.

In summary, a well-organized, very-low-energy
swell system off the east coast has been tracked with
the SEASAT SAR from deep water, across the conti-
nental shelf, and into shallow water. The results in-
dicate that a spaceborne imaging radar can measure
ocean wavelength and direction accurately, even in
coastal areas and in the presence of a mixed ocean.
For separating swell systems in a mixed ocean, its ac-

curacy may exceed that of any other known tech-
nique.
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Note: Uncertainty areas are due to changes in bathym-
etry over transform area of 16 km2 and to peak
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AIRBORNE RESEARCH FLIGHTS IN ANTARCTICA AND GREENLAND

APL personnel participated in airborne
research flights in Antarctica and Greenland to con-
duct experiments in meteorology, air sampling, air
chemistry, infrared spectroscopy, magneiomelry, ice
thickness measurements, and aerial photography of
glacier movements.

BACKGROUND

The polar research aircraft is an LC-130R,
specially equipped and operated for the Division of
Polar Programs (DPP) of the National Science Foun-
dation by Navy Antarctic Development Squadron Six
(VXE-6). Figure 1 shows the polar research aircraft at
Williams Field, McMurdo Station. APL provided *he
Airborne Research Data System (ARDS) and the tail-
mounted scalar magnetometer. APL supported the
principal investigators by assisting in installing and
checking equipment, recording and disseminating the
scientific data, and coordinating flight operations
with DPP and VXE-6 personnel. APL also assists

DPP and the principal investigators in planning
future airborne experiments.

DISCUSSION

The air-sampling/air-chemistry sensors, in-
frared spectrometer, magnetometer, aad ARDS were
installed aboard the aircraft at the Naval Weapons
Center, China Lake, California, during the first week
of November 1978. The principal investigators and
their projects were: W. Zoller (University of
Maryland), atmospheric trace elements; A. Hogan
(SUNY/Albany), aerosols; E. Robinson (Washington
State University), air chemistry; A. Mason (University
of Miami), tritium; R. Rasmussen (Oregon Graduate
Center), halocarbons and N,0; R. Renard (Naval
Posigraduate School), mesoscale meteorology; D.
Murcray (University of Denver), infrated atmospheric
measurement; and R. Hickerson (APL), magnetom-
eter studies.

The aircraft left Pt. Mugu, California, on 9
November 1978 and arrived in Christchurch, New
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Fig. 1 Polar research aircralt L.C-130R #159131, at Williams Field, McMurdo Station, Antarctics. The van at left supporis
alrborne research experiments.

Zealand, on 13 November with stops in Hawaii and
Pago Pago. Experimemts were conducted during
transpacific deployment 1o collect data at different
I=.itudes and 10 check the equipment before Aniarctic
operations.

In Christchurch, the magnetometer and elec-
tronics were removed from the aircraft 10 reduce its
gross weight, and provisions were made to mount the
aerial camera. The aircraft departed from McMurdo
Station, Antarctica, on 17 November 10 begin the air-
sampling/air-chemistry series of flighs,

On 27 November, the aircraft returned to
Christchurch for repair of a leaking fuel 1auk. All of
the long-range air-sampling/air-chemistry missions
had been completed, and the magnetometer was rein-
stalled so that some checkout runs could be made.
During the return to Antarctica on 1 December, the
southern jetstream was transited. This was fortunate
because previous attempts to penetrate the jetsiream
from McMurdo had been unsuccessful. When the rest
of the air-sampling/air-chemistry flighis had been
completed, the aircraft returned to Christchurch on 7
December.

Initially, the air-sampling/air-chemisiry ex-.
periments and magnetometry were not performed on
the same flights as aerial photography. However,
APL personnel voluateered to operate the ARDS and
the magnetometer during aerial photography tnis-
sions. Consequently, atmospheric waves were re-
cordsd on the Ellsworth Mountains mapping flights,
and the scalar magnetic field of the Byrd Glacier was
mapped.

Equipment for the atmospheric science experi-
ments was removed on 8 Decembar but the magne-
tometer remained aboard the aircraft, The radio echo-
sounding rad2r, furnished by the Technical Uuiversity
of Denmark, was installed. The magnetoncter hous.
ing and radio echo-sounding antennas are shown in
Fig. 2. The radar transmits pulses into the ice at 60
and 300 MHz that are reflected from the bedrock and
from discaniinuities in the ice to form a picture of ice
structure. The principal investigators were D. Drewry
(Cambridge University, England) and J. Behrendt
(U.S. Geological Survey). The aircraft lefi
Chrisichurch on 13 December and returned on 29
December after cornpleting the radio echo-sounding
magnetometer flights. The ARDS, magnetometer,
spares, test equipment, and data tapes were returned
to APL.

The ARDS, magnetometer, and radio echo-
sounding radar were again installed aboard the LC-
130R at the Patuxemt River Naval Air Station, Patux-
ent River, Maryland. The aircraft lefi for Son-
drestrom Air Base, Greenland, on 5§ May. The
Greenland missions were similar to the radio echo-
sounding missions in Antarctica. The principal in-
vestigators were P. Gudmandsen (Technical Universi-
ty of Denmark) and L. Thorning (the Geological
Survey of Greenland). Twelve of the 13 flights were
surveys of the Greenland Ice 3heet and various
fjords; the other was a survey of the Penny lce Cap
of Baffin Island, Canada. The atrcraft returned to the
Patuxent Air Station on 15 May.

At the start of the program, APL was expected
to operate and maintain the ARDS and to send the
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Fig. 2 Polar research alveraft at Christchurch International Alrport, Harewood, New Zealand, The radio echosounding
antennas are mounted under the right wing, The alrborne proton precession magnetometer is housed in the (ail boom,

data to the World Data Center in Boulder, Colorado,
for distribution. However, APL's role expanded as
scientific and military parsonnel requested assistance
in other areas. For example, APL assisted in planning
the test flights, repaired the aerial camera and a
recorder used by the radio echo-sounding radar, and
even assisted in repairing the aircraft's inertial naviga-
tion system. At the Pawuxent Air Station, APL coor-
dinated installation and preparation, which involved
obtaining clearznce for Danish nationals. Finally,
APL developed new procedures that eliminated a two-
year backlog in processing the ARDS data tapes a
the World Data Center, Investigators now obtain
their data in a reasonable time.

Because of the success of the first full season,
DPP is expanding APL's role. A new method o air-
craft magnetic compensaton is being developed, and
significant improvements are being made i the

ARDS. Also, APL probably will build a new radio
echo-sounding pulsed Doppler radar. DPP has given
APL personnel considerable freedom in conducting
operations because of their demons:rated ability to
function with minimum direction,

The APL field personnel on the Antarctic team
were R. L. Hickerson, R. A. Huichins, and H. P.
VonGunten, The personnel on the Greenland team
were R, L. Hickerson, R. A. Huichins, and J. A.
Ford,.
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LASAR RADAR INSTRUMENT FOR MEASURING
SEAL DYNAMICS IN THE SURFACE EFFECT SHIP

A very-low-powcr CW lasor radar (0.9 um) has
been developed by AFL 10 meusure the position (in
three coordinates) of a point on the planing bow seal
of a surface effect ship (SES). This noninvasive
tmeasuring instrument provides seal position to the
ship’s cockpit for real-time seal control and provides
accurate (0.1 in. resoclution) wide-bandwidth (100
Hz) measurements for seal dynamic studies and drag
calculations, The successful development of this
electro-optical radar instrument is 4 major milestone
in the development of a laser altimeter for use in an
existing wave prafiling system,

BACKGROUND

An air cushion vehicle uses a pressurized bub-
ble of air, confined within a flexible skirt, for lifi.
Because there is little contact friction, it can move at
speeds greater than 40 kt over calm water when pro-
pelled by air screws, A variant of this technology is
the SES, which captures an air bubble between two
rigid sidewalls and two flexible skirts or seals, locaied
at the bow and stern. The SES is co. strained to
operate only on water. However, because ot its effi-
cient propulsion systerns (such as water propellors
anu water jets) and the improved sidewall sealing, it
can achieve very high speeds (over 90 ki by a 100-ton
test ship).

The flexible tow and stern seals present severe
materials and maintenance problems when the
vehicles are operated at high speeds. The seals also
have typically slow dynamic response to impact by
waves, which reduces their efficieacy in high sea
states. A planing seal designed by the Rohr Corpora-
tion has been installed on a 100-ton SES 1zst ship
(SES-100A) for evaluation (Fig. 1). It is expected that
the planing seal will have an extended life while pro-
viding a lightweight system with individual elements
that allow rapid differential responses to fluctuating
wave forces. The seals are constructed from rigid
planer elements, 2 ft wide, which are held together by
heavy rubberized joints. The position and attitude of
the seal are controlled by an inflatable bag, seal
geometry, and retract straps (Fig. 2). Each element
deflects as 1t encounters waves while maintaining an
effective seal against the air. The rubbenized josnts
allow the seal 10 vonform to three-dimensional waves
by allowing a small degree of lateral motion.

Fig. 1 Planing bow seal un the surface effect ship,

Cockpit readout

e/ smm ==\

7 SES-100A

Ko o N e 721
R g ,r,Retract strap “ 1 ﬁ.}.;_.‘w‘\w
Py Laser line-of- 5|ght 1,\_¥ - -

Rigid sidewall

Fig.2 Bow seal height instrmentation on SES-100A,

To analyze SES performance, the dynamics of
the seal must be known as a function of ship speed,
encountered sea state, and wave spectrum. In addi-
tion, a real-time measurement of seal height helps the
ship’s commander to achieve optimum ship perfor-
mance.
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The laser radar instrument can provide the
dynamic position measurements needed 1o evaluate
the Seal, The instrument is a variant of an ongoing
development (Refs. 1 and 2), i.e., the design of a
laser radar for accurate, on-board, real-time measure-
ment of the wave profile in front of a high-speed
ship. The Electro-Optic Seal Height Instrument (Figs.
53 and 4) has successfully completed performance
testing in the laboratory, including water spray,
temperature, and vibration environments, and was in-
stalled on the SES-100A in December 1979.

DISCUSSION

The block diagram (Fig. 5) illustrates the
operation of the instrumentation. The system consists
of a laser ranging device that measures the distance to
a corner cube reflector mounted on one of the planers
and a two-axis tracking device thai provides azimuth
and elevation angles to the same point. The basic
range measurement is achieved by measuring the ac-
tuai phase difference between the 30 MHz cw
modulation of the transmitted beam and that of the
received beam returning from the retro-reflector
target. The phase sensitivity to change in range at 30
MHz is 1.828°/in.; for a 0.1 in. resolution this re-
quires resolving 0.2° of phase. The unambiguous

Fig. 4

am

Electro-Uptic Seal Height Instrument.
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Fig.5 Block diagram of the elctro-optical seal height instrumentation,

range is 98.5 in. 4 collimated beam 0.6 in. in
diamerer is held centered on the target (corner reflec-
tor) by the angle tracking system. Target tracking is
achieved using a quadrant photodetector, the angle
processing electronics, and the elevation and azimuth
beam steering mirrors.

The output of the 30 MHz crystal oscillator/
power amplifier and a 100 mA DC bias current are
applied to a solid-state laser source (laser diode) to
modulate the output beam optically. The laser energy
from the diode source is spatially collecied and re-
shaped using an optical fiber. The beam exiting from
the fiber is expanded by refractive optics to a 0.6 in.
diameter “‘collimated’ beam and is directed through
the beam splitter whose primary function is to make
the transmitter beam coaxial with the receiver’s field
of view. The output beam is directed toward the tar-
get by the steering micrors. The modulation of the
transmitter’s output beam is detected by a photo-
detector to provide a reference signal for the range
processing electronics. The beam returning from the
target passes through the beam sphtter and is focused
on the quadrant detector by the receiver optics.

The 30.01 MHz output of a second crystal
vscillator amplifier is mixed with the 30 MHz signals

(one reference and four received) to provide a receiver
IF frequency of 10 kHz. The five 10 kHz signals are
processed to provide the range measurement and
angle error signals. The received collimated beam is
optically reduced by the receiver optics to be 0.8 times
the diameter of the quadrant detector. The four quad-
rant signals are synchronously detected, summed, and
differenced to yield the azimuth and elevation angle
error signals, The two angle error signals are nor-
malized by the output dividers to yield the angle
tracking error signals for input to the angle tracking
electronics. The sum signal, designated automatic
gain conirol (AGC), is used to evaluate system perfor-
mance and to assess the spray environment in the SES
plenum. A comparison of the AGC signal with a preset
threshold generates a discrete output signal (called the
acquisition signal) for search-track control.

The design of the angle track loop is identical
for both the elevation and the azimuth steering mir-
rors. For small lateral planar motions, the corner
cube reflector sends the collimated beam back toward
the receiver, parallel to the incident beam but
translated. An error signal is derived by means of the
quadrant processing electronics from the translational
error as was described previously. The range Aot 1s
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included in the loop to cancel variations in loop gain
and dynamics as the range changes. The error signal
is integrated twice and passed through a lead compen-
sation network before driving the steering
galvanometer. The galvanometer has a capacitive
angle transducer whose output indicates angular posi-
tion. This output is fed back within the minor loop of
the galvanometer to increase its bandwidth greatly; it
also indicates the angular position of the corner cube
with the required accuracy.

The accuracy of the angle output signal is
limited not by the angle transducer but by the
dynamic tracking error of the track loop. Calcula-
tions of the tracking error in response to expected
motions of the planer show that the maximum ex-
pected target position error resulting from angle
tracking in either axis is less than 0.1 in, The band-
width of the closed angle track loop is approximately
100 Hz.

The system is designed to self-test the laser
source, the optical system, and 95% of its electronics
and to provide a go/no-go signal to indicate opera-
tion, The self-test is implemented by closing the op-
tical path on a built-in corner cube target. Since the
target is at a known range and the self-test range gate
is set very narrow, the auiomatic self-test at turn-on
provides a system operational check and also a
verification of range calibration.

The system has an adaptive scanning and
acquisition circuit whereby the system, upon loss of
track, automatically begins a high-frequency, low-
amplitude scan pattern about the last track point. If
the target is not immediately reacquired, the pattern
slowly opens up into a sawtooth scan pattern covering
all possible locations of the target (20° elevation
and x5° azimuth). To minimize transients on the
output signals during track loss, the last valid output
signals are held by memory circuits until reacquisi-
tion,

The operating parameters of the system are
listed in Table 1.

TABLE1
SYSTEM OPERATING PARAMETERS

Laser beam

Output power 480 uW

Diameter 0.6in.

Power density 0.7 mW/cm*

Collimated < 2 mrad divergence
Receiver

S/N ratio 86 dB

Dynamic range 50dB
Scan angle +20° elevation,

+5° azimuth
<0.1in.

Range resolution

Accuracy lin. (0to 8 f1)
Output signals

Range 50.0mV/in,

Elevation angle 0.2 V/deg

Azimuth angle 1 V/deg

Seal heipht 0.8333 V/ft

Acquisition discrete +5 V (track),
0V (scan)

AGC Oto 0V
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INTRODUCTION

In recognition of the fact that fundamental research will play a vital role
in future technological achievements, APL has consistently encouraged basic
investigations in physics, chemistry, biology, and mathematics. Their focus has
been to provide fundamental support of technological programs aimed at
solving the nation’s military and civilian problems.

The basic science programs have also provided a link between APL and
the academic and medical divisions of The Johns Hopkins University as well as
the international academic community. The Laboratory's competence in these
areas acts as a reserve for technical innovation and a resource when current
technology and engineering methods are inadequate. APL has earned an out-
standing reputation for its achievements in basic research. Some ac-
complishments of the past ycar are summarized in the articles in this section.

The first article describes a new ab initio calculation of the (ransport
properties of hydrogen by means of an accurate determination of the in-
termolecular potential between two hydrogen molecules. The approach could be
a significant advance in theoretical chemistry by permiuing the prediction of
macroscopic properties from fundamental principles.

An important program for several years has been the detection of leaks in
underground gas distribution lines. With the active acoustic technique, a sound
signal is excited in the gas within a pipe, and the component of the earth’s
surface displacement caused by radiation of the leak is measured. The article
presents a theoretical basis for differentiating between cohercut wall radiation of
the nonleaking pipe and the signal produced by the leak.

I the third article, the hyperfine interactions of Kr,F and the F, - defect
in LiF have been calculated using a semiempirical valence bond approach. The
results have provided siructural information concerning these species and have
given new insight into bonding and stability. In a related article, a theory of
chemically induced magnetic polarization in free radical reactions has been
advanced, using intcgral equation techniques. It was found that magnetic
hyperfine structure interactions can greauly influence the reactivity of radicals by
affecting singlet-triplet mixing in the system.

The next article describes an Ising model of phase transitions that has
been used o investigate the influence of the interaction potential on the phase
diagram for higher-neighbor lsing systems. The model has been surprisingly
successful in describing behavior near the critical point.

The final article presents in mathematical form a comprehensive iheory
of vision. The theory furnished a rigorous mathemtical basis for analyzing visual
seasation.

These articles describe only a few of the ongoing research projects at
APL. Programs in the areas of quantum electronics, chemical kinetics, fluid
dynamics, and applied mathematics have Leen reported in previous issues of
Developments in Science and Technology.
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ABINITIO CALCULATION OF

THE TRANSPORT PROPERTIES OF HYDROGEN

The differences berween the viscosities of ortho
and para hydrogen are reproduced satisfactorily by a
new, elaborate, ab initio calculation of the forces be-
tween twa hydrogen molecules. This accon:plishes the
double objective of verifying this molecular property
— which is important in astrophysics — and offering
the possibility of calculating macroscopic parameters.

BACKGROUND

The nature of the forces between hydrogen
molecules is of interest for several reasons. Hydrogen
is the major constituent of interstellar space, it is a
potential energy source in either a combustion or a
fusion reactor, and, because it is the simplest of all
diatomic molecuies, it offers the possibility that iis
propertics may be predicted from fundamenial prin-
ciples.

Since hydrogen is the major constituent of
interstellar clouds, the intermolecular forces between
hydrogen molecules determine macroscopic astrophys-
ical properties such as the transport coefficients enter-
ing ihe hydrodynamic equations of change. The prop-
erties arve determined principally by the average
overall orientations of the hydrogen molecules. Other
properties (such as rotational energy and angular
momentum relaxation, line shapes and pressure
brondening, and depolarization of spectral lines) that
de.crmine the energy balance apd the spectral charac-
seristics ol astrophysical obse.vations are determined
by the anisotropic part of these forces.

An accurate determination of the inter-
molecular potential of 1wo hydrogen molecules
would be importamt to the ultimate goal of
theoretical chemistry: (a) given the molecular in-
teraction between molecules, calculate their
macroscopic properties; or (b) more ambitious-
ly, predict intermolecular properties completely
from fundamental principles and use them 1o
predict macroscopic properties.

DISCUSSION

Although gas transport properties such as dif-
fusion, viscosity, or heat conduction are insensitive
(to within 2 1o 4%) to the anisotropy of inter-
molecular forces, within that error margin they
characterize the orientational average of the forces

quite well. This has been substantiated by indirect ¢x-
perimental evidence and by several recent calcwma-
tions. It has also been possible to carry out rather
clever experiments on transport properties that direct-
ly measure the anisotropic part of intermolecular in-
teractions.

One such experiment (Refs. 1 and 2) measures
ihe differences between the viscosities of ortho and
pe 1 hydrogen at low temperature. Para hydrogen at
low temperature is almost entirely in the j = 0 rota-
tional state and is spherically symmetric; ortho
hydrogen is cffectively restricied to the j = 1 rota-
tional state. This gives rise to three distinet ways in
which the interactions between hydrogen molecules
can differ:

1. Because para hydrogen in the j = 0
siate is spherically symmetric, only the
orientational average of the inter-
molecular forces determines the viscosity
of para hydrogen at low temperatures.
On the other hand, for ortho hydrogen
there are 25 possible types of molecular
interaction, depending on the relative
orientation of thz molecules,

2. Para hydrogen acts as a Bose system of
spin 0; ortho hydrogen acts as a Bose
system of spin 1. Consequently, certain
collisic~ trajectories that are allowed for
ortho hydrogen are not allowed for para
hydrogen because of the Pauli exclusion
principle.

3. Finally, ortho hydrogen is slighily larger
than para hydrogen because of ren.
trifugal forces. Therefore, the spherical
as well as the anisotrapic components of
the molecular force 7ield are affected.

Recently, elaborate calculations cr the intermolecular
forces between hydrogen molecules have been carried
out by soiving the Scarddinger equation (Ref. 3)
numerically. In an ~ttempt to assess the accuracy of
the potenual energy surface, scattering calculations
have been made (Ref. 4) and the results were inserted
into the relevant kinetic theory expressions for
transport coefficier(s (Ref. 5).

The resultant viscosity differences are shown in
Fig. 1. Almost perfect agreement 1s observed with one
set of experimental results (Ref. 2), i.e., for a normal
ortho-para hydrogen mixture (75% ortho). Because
this concentration 1s probably the most accurate, the
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EXCITATION OF AN ELASTIC HALF-SPACE

agreement with experiment is quite satisfactory, and
one may conclude that the new H,-H, potential
energy surface is quite accurate. Also shown are the
results of an carlier calculation (Ref. 5) that used a
semi-empirical potential energy surface, One may
conclude from these results that cach of the effects
enumerated above — quantum symmetry differences,
anisotropy, and centrifugal stretching — contributes
equally to the observed quantum differences.
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BY A BURIED LINE SOURCE OF CONICAL WAVES

A foraal sehwion hes beer obtained 10 the
probiens of displacement produced &y radiation from
a buried line source of co.ucal waves propegaung at a
constant phas~ velocity, <, in an sviropn elastie half-
space. The determinat:en of the properues of surface
displacements is essenual to any program evaluating
the integrity of buried pipe lines.

BACKGROUND

To detect leaks in underground gas distribution
lines with the active acoustic method, a sound signal
is excited in the gas within a pipe, and the component
of earth surface displacement caused by elasuc distur-
bances associated with the leak is measured. An
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obstacle to this method of leak detection is the
coherent wall radiation of an intact pipe, Thus, (he
characteristics of such radiation must be known if
one is to differentiate successfully between signals
caused by a leak and those caused by the wall. An
carlier theory (Ref. 1) to determine surface displace-
ments resulting from elastic waves excited by a
nonleaking pipe was confined to surface positions
directly over the pipe axis (epicenter). That theory
showed that epicenter surface displacements are ac-
counted for by radiated compressional and shear
waves and that the displacements exhibit a series of
maxima and minima with frequency because of the
markedly different propagation velocities of these
types of waves, Theoretical predictions were con-
firmed by experiment (Ref. 1).

The general theoty of disturbances excited in
an isotropic elastic half-space by axisymmetric pipe
wall vibrations is described in this article. As in the
carlier theory, the pipe excites both shear and com-
pressional conical waves that are reflected from the
surface. Unlike the previous theory, which resorted to
a plane wave approximation for conical waves valid
at the epicenter, this theory holds for a general posi-
tion on the surface of, or within, the half-space. It
takes into account curved wave fronts and diffraction
phenomena associated with taeir interaction with a
plarar surface. Expressions for surface displacements
are derived in the form of integrals that must be
evaluated approximately., Using the method of
steepest descents, the integrals are evaluated for small
perpendicular distances from the epicenter. At the
epicenter, this theory coincides with the earlier one.

DISCUSSION

Pressure variations, p, accompanying the prop-
agation of an acoustic plane wave within a pipe result
in axisymmetric displacements of the pipe wall. An
exaggerated view of this phenomena is shown in Fig.
1, where arrows in the external medium indicate pipe
wall displacement, The vibrating wall genzrates elastic
waves in the earth characterized by the compressional
and shear potentials ¢ and ¢, respectively, which
satisfy  92¢ = (1/a%)3%°¢/3° and v°Y =
(1/82)d°¢/ar. The compressional wave velocity, a,
and shear wave velocity, B, are determined by the
elastic constants of the earth. Solutions to these wave
equations representing concial waves radiating out-
ward from the pipe are as follows:

& = AH'? (k.r) exp [i(wt = koy) )
and
¥ = BHy"? (k,r) exp [ilet = ko) 1,

where k, and k; are wave vectors and

ke= \/W—koz

and
k= \/ku’ —ky? .

In these equations, k, = w/a, k3 = w/f, and
ky = w/c with o being the angular frequency. The
radial coordinate is r = Va°+ %, and H, ' (x) is the
zero-order Hankel function of the second kind. The
condition for radiation is that arguments of the
Hankel functions mus: be real, requiring ¢ to be
greater than o or 8. This condition holds for pipes
filled with air or methane, buried in clay or in sandy
soils (Ref. 1). The constants A and B are determined
by boundary conditions at the pipe/earth interface
(continuity of radial and longitudinal displacements).

The difficulty with this problem arises when
conical waves in cylindrical coordinates interact with
a planar surface. At the stress-free surface, normal
(P,) and iangential (P, and P,) stresses must
vanish, These stresses are functions of the compres.
sionat and shear potentials; e.g.,

P, = AV’ + u(8°6/07 + & w,/0xdy
- Y, /9yd2) ,

where A and p are the Lamé constants for the half-
space. The Hankel functions in the potentials describ-
ing the radiation field are decomposed inmo their
Cariesian components using an integral representation
before they are substituted in the stress equations.

The solution proceeds by introducing an image
source located a distance above the surface equal to
the depth of the pipe. For an incident compressional
wave, the image source ensures that normal stress

ply.t} 0 y d
* Py expi(wt —- Koy)
SS=ETS =N

Fig. 1 Pipe section showing radial and longiludinal wall
displacements produced by internal acoustic pressure
variations.
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vanishes at the surface but not the tangential com-
ponents. Similarly, for an incident shear wave, the
image source ensures that tangential stresses vanish at
the surface but not the normal component. In order
for stresses to vanish at the surface, an additional
compressional component and two shear components
must be added to both cases of incident compression
and shear waves and their respective image sources.

For example, for a compressional wave inci-
dent on a planar surface, the complete solution is
given in terms of the compressional potential, ¢ =
bumege + G5 and the shear potential, ¥ =v,i + ¥,).
The displacement, s(u,0,w), is s = V¢ + Vxy. This
represents the formal solution to the problem in the
sense that the potentials are expressed in ihe form of
integrals that can only be evaluated approximately.
For instance, the vertical displacement of the earth’s
surface resulting from an incident compressional wave
is

L A kSRR k%) =kt
wlor) === S-m FkT +ky?)
exp li(wt = kyy + ihy, —xx) | dk )

where A is the pipe depth, v, = VK =k where
R(v,) =0, and F(K' + k,7) is the Rayleigh fuuc-
tion:

FIE + k') = [2(8 + k) = k'
- (K + kot)u vy ()

Similarly, »; = VkZ — k,7 where R(v;) = 0. Equa-
tion 1 is evaluated in the complex k plane (Fig. 2).

The integration path must avoid singularities
of the integrand. These singularities constituie a
branch cut along the negative imaginary axis from
- jo to the origin and along the real axis from 0
through the: branch point &, 1o the branch point X;.
The Rayleigh function has a simple pole when
k =k, = Vk,2=k,?, where k, = w/y and v equals
the velocity of the Rayleigh surface wave. The in-
tegral, FEq. 1, is in a form suitable for evaluation by
the methed of steepest descents (Ref. 2).

The steepest descent path is roughly a parabola
(Fig. 2a) beginning in the third quadrant and ending
in the fourth quadrant with a maximum in the first
guadrant. The path passes through the saddle point,
X,q» Which is on the real axis and varies from 0 for x
= 0 to k. when x~o. As x increases, the latus rec.
tum of the parabola decreases until the steepest des-
cent path encounters the singularities, where it must
be distorted to avoid them (Figs. 2b and 2c). When x
increases to the point where the path recuts the real
axis to the left of the Rayleigh pole, the contribution

from this singularity must be included, and similarly
for the branch points at k. and k. This suggests that
there is a minimum distance, x, before diffraction ef-
fects (such as surface “head’ waves associated ap-
proximately with k. and k,, and the surface Rayleigh
wave) begin to form. The ratio of the minimum
epicenter distance to the pipe depth, x,/h, for
Rayleigh wave formation is plotted in Fig. 3 as a
function of phase velocity, c. The dashed line cor-
responds to the two-dimensional limit, ¢-- oo,

The vertical surface displacement at x = 0
evaluated by the method of steepest descents is equal
to that found using the plane wave appro-imation of
Ref. 1, since the two approximations are equivalent at
the epicenter. The theory for an incident axisymmeltric
shear wave is almost the same. The total displacement
is found by summing displacements for incident shear
and compression,

(a) Ak

(3}

T

ot

b
-

Fig.2 Steepest descent paths,

127




-~
-
LoW¥4

A

X T

Y

*

5

kit

e

it ottt 4

+ -
3,

R SR . . P

T TR TR T
,

i

»

SRR W 7.}

Ay

'S

s g L

d

0.75 T T I |

0.50 [~

xr/h

025~ -

| | | 1 |
0 200 400 600 800 1000 1200
Phase velocity (m/s)
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wave formation as a function of phase velocity,

Theory predicts  that  displacement  perpen-
dicular 10 the pipe axis, u(y,p), is 2ero when x = 0,
which also follows from the symmetry of the pipe-

planar surface system. This suggests that monitoring
horizontal  displacement, w, instead of vertical
displacement, w  would minimize interference from
the wall radiation and thus maximize detectability of
leak-related signals. A significant reduction of u at
X = 0 has been confirmed experimentally at the APL
pipe line facility.
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VALENCE BOND STUDY OF HYPERFINE INTERACTIONS
AND STRUCTURE OF Kr,F AND THE F;~ DEFECT IN LiF

A semiempirical valence bond (VB) wave
JSunction that includes correlation between electrons of
opposite spin has been used to calculate the electron-
auclear, magnetic, hyperfine interaction constants
(hfe) in the triatomic radical Kr-F-Kr (Ref. 1) and
in the radical dignion F;> (Ref. 2). The latter
species exisis as a radiation-induced defect in LiF.
Comparison of calculated and experimental hfc has
confirmed the electronic ground state as °S, and has
determined the bond distances and electron charge
distribution in these molecular species, which are of
special interest because their existence violutes
classical chemical bonding theory. Furthermore, the
molecular parameters of the F;= center in LiF show
that it is the long-sought, but hitherto unidentified,
interstitial halogen atom interacting with two laitice F
anions.

BACKGROUND

Modern spectroscopic techniques such as elec-
tron spin resonance (ESR) spectroscopy combined with

the cryogenic stabilization of weakly bound species,
laser-based spectroscopic methods, ¢tc. are resulting
in the discovery of increasing numbers of weakly
bound molecular species that should not exist accord-
ing 1o classical bonding theory. In addition to the
fundamental scientific interest in these so-called
hypervalent radicals, their tendency to have strongly
emitting states gives them practical importance in
laser applications. The foremost example is high-
power ultraviolet lasers using the nobkle gas
monohalides.

The recent ESR identification of the para-
magnetic molecule Kr,F as a reaction product of
photolytically generated F atoms with a Kr matrix at
10 K (Ref. 3) is especially interesting because Kr,F
violates the two bonding precepts that Kr forms no
bonds and that F is monovalent. The ESR work deter-
mined all components of the anisotropic hfc tensors
of the Kr and F atoms. It showed that the Kr atoms
are equivalent and that the molecule ha, the
nondegenerate °E, electronic ground state. This
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motivated the extension of our semiempirical VB
model of hfc in diatomic hypervalent radicals (such as
the noble gas monohalides and diatomic halogen
anions) to include the triatomic species Kr,F so as to
check the ESR results and estimate the molecular
parameters of Kr,F,

The work recalled that some years ago Cohen
et al. (Ref. 4) had observed a paramagnetic center
based on the F,~ dianion in X-irradiated LiF (V,
center). Their ESR data indicated a large isotropic hfc
for the central F atom, implying a large unpaired
electron density in the 2s orbital of this atom. Since
this disagreed with molecular orbital (MO) theory
predictic. , for a nondegencrate I, ground state,
F," was assigned the degenerate Il ground state.
The assignment was questionable in view of the find-
ing that Kr,F has a 2¥, grcund state. Moreover, MO
theory is unable to deal with electron correlation in-
teractions, which are especially important in hyper-
valent radicals. A VB investigation of whether the
F;° hfc could in fact be accounted for by the more
reasonable L, ground state followed.

DISCUSSION

The magnetic hyperfine interactions between
the unpaired electron and a given nucleus of a
paramagnetic molecule are described by an isotropic
and an anisotropic hfc, denoted ¢ and B,, respective-
ly (Refs. 1 and 2). The value of a is determined by
the unpaired electron density in the spherically sym-
metrical s orbitals of the atom to which the nucleus
belongs; B, is determined by unpaired electron densi-
ty in the nonspherically symmetric atomic orbitals, in
this case the p orbitals. These constants are computed
with the VB wave function as outlined below for
Kr,F. The computation proceeds in much the same
way for Fy ~.

The VB wave function for Kr,F is a linear
combination of neutral and ionic VB structures, 1.e.,

T
V(°L,) =\V(Kr F- Kr)+./-2—‘—

fW(Kr* F~ Kr)+V(Kr F~ Kr*-)} )

where x =1 i the charge distribution parameter and
the dot denotes rhe location of the unpaired electron
in a given VB structure. Electron correlation is in-
cluded in this wave function by using different atomic
orbuals for a neurrat atom and the corresponding ion
and by consideriug polarization effects.

Calculation of By is relatively straightforward
because the unpaired electron is primarily located in
valence p orbitals of the noble gas cation Kr'. and
the halogen atom F:. Accordingly, By, is approx-
imately proportional to (1 - x°)/2, which is the
weight factor of the ionic structure in Eq. 1, whereas
By is approximately proportional to x°, which is the
weight factor of the neutral VB structure (Kr F-« Kr).
However, there is an additional contribution to both
Byx, and By, from a cross term involving the neutral
and ionic VB structures. This term, whose weight fac-
toris

(where S is an overlap integral with an order of
magnitude of 0.1 to 0.2), is especially important to
By, because the direct term proportional 10 (I
)72 is unusually small. Thus, \ can be determined
from the experimental anisotropic hfc,

The origin of the isotropic hfc is more subtle
since none of the VB structures in Eq. 1 pravides un-
paired electron density in the atomic s orbitals. The
s-orbital density, and consequently the isotropic hfc,
results from the following refinements:

1. Overlap. In the VB structure (Kr F« Kr),
a small amount of the unpaired electron
density in the F pz orbital (e, a p
directed along the molecular bond) is
transferred to the terminal Kr s orbitals
via the overlap of the F,, and Kr, or-
bitals. However, since the F atom is at
the inversion symmetry center of the °L,
molecule, the overlap contribution to the
isotropic F hfc from the siructures
(Kr'- F Kr) and (RrF Kr'-) must
be zero.

2. Polarization. In the ionic VB structures
(Kr'-F Kr)and (Kr F Kr':), a spin-
selective polarization of the open shell
Kr’ ion by the F~ anion contributes to
the Kr 1sotropic hfc. This occurs because
the polarization-induced distortior: of
those Kr s orbitals with the same spin as
the Kr 4pz orbital must not give them
any 4pz character (Pauli exclusion princi-
ple), whereas the polarization of the
other Kr s orbitals is wunrestricted,
resulting in a partial unpairing of ihe Kr
s orbitals. There are no polarizing
coulomt: interactions in the neutral VB
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structure (Kr F+ Kr); however, the van
der Waals interactions, which here are
the polarization of the F atoms by the in-
stantaneous dipole moments of the Kr
atoms, have a similar effect, resulting in
a contribution to the F isotropic hfc. In
fact, even if there were coulomb
polarizations in this structure as there are
for the corresponding Fy ™ VB structure
(F F-F7), these one-clectron interac-
tions could not produce unpaired electron
density in the s urbitals of an atom al the
symmetry center of a 'y, molecule. The
van de- Waals interactions, being two-
clectron interactions between electrons on
different atoms, do not suffer from this
symmetry restriction. MO methods, even
those refined by including configuration
interaction, cannot account for the van
der Waals type of electron correlations
and, hence, erroneously predict very
sma" icotropic hic for atoms at the sym-
metry center of £, and other highly sym-
inetrical radicals,

3. Overlap-Polarization is a contribution to
the isotropic hfc from a combination of
the aforementioned overlap effect and
the polarization of the closed shell s or-
bitals,

4. Atomic hfe is the isotropic hic of the
isolated Kr™+ ion and the F- aiom. The
term results from spin-dependent two-
electron interactions between the closed
shell s orbitals and the unpaired electron
in the valence pz orbital, The atomic hie
is known from experiment for the
halogen atoms, and the constant for
Kr™. was extrapolated from the halogen
values.

The results for both Kr,F and Fy ™ are given
in Table ) where they are compared with experimen-

tal results at values of bond distance, R, and charge
parameter, x, that give the closest fit. It is apparent
that the theoretical values agree very well with experi-
ment. Clearly, the ESR spectra for both Kr,F and
F,* are consistent with a g, ground :lectronic state
if the wave function includes electron correlation.

The internuclear distance and charge distribu-
tion parameter for F, ~ suggest that this center is an
interstitial atom, B, interacting with two lattice
halogen ions, 4 and C, as depicted in Fig. 1. The
dependencies of a(A) = ¢(C) and a(B) on R and x
are illustrated in Fig. 2. As expected, the isottopic hfc
decreases rapidly with R, The conclusion that Fy® is
primarily an interstitial atom in LiF is of significance
since it has long been sought as the natural partner of
the F-center (electron at a negative ion vacancy).

r—— ’)—————v
(110}
c //
. > — Li
B /343,
< a < F
/

Ty e —

F—&s 20|

Fig. 1 Plane of the LIiF latilce containing the intentitial
halogen atom,

OF Kr,F AND F;° WITH EXPERIMENTAL VALUES

TABLE!?
COMPARISON OF COMPUTED HYPERFINE CONSTANTS (Miz)

Molecule | Riag) | v |Nucteus | o™ |a®® | Bi™ | pt®
KoF | 488 |096] ke | 200| 203 | 250 268
F 307.0 | 472.7 | 2816.0 } 2927.5
Fy 340 {091 Fua. |530 |60 | so6 | 498
Fooma | 612 [ 59 | 2599 | 2543

Note: Th = theory, Exp = eapenmental
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THEORY OF CHEMICALLY INDUCED MAGNETIC POLARIZATION:
EFFECTOF S ~T_ MXING IN STRONG MAGNETIC FIELDS

Free radical reactions in liguids often yield
magnetically polarized products and reactants. De-
tailed knowledge of the polarization mechanisms
enables important mechanistic information 1o be ex-
tracted from the observed nuclear and electron spin
polarizations. (Qualitatively, intramolecular magnetic
interactions promote reactions of a radical pair by
aligning their electron spins in the antiparallel con-
Siguration required for bond formation, )

Recently an integral equation method has been
used 1o investigate the mixing of the reactive singlet
state, S, of a radical pair with the lowest sublevel of
their unreactive triplet state, T_ , as the diffusion of
the molecules carries them through the separation
where the levels cross (Ref. 1). It is found that tius
process contributes to the nuclear spin polarization of
the radical pair reaction products and to the electron
spin polarization of the unreacted radwals in two
cases. (a) when at least one component of the pair
has a large electron-nuclear magnetic hyperfine in-

teraction, which provides rapid S-T_. mixing; and
(b) in reactions involving large radicels and or
wiscous solutions where slow diffusion through the
level crossing region provides a long S-T _ mixing in-
terval,

BACKGROUND

The essence of the radical pair mechanism of
chemically induced magnetic polanzation is that the
magnetic hyperfine structure (hfs) interactions be-
tween the nuclei and the unpaired electron of each
radical can convert a radical pair initially in an
unreactive triplet electron spin state¢ to a reactive
singlet state, and vice versa (Ref. 2). Nuclear spin
states that are most efficient in effecting tius conver-
sion are favored n the reaction products, 1n an exter-
nal magnet iteld, this results i a nuclear spin polar-
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ization that is rcadily observed by nuclear magnetic
resonance spectroscopy. The process also yields elec-
tron spin polarization of the unreacted radicals, the
two phenomena being known as chemically induced
nuclear Zelectron polarization, or CIDNP/CIDEP,

As shown in Fig. 1, the valence interaction,
J(r), that is responsible for the respective bonding and
antibonding natures of the singlet and triplet states of
the pair is a short-range function of the inter-radical
separation, r. The triplet state is split into three com-
ponents by the external magnetic field. Most
CIDNMP/CIDEP results from mixing of the singlet
and the center (nonmagnetic) triplet sublevel, 7,,
because those levels are degenerate over a range of r
beginning at a few molecular diameters and extending
to infinite separation. $-7, mixing can occur over this
entire range, whereas S-7_ mixing is restricted to the
level crossing region (Ref. 2). Nevertheless, an in-
vestigation of CIDNP/CIDEP contributions from
S$-T7'. mixing was deemed desirable, partly because of
the intrinsic interest and importance of level crossing
processes in  chemical dynamics, but especially
because experimental work done elsewhere indicated
that §:7. mixing could contribute to the observed
polarizations in cases involving either a large hfs in-
teraction and consequent rapid S-7°. mixing (this is
realized in the important case where one component
of the radical pair is a hydrogen atom) or slow diffu-
sion through the level crossing region,

DISCUSSION

The interactions involved in the radical pair
mechanism are described in the following Hamilton-
ian (Ref. 2):

I(r)y = =J(ry (Y2 + 25,:S5)
+ “J(gl‘gl.il + g:S'_)'I’)
+ ‘Alll ‘S| + Azlz'Sz . (l)

The first term is the spin-dependent valence interac-
tion, where 8§, and S, arc the spins of the two
radicals. The remaining terms are (a) the Zeeman in-
teraction of the electron magnetic moments, p;2,S)
and p;¢,8,, with the external magnetic field, #, and
(b) the elecwron-nuclear hyperfine interactions where
I, and I, are nuclear spins on radicals 1 and 2 and
A, and A, are the corresponding hyperfine constants.
The hfs interactions are weak compared with the ex-
change and Zeeman interactions and thus can mix the
electron spin states only at separations where the lat-
ter interactions are zero, as in the S-7T; case, or cancel
each other, as in the §-T level crossing case depited
inFig. 1.

f—

Fig. 1 Singlet und triplet energy levels of a radical pair in an
external magnetic field as a function of sepaation,

Diffusion of the radicals in the liquid phase
reaction mixture obviously plays an important role in
the radical pair mechanism. The quantitative treat-
ment of diffusion is difficult because it requires solv-
ing the time-dependent Schrédinger equation for the
radical-pair spin fuaction, with J(r) a random func-
tion of time because of the diftfusive motion. Previous
wreatments of the $-7_ mixing case have either been
highly approximate or required numerical solution
and, except for one extremely limited calculation,
have been restricted to the weak magnetic field case.

The time-dependent Schrddinger equation for
S-T_ mixing is X [r{1) |¥gp = i80gp/0t, where IC is
given by Eq. 1 and where Vgp = Cs(0)|S) +
C; (D]T.) . Instead of dealing directly with the
wave function coefficients Cg and C,_, which are
complex quantities, it is convenient to consider the 2
x 2 density matrix p formed from the Hermitian pro-
duct of the coefficients as follows: p,(¢) = C,C,* .
The Schrédinger equation for p is Jp — p3C = idp/
at .

dp

— =Mr) X p ;

T (r) x p,
Py

P = [’ H (2)

P
a = A,/\20rA,/V2

Q) = {0

J(r) = Yapy(g + 82)H
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This equation is simplified and its physical
significance revealed by transforming p as follows:
Po = Psst+ Proq_s P = Pss = Pr_or_s Py = Pyt
+ pr_g» and p, = =i(psy_ = pr_s), where the
transformed components of p are all real (Refs, 1
and 3). Because the radical pair is always a singlet, a
triplet, or some combination of these states, py, = 1.
The relative amounts of singlet and triplet character
are given by p,; in particular, if the state was initially
a pure singlet (p,(0) = 1], then p (0} = p () gives
the amount of triplet mixing that has occurred by
time «. In the absence of diffusion, the time evolution
of the transformed density matrix is given by the sim-
ple vector equation:

According to Eq. 2, the rate of change of p, at
any time is a rotation of magnitude  about an axis
in the direction of . For an imial singlet-state
radical pair, the development of polarization via
S-T . mixing corresponds to rotation of the vector p,
away from its initial stater p,(0) = 1, p (0) = 0,
p,(0) = 0. (Similar considerations apply to the initial
triplet case when p,(0) = -1.) However, when the
radicals are close tcgether (as they are initially),
J{r) >> Vapy(8 + &)H >>a. When they are
far apart, J(r) = 0 and Yip (g, + g:)H >>a for
the large H case. In each case depicted in Figs. 2a
and 2c, respectively, € is nearly parallel or an-
tiparatlel 1o the 2 axis, and tue rotation of g, about
does not change p.. However, in the level crossing
region, J(r) = Vap g, + &)H and QR =a is
directed along the negative X axis. Then, rotation of
p. about f changes p, from its initial value of unity,
leading 10 $-7°. mixing and magnetic polarization.
Unless the hfs interaction is very large or the radicals
diffuse very slowly, the §-7°_ mixing and polarization
will be small, because the rapid variation of J(r) with
r severely limits the extent of the crossing region,
making it unlikely that the radicals will remain in the
crossing region for the time of order 1/¢ = 10 * 10
10 “* s as is required for an appreciable rotation of p,
abo'u the x axis. This level crossing case is depicted
inFiz 7h.

The problem is treated quantitatively by add-
ing a diffusion term 10 Eq. 2, obtaining

Op (n8) _ D #p, (1)
ot ar

+ ) x p(rt). ()

Since we are interested ia the polarization ir the long

time limit (1—o), the time dependence can be

eliminated from Eq. 3 by taking the Laplace transform

and using the theorem lin; sp', (s) =1limp, (1),
$— t~®

where p”, is the Laplace transform of p,.. The system of
three coupled differential equations described by Eq. 3
can be transformed, using Green functions, into a
single integral equation for the polarization p, (Refs. 1
and 3). For the casc of an cxponentially decaying
valence interaction (i.e., J(r) = Jye~ V), the required
Green functions can be expressed as Bessell functions of
complex order and argument (Ref. 1). Since the
deviation of [p,| from its original vaiue of unity is
small, the integral equation can be solved by expansion
in a Neumann series. In the original paper (Ref. 1) the
resulting expression for the polarization was a com-
plicated series that had to be evaluated numericaily, but
very recently this series has been evaluated analytically
1o oblain a simple expression for the polarization.

TA? r
= —— 4
2p(8, + 2YH WD )

where r, is the level crossing separation and all other
quantities have been defined previously.

Clearly, the S-T  mixing occurs in the level
crossing region and is favored by rapid singlet-triplet
mixing (large A) and slow diffusion through the level
crossing (lary »~/AD). The theory agrees well with
experiment 1f the range of the exponentially decaying
exchange interaction (given by /7)) is of the order of
two to eight molecular diameters, thus providing a
crude but useful estimate of this chemically important
quantity.

(a) (b) le)

Fig. 2 Vector model of S-T _ mining. (a) Large valence in-
teraction when radical» are close together inhibits singlet-triplet
mixing. (b) Valence and Zeeman interactions cancel in the S-
T_ level crossing region, enabling singlet-triplet rining. (¢)
Large Zeeman interaction when radicals are widely separated
inhibits singlet-triplet mixing. Here J(r) = Jye™ and H =
Vipglgy 4 8:0H.
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ISING MODEL OF PHASE TRANSITIONS

Study of the nearest-neighbor Ising model has
been purticularly rewarding for deducing the behavior
of phase transitions w the immediate vicinity of their
critteal points. Although certain unversality principles
show that such critical poimi behavior is insensitive (o
possible  higher-neighbor interacuions, there are no
general principles that can be used to deduce bel.avior
away from the crincal poms. In a collaborative pro-
gram with Professor Paul Meger of the Catholic Uni-
versity of America, we have examined the influence
of the interaction porential on the phase diagram for
higher-neighbor Ising systems.

BACKGROUND

Phase transitions are some of the most com-
mon and obvious phenomena in nature They oceur
in such diverse systems as ferromagnets, binary
alloys, gases, and polymeric solutions. At absolute
zero lemperature, these systems exist in a perfectly
ordered state (e.g., the spin axes of the ferromagnet
are aligned parallel 1o one another); above a critical
temperature they exist in a disordered state (e.g., the
axes are oriented randomly). The thermodynamic be-
havior of the systems near their critical points is
remarkably similar, and this fact has stimulated
theoretical studies of the Ising model in which the
systems are equivalent,

The simple nearest-neighbor lsing model of a
spin-one-half ferromagnet considers a crystathine lat-
tice that s occupred by magnetic molecules whose
energy of interaction is ~JS,'’S*’ if 1 and j are
nearest neighbors and 15 zero otherwise, Here, —-J is
the strength of interaction; S,'” 15 the normalized

Induced Lleciron Polanizanon (CIDEP); Vecior Madel and an
Asvmprotic Solutton,** J, Chem., Phys., 15 May 1978, p. 4376,
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z-component of spin in the ith lattice site and takes
the values 1. The model has been surprisingly suc-
cessful in describing behavior near the critical point,
but obvious deviations are observed away from the
critical region.

Certain  universality principles predict that
critical point behavior should be insensitive to possi-
ble higher-neighbor interactions; however, there are
ao general principles to predict the influence of the
interaction potential on behavior outside thas ¢ritical
region. Since the thiee-dimensional Ising model has
not been solved, we developed virial-like series expan-
sions (Ref. 1) for higher-neighbor Ising models (i.e.,
allowing interactions among more distant neighbor
molecules) on the race-centered-cubic lattice. Analysis
of these series shows that for a given interatomic po-
tenual, thermodynamic behavior *  determined pri-
marily by the effective number of weighbors of the
potential and is more or less independent of the de-
tailed shape of the potential.

DISCUSSION

Diagrammatic techniques have proven ex-
tremely beneficial in developing series expansions for
the thermodynamic properties of Ising models. A
convenient eapression for the Helmholiz free energy
of the lsing model of the gas-liquid transition is given
in Fig. 1 to terms exact through siath order in inverse
temperature. There, 3 is the usual temperature factor
(kgD ', L is the number of lattice sites, and p is the
density of the lattice gas (fraction of lattice sites that
are occupied). We have evaluated the diagrams for a
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Fig., 1 Dingrammatic espression for a  high-temperature
expamsion of the Tree energy, £, of the lattice gas volid at gr.
bitrary density, Here L is the number of attice sites, p is the
number denslty (fraction) of sites thut ure occupied, 8 s the
usun) Boltzmann temperature fuctor, and O(7 ™) denctes thas
the nest terms are of ocder temperature to the minus seventh
power,

fourth-neighbor model on the face-centered-cubic lai-
tice. The task was tedious but relatively siraighittor-
ward and resulted in an expression of the form

—(BFIL) = =pip~(1~-p)in (I~0p)

4 2A
+ E H (8J,) z: Clng,ny,ny,n,m)p™
1 1=l mz{
+0(T7) . n

Here, J, is the value of the interatomic potential be-
ween two molecules that are ith nearest neighbors of

4
oneanother, N = E n,, and E
=] LA}
sum over the positive integers {n,, n,, ny, 1, } such that
N = 6, The coefficients C(n,, ny, ny, ny; m) depend
on the lattice type (e.g., simple cubic, face-:entered
cnbic, body-centered cubic), and O(T 7) denorcs that
the correction terms are of order temperature to the
inverse seventh power. We verified that Eq. 1 reduces to
the results that others had obtained for special cases.

denotes a

The equation of state can be obtained by
straightforward differentiation of the Helmholtz free

1.00 T T
0.90~ MVW [1/4,1,3/8, 1 -
s3 [1‘ 2-—3/2‘ 3—3/2‘ 4—3/2
0.80 Ms6 [1,4x273,15x3-3,4x4"3
Q™ s6 [1,273,373,4-3
>
£
o 070~
0.60}-
I 1. | i
0.805 020 040 060 080  1.00

T/T,

Fig. 2 Coevivtence curves for fourth-neighbor bing models in
which the interaction energles hiave been chosen so as to mimic
various model potentials, The potentials are the Sutherland
inversessisth and <third power models, und modified Suther-
land third and Van der Waal's potentials, The modification at-
tempts to account for the fact that the number of lattice sites in
the ith-neighbor ring of the fuce-centered-cubic lattice does not
decrease with the inverse square of distanee as it would with 2
continuum maodel, The molecular-field (infinite range) curve is
labeled MF.

energy and may be represented geomerrically by the
surface p = p(p, 7). where p is pressure, Equivalently,
one can obtain the chemical potential, u, as a func
tion of density and temperature. The chemical poten-
tial has the advantage that the transition from the lig-
uid 1o the gaseous state occurs at a critical value of
chemical potential, g, ,, which is constant for a given
interaction model. Thus, using the condition p = g,
= u(pT), one can determine the density at which the
transition occurs as a function of temperature. This
transition line (which is analogous to the coexistence
cunve of the p(p, T) surface) is equivalent to the zero
field magnetization curve for a ferromagnet.

\We have analyzed Eq. | to obiain the transi-
tion lines for various potentials. They are given in
Fig. 2, where the density of the hquid is plotted as a
function of the ratio of temperature 1o critical
temperature (7/T,). The Ising model 15 sy mmetric
about the density p = ': so that the gaseous transs-
tion lines (values of p < '2) are obtained eastly. The
form of Eq. 1 makes it obvious that such phase
diagrams are unaffecied by the wtroduction of a
multiplicative scale factor in the energies, and we
have elected to choose the scale factor so that the
largest J, is unity. The other interaction energies are
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selected so as to mimic various model potentials. The
specific models are: Sutherland inverse-cubic (S3) and
inverse-sixth-power (S6) potentials, a modified equal-
strength (MVW) potential, and a modified Sutherland
inverse-sixth-power (MS6) potential. The values of J,
for the models are given in Fig. 2. The modified
potentials attempt to account for the fact that the
number of ith-neighbor sites on the face-centered-
cubic lattice is not proportional 10 the square of the
ith-neighbor separation distance, as it would be in
continuum models.

Setting the largest J equal to unity allows us to
interpretg = E Z,J, asan effective number of near-
]

est neighbors. The transition line curves in Fig. 2 can be
ordered according 1o the effective number of nearest
neighbors, which is infinite for the molecular field (MF)

THEORY OF VISION

A comprehensive theory of visual sensation
was developed from accepted basic principles of
human vision into a maihematical form suitable for
quantitative investigations. The theory was then
elaborated by vector-functional analysis of a variety
of visual pkenomena, yielding interpretations of old
experiments and predictions of new observations.

BACKGROUND

Human vision is built up from elemental sensa-
tions (v1z., color and brightness variations in time and
space), which thus lie at the base of all visual ex-
penience. There has been extensive study of achromat-
ic brightness variations and of essentiaily invariant
color sensations. But little attention has been devoted
to full chromaiic spatial-temporal variations., Toward
a unified analysis of the various aspects of vision, ‘e
have .ormulated a comprehensive theory of visual
sensation based on the Helmholtz and Hering prin-
ciples of vision,

The theory is in mathematical form, in which
the brightness-color sensation elements constitute a

model and is =13.8 for S6. We have examined many
other model potentials. In all but one, the transition
curve is determined primarily by the value of ¢ and is
more o1 less independent of the shape of the potential.
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vector space-time function. Thus, existing achromatic
brightness and invariant color studies are scen as the
special cases of scalar field and constant vector as-
pects of the theory, respectively. The visual sensation
vector was related through a physiological visual sys-
tem operator bach to photoreceptor quantum absorp-
tions. A vector functional analysis of the light-to-
sensation transmutation then provided a unified quan-
titative theory for application to a variety of visual
experiments. The theory elucidaies existing orightness-
contrast studies and standard color models, provides
color vision gencralizations of classic space-time
brightness laws, analyzes wavelength-pulse and color-
flicker experiments, and yields an understanding of
heterochromatic luminance additivity for flicker and
border observations.

DISCUSSION

Briefly, the theory separates visual sensation
into cemponents of color and brightaess as functions
of space and time. Brightness refers to the magnitude
of the visual sensation, while color may be reduced to
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the Hering color-opponent pairs, *‘red” versus
“green’’ and ‘‘blue” versus ‘‘yellow,” and the
relative proportion of *‘white’ in a sensation, Thus,
we describe visual sensation by a three-dimensional
space (Fig. 1): a tritanopic (7) axis represents redness
versus greenness, a deuteranopic (D) axis represents
blueness versus yellowness, and an achromatic (A)
semiaxis represents whiteness (with black located at
the origin). In this geometry, the visual sensation is
represented by the vector V; componemts V,, V4, V)
completely describe the color and brightness attributes
of sensation. Each vector component is a function of
sensory time and space:

Vx'y') (s=AT.D) . )

Ultimately, these functions underlie scnsations of
location, form, movemen:, and change.

To study the space-time sensory field function
(1), we consider a varying light stimulation of spectral
distribution PA(1, x, y) at retinal position x, y at time
t. By Helmholizean photoabsorption in cones (R, G,
B) aund rods (S), this illumination is transformed into
a four-vector of effective quantum absorptions.

0,(Lxy) = Sodx Py (t,x.)ay (LX,))

(e = RG.BS), (2)

where a, represents the R, G, B, S spectral sen-
sitivities. The quantum absorptions, Q,, initiate the
subsequent physiological operations of the visual
system (denoted generically as the spatio-temporal
vector operator, $1...}]) that transmute the Helm-
holizean vector, Q, into the Heringean sensory vector,
V. Thus, the sensation-light field relationship is writ-
ten in component form as

V', x', p') = 10, (1L X, ») )
(s=ATD;a=RGAS). 3)

Among other operations in rhe Helmholtz-Hering
transmutation, the &,{Q,} represent the space-time
dynamics with which this theory is largely concerned.

As an example of the application of the
theory, consider sinimally distinct border (MDB)
observations, The MDB techniqu. requircs the
observer 1o minimize the “*distinctness’” of the border
separating differently colored half-fiewds by adjusting
the intensities of one or both halves. To the extent
tha! the MDB judgment is independent .. the color
differences between the two half-fields, and from
evidence that has been adduced, we assume that the
MDB o pends mainly on the achromatic sensation
component, V,. The stimulus field in the MDB ex-

A

“White”
VA 3 N

Fig. 1 Geometric representation of visual seasation, V, in the
three orthugonal dimensions (A, 7, D). Brightaess is glven by
the magnitude, V, and color by the relative components ¥,
Vie Vo All are functions of the sensory space-time coors
dinates 2= ', x',y’,

periment may be regarded as a step function in x, The
observer presumably attends to a neighborhnod about
the border, Consequently, the high-frequency portion
of the Fourier expansion of the stimulus step deter-
mines the distinctness of the border. We can linearize
V4(x’) in the lauer fine-scale variation in the form
Vax )=V, %) + AV, (x’), where V,%x’) is the
nonlinear result of low spatial frequency components
and AV, (x’) is the linear high-frequency part of the
sensation. ¥,%x’) can be thought of as a blurred ap-
proximation to the step response V,(x’), shown
schematically in Fig. 2a, and AV, (x’) is the dif-
ference between V,(x’) and VA"(.\") (see Fig. 2B).
Border distinctness then may be defined as the change
in AV 4(x’) across the border, i.e., 3AV,(x')ax’ in
Fig. 2¢.

From Eq. 3 we can write

AV (x) = ) [Sidx S‘,,‘,(x’,x)H(x)]AQ, )

a

in terms of tne Green’s function matrix §,
representing the linearized operator in Eq. 3 (viz,
5¢,/6Q,), where H(x) denotes the high frequency part
of the Fourier expansion of the unit step function and
AQ, is the difference between photoreceptor absorp-
tions resulting from test and from comparison
stimuli. This leads to a set of eouations for luminance
mawches for which the MDB operation may be
represented as dAV  (x')/dx’ = 0. Since AQ, enters
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only as multiplicative factors in Eq. 4, this yields
Abney’s law of scalar additivity for heterochromaltic
MDB observations, which is in agreement with experi-
ment,

As illustrated by a number of other applica-
tions in Ref. 1, the theory furnishes a rigorous
mathematical base for uuiried analysis of experimen-
tal approaches to varied aspects of visual sensation,
Thus the theory contributes to a quantitative com-
prehension of the sensory elements underlying huinan
visual experience — a comprehension that is essential
in many rescarch and practical contexts,
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INTRODUCTION

The recognition that great cities continue to play a key role in maintaining
the nation’s vitality has spurred renewed interest in the institutional structures
that support urban life. Through a variety of special projects, APL has par-
ticipated in and contributed to programs for developing and applying modern
technology to a variety of civilian problems directly relevant to current urban
issues. The programs have included transportation, fire research, flight aircrafl
safety studies, the siting of power plant facilities near urban centers, health care
delivery systems, and, more recently, the location of leaks in buried natural-gas
distribution lines. While not all of these program areas are included here, several
are brought together in an effort to provide a unifying perspective on their scope
and their relationship to urban life.

Public transportation facilities in the United States have become severely
limited in recent decades as a result of the dispersed travel patterns characteristic
of our urban areas, the inability of public transportation to compete with the
automobile in convenience and travel time, and sharply rising labor costs,
However, because of the need 10 provide an alternative to the automobile, there
has been increasing interest in the development of fully automated transit
systems that eventually may be able to provide a high level of service to an entire
metropolitan region.

Since 1969, APL has conducted major programs o improve trans-
poriation in our urban cemers., The efforts have included research and
development directed at determining the requirements and constraints of an
automated control system, various approaches 1o colving the control problem,
and techaical assistance to public agencies in the conduct of their automated
transit system programs. Tie Laboratory has been investigating the
requirements imposed on an awomated control system as the headway (i.e., the
spacing between vehicles) is reduced. The first article discusses the hardv are
requirements and the control law pertinent to the implemeniation of a vehicle-
follower system.
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The APL Fire Program deals with four major areas related to fire;
combustion rescarch, fire casualties analysis, fire operations assessment, and
technical information transfer both within the fire community and between the
fire community and the public. The effort is interdisciplinary and includes
collaboration with the Schonl of Hygiene and Public Health of The Johns
Hopkins University and with fire and health agencies of the State of Maryland,
The program addresses four questions: (1) What are the physical causes and
medical consequences of fires that lead to fatalities or injuries? (2) What useful
devices or practices can be designed for the fire service or the population at
large? (3) What are the information needs of the fire field, and how can they be
strengthened? (4) What chemical factors control the ignition and extinction of
flames?

The second article in this section repouts on efforts to relate the
demographic data on fire victims with the causes of fire starts and their medical
consequences and thus to arrive al conclusions about more effective preventive
measures, The next article reports on measurements of flammable gases evolving
from a burning, char-forming plastic. Better understanding of the chemistry
involved in the ignition, fire spread, and extinction behavior of plastics may lead
to better chemical means to inhibit and extinguish unwanted fires,

The last article in this section discusses the development of & unique
remote sensing technique for studying air motion and diffusion, Using en-
vironmentally safe microscopic fluorescent particles as tracers and a lidar system
as the remote sensor, it permits the detection of atmospheric tracers in much
smaller quantities than was previously possible. The technique should aid future
studics of stack plumes, especially near urban centers where the environmental
background limits study to the immediate vicinity of the stack when more
conventional techniques are used.
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IMPLEMENTATION OF A VEHICLE-FOLLOWER CONTROL

LAW FOR SHORT-HEADWAY AGT SYSTEMS

The implementation of a vehicle-follower con-
trol law for short-hecdway Auwtomated Guideway
Transit (AGT) Systems has been examined in terms
of required sensor accuracy, controller structure, and
data transmission requirements. For the first time in
any awtomated transit study, an analysis has been
performed 1o select duata rate, allowable time deluy,
and coniroller gain o assure string stability and ac-
ceptable dynamic response.

BACKGROUND

AGT systems represent a new class of urban
transport in which automatically controlled vehicles
operate on dedicated guideway networks. At the shori
headways necessary for adequate capacity, intervehi-
cle spacings and velocities must be regulated accurate-
ly 10 assure safe and reliable operation. For this pur-
pose, two basic approaches have been suggesied for
the longitudinal contro! of vehicles. One, point
following, assigns each vehicle 10 a moving cell, the
cells bemg propagated along the guideway network at
predetermined velocities and spacings. The other,
vehicle following, which is specifically considered in
this 1ask, allows communication between successive
vehicles so that the motion of a vehicle is controlled
in accordance with the motion of its immediate
predecessor,

The stringent requirements for short-headway
systems are a challenging problem in the application
of modern control sysiem engineering, Previous
analyses and simulations have shown that the ap-
proach discussed in Ref, 1 sausfies the requirements
imposed or the comtroller. The current task is
directed at evaluaung practival considerations for the
required computation and communivations ha. dware.

DISCUSSION

Four fundamenial elements counstitute the im-
plementation of a vehicle-following or a point-
following strategy:

1. Design of a basic control law,

2. Design of the controller structure,

3. Determination of sensor accuracy re-

quirements, and

4.  Selection of system parame:ers.
These elements are discussed below, in turn, with em-
phasis on the vehicle-follower approach.

The coupling of vehicles under the vehicle-
fullowing strategy can cause abrupt maneuvers unless

provision is made for amticipating sudden motions
(Ref. 2). In addition, a *‘kinematic constraint,” im-
posed by ride quality limits on vehicle acceleration
and jerk, must be satisfied. The difiiculties en-
countered in controlling a vehicle subject to the
kinemaltic constraint have been resclved 55 a con-
troller that is a nonlinear function of states (Ref. 1).
The comroller thus provides a bascline system that
can be used in a study of implementation techniques.

The design of the controller structure involves
questions concerning the distribution of control com-
putation between on-board and wayside devices, the
type of information exchanged baiween the wayside
and the vehicle, and the rate of information ex-
change. Many implementations lead to a hierarchical
control structure under which a wayside control
device has jurisdiction over a string ¢f vehicles on a
section of guideway. As a result, the question of con-
wrol distribution is whether comrol loops should be
closed on board the vehicle or through the wayside
computer. In general, the former approach may be
loosely classified as providing a ‘“‘smart’ vehicle,
while the lauwer approach yiclds a *“‘dumb’ vehicle,
ahhough many intermediates exist.

Time lags, computation rates, noise resulting
from digitalsanalog interfaces, and word lengths are
practical problems that also affect system perfor-
mance. Thus a fundamental consideration in im-
plementing a control law is the trade-off between
hardware requirements and system 1esponse. In par-
ticular, at short headways communication ¢osts may
be significant because of the large nu.aber of vehicles
that must be closely regulated on a section of
guideway. Consequently, it is beaeficial 1o minimize
the data rate 10 each vehicle without impairing the
ride quality as specified by jerk and acceleration
limits,

Preliminary studies (Ref. 3) of the implementa-
tion of a nonli qar vehicle follower control law (Ref.
1) for short-l. 'way operation demonstrated the ad-
vantages of 2 smart vehicle in terms of the data sam-
ple rate from wayside to vehicle and the resulting
system response. Furthermore, the number of bits re-
quired for information transmission and on-board
computation were determined in conjunction with the
corresponding sample rates. However, that study did
not consider alternative controller configurations that
may reduce the required data rates. Tha: is, certain
information may be combined at wayside rather than
on the vehicle, resulting in fewer bits being needed to
represent the transmitted snformauon. Using tius ap-
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proach, the four configurations investigated by com-
puter simulation have been shown to reduce the re-
quired data rate between vehicle and wayside,

Another aspect of implementation that affects
overall system cost is the sensor accuracy re-
quirements. There are many techniques for measuring
vehicle states directly or indirectly. In a vehicle-
following strategy, it seems most appropriate for each
vehicle to measure directly the states of the im-
mediately preceding vehicle (by microwave, laser, and
acoustic methods). However, such schemes have not
been successful technically and create operating prob-
lems in the event of failure, Thus, the simplest system
would be one in which vehicle position is determined
by markers in the guideway. As a vehigle passes over
cach marker, the event is recorded by the vehicle itself
or by the wayside. Because of failure comsiderations,
wayside monitoring of vehicle position probably will
be the more attractive. This study investigated the ac-
curacy of position and velocity estimates using a posi-
tion measurement that is sampled and corrupted by
additive noise. No further constraining assumptions
are made; therefore, the results should be applicable
to any system that uses a position measurement
scheme,

The specification of system parameters com-
bines the three aspects of system implememation
previously described. Data rares, computation rates,
quamization les 2ls, and allowable time delays must be
determined for a given control law, controller con-
figuration, and sensor accuracy so that satisfactory
vehicle performance is assured. Moreovei, the over-
riding factor in specifying system purameters, par-
ticularly uplink rate and delay, is string stability.
Analyses and simulations are used to select controller
gains to maximize the overall allowable delay while
maiztaining acceptable dynamic response.

The general system configuration considered in
this study is illustrated in Fig, 1. It is assunied that
the vehicle position is known with some accuracy at
intervals of 7, scconds. For exampie, as is shown in
the figure, the vehicie is known to be between two
guideway position marker. at any time. A dynamic
estimator uses these position measurements 1o
estimate vehicle velocity and position. A wayside con-
trol computation is then performed and an uplink
command is transmitted to the vehicle at intervals of
T, seconds. The on-board control logic uses the
uplink command to transmit the velocity command,
v,, 1o the vehicle propulsion system.

RESULTS OF INVESTIGATION

The problem of determining sensor accuracy
requirements at tizadways of 0.5 and 3.0 s was ap-
proached anatyically via a suboptimal Kalman filier

Vehicle
Ty seconds ;. oL f'\lohk:lo ,;
\A *’spr&iﬁidobb
— e ftor
Uplink

. iPofition;. ¥
i muur'mcms

Downlink

Tp seconds

p._

s~‘onvboard. .
contl" ,

compumloa.

Fig. 1 General system control structure,

design, in which it is assumed that vehicle velocity
and position are estimated using sampled position
measurements corrupted by noise. The results of this
work are summarized in Ref. 4; details are given in
Ref. 5.

Continuing studies have been made of the per-
formance of this estimator in the presence of a force
disturbance such as wind gusts or a grade. The con-
troller response is essentially unaffected when
estimator states rather than aciual states are used,
However, the estimator is sensitive 1o a mismatch be-
tween an on-board velocity command and the velocny
command calculated at wayside as ar input to the
estimator.

To =alleviate estimator errors resulting from
mismatch and 1o improve transient response, several
designs were considered. The analytic approach is to
lovate estimator poles on the basis of noise sources
but constramn the poles 10 be within a certain region
of the z-plane (for the discrete filter). This sigmficant-
ly reduces estimator errors resuliing from mismaich
although mare accurate position measurements are
still required (Ref. 5).

The other area of investigation was the selec-
tion of controller configurations for headways of 0.5
and 3.0 s. The basic contro! law (Refs. | and 5) re-
quires the calculation of the error between vehicle
spacing and a hinematuwcally required spacing. The er-
ror is given by
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e=8+ (53~ v, -v)+ 03300, -v,) ,

where § is vehicle spacing, A is the desired headway,
and v, and v, are the preceding and trailing vehicle
velocities, respectively. The 5.3 and 0.33 gains are
determined from an assumed jerk limit of 2.0 m/s’
and an acceleration limit of 1.5 m/s°, A feed-forward
derivative, u = (1/k)¢ is used for control, where & is
controller gain,

The configuration recommended for implemen-
tation at a 3.0 s headway is one where ¢ is calculated
by the wayside computer and uplinked a1 0.5 s inter-
vals, using 8 bits 1o represent the information. At a
headway of 0.§ s, the wayside forms the sum of u
and ¢ and uplinks this sum at 0.1 s intervals, using §
bits. On board the vehicle, the sum is separated into u
and ¢ by passing through a first-order filier. Finally
the basic control law (Ref. 1) is modified 1o incor-
porate either constam headway or constant k-faclor
with a corresponding reduction in velocity-error gain,

This modification reduces the control bandwidth,
thereby relaxing the data rate and time delay re-
quirements, In addition, the vehicle is allowed to
operate closer to the preceding vehicte without
violating the kinematic constraint.

REFERENCES

1. AL Pue, A Stae-Constramed. Approach to VeluclesEoltower
Control for Short Headway Automated Teresit System,' J, Dy,
Svsr, Meas, Contral 100, No, 3, Dec 1978, pp, 291.297,

HOYL Chin, G B, Stupp, and 8. 3. Brown, " Vehele Follower
Control with Variable Gamns for Shon Headway  Automated
Guideway Ssstemn,™™ S Dyvn, Svst, Meas, Control 99, No 3, Sep
1977, pp. 183.189,

oA Pae, tlmplemenmation: Trade-otts tor o Short Headway
Vehde-b oltower Awomated Transit System,™ JEEE Tramy Veh
Techinol, ¥ 128, No, 1, Feb 1979, pp. 46-58,

4. AL L Pag, tSemsor Accuraey Requirements for a Short-Headway
Automated  Tranwt  System,” | Developments in Sgience and
Technology, JHUZAPLDST-6, Fineal Year 1978,

BN L Pue, Comtrol Law Implemeniation for Short Headway
Felcled ollower AGT Svstems, THU APL CP 075 TPR 048 (v
prew),

Author: A, J. Pue
Support:  DOT, Urban Muss Transit Administration

19

HUMAN FATALITIES FROM UNWANTED FIRES

To reduce fire fatalities substawiially requires
that the causes of the fatalities be uaderstoud end
that the links in the chain of events that leads to
death be established.

Few previous investigations have zone beyond
the timited information conigined in *‘vital statistics. "’
The purpose of this study was to tie together more
closely the demographic data on fire victims with the
medical consequences and with the causes of fires,
and to draw conclusions about preventive measures
azd better medical treatment for survivors. The study
is bused on data from the State of Maryland for
“rapid” fire faiahies — ue., deaths that vecurred
within six hours after exposure to the fires. The rapid
Jire fatalies represent approximately 80% of all fire
Jatalities; the remaining 20% (auributable to burn in-
Juries and pulmonary lesions), with survival time of
several weeks or months, are difficult to study.

DEMOGRAPHIC RESULTS

Fire fatality data are available from urban,
suburban, and rural locauons (Balumore Cuy, four
large countics, and 19 small counties). In ali three
locatiuns, casulticos as a tunction of the ages of the fire
vicums show a similar trend. The age gioup 50 10 60 +

shows a substantial predisposition to being fire
casualties (approximately twive what might be expected
according 10 the census data for age group
distributions), whereas the age group 10 10 40 is well
below the expectation.

At all ages, the absolute number of male fire
deaths exceeds that of females, but this is particularly
so in the 30 1o 60 age group. The fraction of casualties
with blood alcohol levels greater than 0.1% (the legal
limit for drunkenness) rises rapidly to approzimately
70% of all fatalities in the 30 10 60 age group. The
pattern of a very substantial ingestion of alcohol prior
to becomng a fire fawality, particularly for men,
patallels the substantially higher alvoholism rate of men
in thes age group. Fifty percent of all fire fatalities
above the age of 20 show an alvohol level aborve 0.1%.,

PHYSICAL CAUSES OF FIRE AND
HUMAN RESPONSES

Fully 85% of fires that result in fatalities are
caused by human nusjudgment or by deliberate actions
By far the most damaging single cause is fire resulting
from .arelessly handled cigarettes (44%) More than
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80% of the fatalities occur in residences, with four-
fifths of those in living rooms or bedrooms. With rare
exceptions (such as very young children and invalids),
fire victims generally have been alerted to the fires and
have made unsuccessful efforts to escape. Most victims
were overcome while trying to escape from the room
wire the fire originated,

MEDICAL CONSEQUENCES OF FIRES

Figure 1 summarizes the medical findings. Ap-
parent is the primacy of toxic gases as the cause of fire
deaths (more than 70%). The largest fraction of those
fatalities have carboxyhemoglobin (COHb) levels
greater than 50%, the level considered to be the margin
for survival, Measurements have shown that many fire
victims with higl carbon monoxide (CO) intakes have
also been exposed to substantial amounts ot hydrogen
cyanide (HCN). The significance of the cyanide intake
is difficult to assess because the sequence of inhalation
of the two gases is unknown.

A number of the fire victims with COHb levels
below 50% were found to have ingested substantial, but
sublethal, doses of hydrogen cyanide. Animal ex-
periments show that the two gases act additively, so that
a combined exposure to sublethal concentrations of
each may prove fatal. A second cause of death from
sublethal levels of carbon monoxide can be tied to the
observation that persons with impaired circulatory
systems tend to succumb at carbon monoxide levels
below 50%, This is unlikely to be a contributor in cases
where there was a high alcohol intake because such
intake significantly relaxes the circulatory system.

CONCLUSIONS

Preventive measures should concentrate on
sources that contribute most significantly to the number
of fatal fire incidents. The study suggests that

1. Materials, especially in bedrooms and
living rooms, should be modified 1o
withstand ignition by cigareties (or the
igniting power of cigarettes should be
reduced);

2. The public should be educated 1o the risks
of careless smoking, particularly when
accompanied by excessive drinking; and

3. Early alerting devices such as smoke
detectors should be used.

Fire casualties [

Survival less PEo
than 6 hours &Y

COHb greater E
than 50% &

COHDb less than 50% e

COHb 30-50% + HCN [
and/or heart disease e

CO not involved [
{< 30% COHDb) &

Rapid heat exposure E§]

Miscellaneous or unknown causes
(falls, heart attacks, etc.)

U

Survival longer than 6 hours

Fig. 1 Overall assessment of fire fatalities, showing the
medical causes of death, The numbers in shaded boxes indicate
the percentages of major events that resulted in fatalities,

Beuter medical weatment for survivors may
depend to some extent on the ability to identify the
specific causative agemis in each fire situation,
Especially in view of the large number of new synthetic
materials used for construction, furnishings, and fire
inhibitors, methods need to be developed to rapidly
detect toxic substances (such as halogen acids, hydrogen
cyanide, and carbon monoxide) in order to institute the
most effective treatment as quickly as possible.

Authors:  W. G. Berland B. M. Halpin

Support:  Nativnal Bureau of Standards
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DETERMINATION OF THE FLAMMABLE GASES

EVOLVING FROM A BURNING PLASTIC

When a plastic burns, it decomposes to pro-
duce hot flammable gases that react quickly with air
in a zone very near the surface. We have made the
Sirst detailed measurements of the flummable guses
evolving from a burning, char-forming plastic.

BACKGROUND

Many unwanted domestic fires are initiated or
fueled by plastics. The ignition, fire spread, and ex-
tinction behavior of plastics is strongly affected by
the chemistry involved, which we are only beginning
to understand. A better  understanding  of  the
chemistry could lead 10 better chemical means to in-
hibit and extinguish unwanted fires.

DISCUSSION

For a long time, indirect evidence has poiated
to a qualitative picture of plastic combustion in which
the heat-releasing chemical reactions take place in the
gas phase (Fig. 1). The reaction zone is supplied on
one side by flammable gases evolving from the solid
and on the other by oxygen diffusing inward from the
air. Some of the heat feeds back to the solid to sus-
tain the decomposition reactions that produce the
flammable gases. The consumption of oxygen in the
reaction zone causes a gradient to be maintained in its

v Oxygen
Reaction zone
4 Flammable gases

Fig. 1 A qualitative picture of the combustion of plastics, The
plastic degrades thermally with production of flammable gases
that react with oxygen in the gas phase, The teaction zone is
only a fraction of a millimeter from the solid at normal
pressures, but the distances increase at reduced pressure.

concentration that allows the diffusion of oxygen to
continue.

The flammable gases evolving {rom burning
plastic are autacked by oxygen within 0.1 mm of the
surface. The gases had never been isolated and iden-
tified uniil recently, when two techniques were
developed to achieve the steady-state combustion of
plastics, One technique (Ref, 1), developed at the
University of California (La Jola), is appropriate for
clean-burning plastics. However, most plastics of
practical importance leave a char residue. The other
technique, developed at APL (Ref. 2), works well
with any plastic that can be coated on thin fiberglass
yarn,

The coated yarn is pulled lengthwise through a
cross flow of hot oxygen produced by a burner (Fig.
2). Each particle of plastic moving with the yarn is
heated from room temperature to the ighition point.
Then Nammable gases begin to evolve and burn with
the hot oxygen. As the particle continues its motion,
its temperature rises, resulting in greater combustion
intensities. The flame on the plastic is quenched by an
exit thermal shield. Burned plastic (1 e char) is con-
tinuaily replaced.

Gas samples can be withdrawn through a
quartz needle (orifice of 0.05 mm diameter) and
analyzed on a mass spectrometer. Heat transfer to the
yarn can be measured (Ref. 3) and surface

l Burner l

Burner

l flame

Quartz Th B
Thermal . ermal shield
S 1
shield $amphng
Flame on the plastic
(4 mm flame radius)

To mass spectrometer

Fig. 2 Experimental apparatus for studying the combustion
of plastics in steady state.
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Fig. 3 Radia) concentration profiles of two flammable gases
evolving from burning polyvinyl chloride. The measurements
shown were made at 0.1 atm pressure, At normal pressures (1
atm), the onidation takes place much closer to the surface.

temperatures calculated (Ref. 4). The mass flux from
the plastic is determined from the mass loss of the
yarn and the speed.

We obtained a fiberglass yarn commercially
coated with polyvinyl chloride (PVC), a char-forming
plastic. The flammable gases of higher molecular
weight that evolve from the PVC include benzene,
pentene, and butene.  Hydrocarbons  of lower
molecular weight make up the remaining flammable
gases. Two concentration profiles (Fig. 3) show that
thermal degradation of the gases takes place soon
after they evolve. The fragments rather than the
whole molecules react with the oxygen. The reactions
of the fragments take place much farther from the
surface « ¢ mm). The measurements shown were made
at 0.1 aum pressure o expand the flame on the
plastic. At normal pressure (1 atm), the oxidation
1akes plage 100 ¢lose 10 the surface to permit detee-
ton of the flammable gases.

Our results confirm the picture of plastic com-
bustion shown in Fig. 1 and point the way to analyses
that may further elucidate the chemistry.
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A NEW LIDAR/FLUORESCENT TRACER TECHNIQUE

FOR ATMOSPHERIC RESEARCH

A new remote-sensing techmque developed by
APL for the study of air mouon and diffusion uses
nucroscopie fluorescent parucles as tracers and « hght
detection und ranging (hdar) system us the remote
sensor. It permus much smaller quanuties of atmo-
spheric tracers to be detected than was pretivusly
possible.

BACKGROUND

Lidar has been used in meteorological studies
and air poiltution applications for well over a decade
(see Ref. 1 for a survey). In particular, it found early
applicatuon in the study of stack plumes (Ref. 2). Par-
ticulates emanating from power plant stacks are
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readily detected by lidar. However, as the distance
from the stack increases, the plume becomes pro-
gressively more diffuse and tenuous until it is finally
obscured by the natural aerosol background, or it
becomes unrecognizable after mixing with plumes
from other sources.

The background aerosol concentration repre-
sents the “‘noise’” in which the laser returns from par-
ticulates of interest (from stacks) must be resolved.
With the advent of stack water scrubbers and particle
precipitators, the concentration of particulates from
stacks has been reduced considerably. In turn, the
range at which the stack particles merge into the
background has also been reduced. in general, the
study of plume rise and belavior using conventional
lidar techniques becomes restricted to the immediate
vicinity of the stack (Ref. 3) or to extremely dirty
plumes in a very clear environment (Ref, 4).

DISCL LSION

A technique has been developed that virtually
eliminates the background acrosol limitation and
allows plume behavior to be studied at extended
ranges and in the presence of a complex “clutter”
background. Microscopic fluoresceit particles are in-
jected into the plume and are excited by means of
pulsed laser light (i.e., a lidar). The backscatter signal
is composed of the return at the laser frequency from
the bachground aerosols and from the fluorescent
particles themselves and the return from the fluores-
cent particles at the shifted frequency. By filiering out
the laser (or fundamental) frequeacy and selecuvely
detecting only the shifted fluorescent frequency, the
return from the background aerosols is eliminated.

The fluorescent plume can also be identified in
the presence of background noise or clutter environ-

ments — clouds, stable layers, multiple sources of
particulates, the ground, and buildings. Returns from
these targets usually are at the laser frequency and do
not contribute to the return at the shifted fluorescent
frequency.

Because the returns from the dye and from the
environment appear at different frequencies, each can
be mapped selectively by proper filtering at the detec-
tor. The fluorescent plume can be mapped by filtering
out the laser frequency. Conversely, the backgrouad
can be mapped by centering the detector filter at the
laser frequency. This can be done by using two detec-
tors or by switching the filters of a single detector.

Finely powdered fluorescent acrosols that are
environmentally safe and suitable for use as atmo-
spheric tracers are produced as pigments for fluores-
cent paints. The characteristics of many such
pigments produced by one manufacturer, the DAY-
GLO Caolor Cotp., were evaluated in the laboratory
for use as atmospheric tracers. The fluorescence and
excitation spectra were measured with a fluorometer
developed by Benson and Kues (Ref. 5). Figure |
summarizes  the measurements of the fluorescence
spectra. All of the pigments are approximated by one
of these spectra. The excitation spectra of four
represemative materials are shown in Fig, 2.

The lidar system was assembled from equip-
mem available within APL 10 test the concepts of the
Muorescent tracer technique. The lidar contains a
frequency-doubied Nd-YAG laser with a ariable
pulse rate of up 10 200 He, an output wasvelength of
532 nm, and a pulse length of 12 ns. This laser
wavelength lies close to the peak of the excitation
spectrum of the Fire Orange A-14 pigment (Fig. 2).
The complete lidar consists of the narrow-beamwidth
pulsed laser mounted on a plate along with a Casse-
grainian telescope and a photomultiplier detector,
with intervening opuical filters that pass either the
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Fig. 1 Fluorescence spectra of selected fluorescent tracers.
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Fig. 2 Excitation spectra of selected fluorescent tracers.

laser frequency or the fluorescent frequency, depend-
ing on the experiment. The plate assembly is bolted to
a mount that is eclectrically driven in azimuth and
clevation. Controls for the mount and electrical read-
outs ol azimuth and elevation may be located remote-
ly. The lidar and data recording equipment are
mounted in a truck to ensure a flesible mobile
system. The results of preliminary field experiments
performed in the fal) of 1978 are discussed in Ref. 6.

A full-scale field test was conducted in June
1979 with the cooperation of NASA at Wallops
Island, Virginia. A motorized instrument, placed at
the 156 it level of an instrumented meteorological
tower, dispensed the Fire Orange acrosol at a known
constant rate, The tracer diffused as it drifted with
the wind, forming a well defined piume that was in-
visible to the eye. The lidar scanned the plume and
produced cross-sectional views cf it on an intensity-
modulated oscilloscope.

Figure 3 shows a horizontal cut through one
portion of the plume; the only return is trom the
tracer. Figure 4 shows a vertical cut through the
plume at one azimuth; returns from vegetation as well
as from the tracer are observed. It is believed that
these returns are due 1o the {fluorescence of organic
chemicals in the vegetation and to the inability of the
filters to reject the laser wavelength,

The average concentration of fluorescent tracer
in the plume, approximately 10 pg/m’, was deter-
mined from the dispensing rate of the tracer, from
the wind speed. and from lidar measurements of the
cross-sectional area of the plume. Later measurements
were made with concentrations as low as 0.5 pg/m’.
Measurements of the low natural-backgiound
Nuorescence indicate that tracer concentrations as iow
as 0.006 pg/m’ may be detectable. For comparison,
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Fig. 4 Vertical section of the fluorescent plume. R* is the
range downwind cf the dispenser. 149
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the average natural-background concentration of
aerosols in a cleais outdoor environment is 50 pg/m’.
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PATENTS ACTIVITIES

The APL Patents Office is responsible for ensuring
compliance with contract and grant requirements
relative o patent and data rights, as imposed by the
various governmental agencies that sponsor work at the
Labo:atory. In addition to preparing formal
disclosures of inventions for the appropriate sponsors,
the Patents Office prepares and prosecutes patent ap-
plications on behalf of both the University and the
Department of the Navy.

The following lists indicate the invention disclosures
submitted to sponsors, the patent applications prepared
and filed in the United States Tatent Office, and the
previously filed applications that were successfully pro-
secuted 1o issuance as patents, during Fiscal Year 1979.
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Power of a Sonar Pinger
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Gulich— Target Seeker Simulator

C. A. Keller—Fluid Layer Thickness Measuring Device

C. A. Keller=Fhud Level Sensor with Digital Output

C. A. Reller—Infra-red Fhud Level Detection System

C. A. Keller—Measurement of Biofouling by Detecting Op-

tical Attenuation

C. A, Keller—Photon  Energy  Conversion  Fluid ~ Level
Detector

C. A. Keller and M. S, Block—Optical Water Pollutant Iden-
tification System

C. A. Keller and M. S. Block—Self Cleaning Ultra-violet
Fluid Level Measurement Device

B. E. Kuehne—Six-Degree  of Freedom (DOF) Missile
Simulation Using Trim Aerodynamic Data

H. A. Kues, Jr. and R, H. Brown—Current Profiling Dye
Bomb

J. H. Loveless—AMotorized Wheel Chair

J. K. Loveless and W. Seamone—Chin Controller with Op-
tical Seasors for Electric Wheelchair Control

B. H. Nall—=Horizon Indicator Employing Heated Wi es on
an Acoustical Field

P. P. Pandolfini—Heat  Transfer Coefficient  Measuring
Instrument

T. O. Poehler, R, Potember, and D. Q. Cowan—Organic
Memory or Threshold Sw ich Composed of Copper or
Silver Complexed with TNAP or TCNQ Electron
Acceplors

W. R, Powell, S. Ciarroc:a, D. Thayer, and C,
Williams— Cuses Sofiware (CASES)

T. Rankin and R. L. Konigsterg—AApparatus for Transform-
g the Vertcal Acceleration from Body Coordinates into
Inerual Coordinates

K. Reimtz and L. W. Hani—Solid State Magnetometer

C. H. Ronnenburg and R, i.. Trapp--Antenna Pattern Data
System

S. L. Sachs and I'. K. Hill—Ultrasonic Cleaning Apparatus

S. B. Springer, E. L. True, A. W, Currano, and A.E.
Divon=Microcomputer-Controlled  Cartridge  Tape
Module

R. R. Talbott and R. R. Boss—Frequency Synthesizer Con-
rol Apparatus

R. Talbott, G. Smoot, D. Prengaman, G. Starken, J. Dossa,
and A. Pruit—Digutal Side-Lovk Sonar Scan Converter
Device

R. E. Walker, B.T. Hochhemner, A. B. Fraser, and L.
Mastracer—Lidar System for Measuring Internal Waves m
the Ocean Thermocline

J ). Wozmah—Towed Underwater Launch Platform
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PATENT APPLICATIONS

R. E. Fischell—Charge Control Switch Responsive to Cell
Casing Deflection

R. E. Fischell—Implaniable Programmable Medication Infu-
sion System

E. C. Jarrell, D. R. Marlow, H. B, Tetens, and J. F.
Gulick— Target Seeker Sunulaior

C. A. Keller—Lwnear Response Capacitance Wave Height
Measuring System

J. C. Murphy and R. C. Cole—Laser Interferometry Detec-
tion Method/ Apparatus for Buried Structure

J. R. Norton—kadio Frequency Receiver for Satellite Naviga-
tion System

S. R, Osborne—Planned View Display Ruster Scan Generator

T. R. Small—-Superflywheel Energy Storage Device

L. E. Stillman and T, B. Coughlin~Solar Panel Deployment
Mechanism

PATENTS ISSUED

C. B. Bargeron—Three Dimensional Laser Doppler
Velocimeter, No. 4,148,585

R. E. Fischel=Human Tissue Sumulation Electrode
Structure, No. 4,125,116

R. E. Fischell and W. R. Powell—Epidural Lead Electrode
and Insertion Needle, No. 4,141,365

M. L. Hill and T. R. Whyte—/Jonic Aiwr Speed Indicator, No.
4,131,013

R. P. Hockensmith, E. E. Skelton, and D.L.
Thomas—Process for Making « Plastic Antenna Re-
Sflector, No. 4,154,788

R. H. Lapp and J. D. Schncider—Radar Sector Scan Reversal
Apparatus, No. 4,123,757

W. Seamone—Low Axtal Force Servo Valve Spool, No.
4,155,535
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Free Boundary Problems, Pavia, ltaly, 19-20 Sep 1979,

L. J. Rueger, **Navy Navigation Satellite System (NAV-
SAT),” Baltimore Section, 1EEE Aerospace and Elec-
tronies Systems Group, Baltimore, 27 Mar 1979.

L. R. Scott, **Notation for Software Development,” ACM
Conf., Washington, 5§ Dec 1978,

D. M. Silver, “Application of Many-Body Perturbation
Theory to the Caiculation of Potential Energy Sur-
faces,” 3id lnternational Congress of Quantum
Chemistry, Kyoto, 2 Nov 1979,

1. M. Silver, “Electron Correlation and Interaction Energies
Between Closed-Shell Systems Using Many-Body Pertur-
bation Theory,”* Symp. on Many-Body Theoretical Ap-
proaches to Electron Correlation in Molecules, Kobe, 28
Oct 1979.

D. M. Silver, *Interaction Potentials for Chemical Reaction
Systems,”” Howard Univ, Chemistry Seminar, 28 Sep
1979,

D. M. Silver (APL), E.F. Jendrick and M. H. Alexander
(Univ. Maryland), and B. E. Wilcomb and
P. J. Dagdigian (The Johns Hopkins Uaiv.), **Rota-
tionally Inelastic Scattenng of LiH (j=1) by He”
American Physical Society Meeting, Washington, 25
Apr 1979,

D. M. Silver (APL) and S. Wilson (Daresbury Labs, Warr-
ington, UK), “Universal Basis Sets in Molecular
Calculations,”” American Chemical Society Meeting,
Washmgton, 10 Sep 1979.

W. J. Toth, *“‘Geothermal Energy in Agri-Business,’
Maryland State Planning Office Workshop, Sahisbury,
14 Dec 1978.

J. M. Whisnant and R. E. Jenkins, “The TIP Navy Naviga-
tion Satellite and Its Onboard Computer System,” 1EEL
Posiion Location and Navigation Symp., San Diego,
6-9 Nov 1978.

5

The following papers were presented at the Spring Meeting
of the American Geophysical Union, Washington, 28 May-1
Jun 1979:

W. Baumjohann and H. Sulzbacher (Univ. Munster) and
T. A. Potemra (APL), *‘Simultancous Observations of a
Westward Electrojet with TRIAD and the Scandinavian
Magnetometer Array;”’

J. F. Carbary, “*Periodicities in the Jovian Magnetosphere as
Se by the Voyager-1 Spacecraft;”

R.E. Id and E.C. Roclot, “Energetic Particle Recur-
ren.¢ and Escape During Solar Cycle 20;”

R. A. Greenwald (Max-Planck Inst. fur Acronomie) and
T. A. Potemra and N. A, Safleckos (APL), *“Com-
parison of lonospheric Electric Ficlds and Field-Aligned
Currents Near the Harang Discontinuity;”

G. Gustafsson, T. A, Potemra, and N. A. Saflekos, ““Cor-
rection of Variations in the TRIAD Magnetic Field Data
Due to Attitude Uncertainties;”

E. Kirsch (Max-Planck Inst. fir Aeronomie), and 8. M.
Krimigis, J. W. Kohl, and E. P. Keath (APL), *“Search
for Jupiter X Rays;"'

A.T. Y. Lui and C.-1. Meng, *‘Relevance of Southward
Magnetic Fields in the Neutral Sheet to Anisotropic
Distribution of Energetic Electrons and Substorm Ac-
tivity*"*

C.-l. Meng, *‘Simultancous Auroral and Electron Precipita-
tion Observations Over the Dayside Oval;™

D. G. Mitchell and E. C. Roelof, “‘Latitude Dependence of
~ 1 MeV Proton Flux Measured 1-5 AU;™

T. A, Potemra, N, A. Saflekos, and G. Gustafsson,
“Evaluation of Distant Magnetic Field Effects
Associated with Field-Aligned Currents;”

E. C. Roelof, ‘*‘Interpretation of Energetic Particle Flux
Anisotropies;”

E. C. Roclof, **Superthermal lons Near the Earth;™

E. C. Roelof and R. E. Gold, **Enhancement of the Dif-
fusive Walled Cavity Model for Interplanetary Propaga-
tion of Jovian Electrons;”

N. A. Saflekos, T. A. Potemra, G. Gustafsson, and C.-
1. Meng, “Simultancous High- and Low-Alitude Cusp
Boundary Observations;”

L. J. Zaneui and T. A. Potemra (APL), J. P. Doering (The
Johns Hopkins Univ.), R. L. Arnoldy (Univ. New
Hampshire), and R. A, Hoffman (NASA/Goddard
Spave Flight Center), *' “oincidem Paruicle Observations
from AE-C and ATS-6 During the Oct. 28, 1977
Geomagnetie Stormy;™”

R. D. Zwickl, *‘Aniostropic Transport Properties of Low
Energy Particles Observed During Energetic Particle
Events;” and

R. D. Zwickl and S. M. Krimigis (APL), L. J. Lanzerotti
(Bell Telephone Labs.), and G. Gloeckler (Univ.
Maryland), **Jovian (?) Proton and Electron Bursts
Observed by Voyager 1.”

The followmng papers were presented at the Ameran

Physical Society Meeting, Chicago, 19-23 Mar 1979:

M. E. Hawley, W. A. Bryden, A.N. Block, and D. O.
Cowan (The Johns Hopkhins Unwn.), T. O. Poehler
(APL), and J. P. Stokes (The Johns Hophkins Univ.),
““Mott  Transition and Magnetic Properties of
HMTSF(TCNQ),(TCNQF),..;"

A. N, Jette and F. J. Adnan, “‘Structure of the V -Center in
LiF;”
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R. L. McCally and E. A. Michelson (APL) and E.S.
Margolies (JHMI), “Photon Corrclation Spectroscopy
Investigations of Human Serum Low Density Lipopro-
teins;”

R. S. Potember and T. O. Pochler (APL) and D. O. Cowan
(The Johns Hopkins Univ.), “*Switching and Memory in
Organic Semiconductor Thin Film;"

J. P. Stokes, A. N. Block, W. A. Bryden, D.O. Cowan,
and M. E. Hawley (The Johns Hopkins Univ.) and
T. O. Pochler (APL), “Mott Transition and Conductivi-
ty in the Organic Solid Solutions
HMTSF(TCNQ), (TCNQF,),..."

The following papers were presented to the Association for
Research in Vision and Ophthalmology, Sarasota, 30 Apr-d
May 1979:

R. H. Andreo and R, A, Farrell, “Calculated Corneal Small-
Angle Light Scattering Patterns: Wavy Fibril Models;™

C. B. Bargeron and R. A, Farrell (APL) and W, R. Green
(JHMD), “Corneal Damage from Exposure to Infrared
Radiation: Rabbit Endothelial Damage Thresholds;

R. A. Farrell, R. L. McCally, and C. B. Bargeron, ‘Corneal
Damage from wxposure to Infrared Radiation:
Calculated and Measured  Endothelial  Temperature
Histories;"

R. L. McCally and R. A, Farrell, **Structural Implications
of Small Angle Light Scattering from Rabbit and Bovine
Cornea.”

The following papers were presented at the 16th Interna-

tional Cosmic Ray Conference, Kyoto, 6-18 Aug 1979:

W. 1. Axford (Max-Planck Inst. Acronomie), S. M. Krimigis
(APL), E. Kirsch (Max-Pianch Inst. Aeronomie) and
D. Hamilion and G. Gloeckler (Univ.  Maryland),
**Anisotropies of Low Energy Particles in Corotating In-
teraction Regions as Measured by Voyager | and 2;"

R. E. Gold and E. C. Roelof, *‘Energetic Particle Recur-
rence and Escape During Solar Cycle 20,

R. Reinhard  (ESTEC  Corp.,, The Netherlands) and
E. C. Roelof and R. E. Gold (APL), *Separation of
Coronal from Interplanctary Propagation Effects in the
Solar Particle Event of 10 April 1969;”

R. D. Zwickl, E. C. Roelof, and R. E. Gold, *‘Transverse
Interplanctary Propagation of <1 MeV Protons,”

The {cllowing papers were presented at the American
Geophysical Union Fall Meeung, San Francisco, 3-7 Dec
1979:

T. P. Armstrong  (Umiv.  Kansas) and  S. M. Krimigis,
J. E. Carbary, and R, D. Zwichl (APL), '*Hot Plasma
Bulk Motions in the Jovian Magnetosphere;””

C. O. Bostrom, S. M. Knmigis, and J. F. Carbary (APL),
L. J. Lanzeroui (Bell Labs.), T. P. Armstrong (Univ.
Kansas), and G. Gloeckler (Unnv. Maryland), *‘Observa-
uon of a Magnetospheric Wind in  the Jovian
Magnetosphere;”’

J. F. Carbary, *‘Periodicities n the Jovian Magnetosphere.
Voyagers | and 2;”’

R. B. Decker and S. M. Krimigis (APL) and G. Gloeckler
(Univ. Maryland), *‘Energy Spectra and Flux
Anisotropies of CIR-Associated <25 keV lons;™

. Eisner and H. D. Black, ‘‘Precision Orbit Determination
with a Small Number of Ground Stations;”

. Eisner and S. M. Yionoulis, “‘Long Period Terms n the
Upper Atmospheric Air Density;”

. Gloeckler (Univ. Maryland) and ). F. Carbary,
S. M. Krimigis, and R. D. Zwickl (APL), ‘“‘Hot Plasma
in the Jovian Magnetosphere;™*

A. D. Goldfinger, “Refraction of Microwave Signals by

Water Vapor;™'

D. C. Hamilton and G. Gloeckler (Univ. Maryland) and
S. M. Krimigis (APL), *‘Charged Particle Composition
in Jupiter’s Magnetosphere;™

2. P, Keath, S. M. Krimigis, and J. F, Carbary (APL),
W. L. Axford (Max-Planck Inst.  Acronomic), and
L. J. Lanzerotti (Bell Labs.), ‘“Evidence for an Inner
Jovian Plasmasphere Boundary:™

.M. Krimigis and R, D. Zwickl (APL), L. ). Lanzerotti
(Bell Labs.), and T. P. Armstrong (Univ. Kansas),
**Monoenergetic, Heavy lon Plasma Beam Observed
Near Jovian Magnetosphere Boundary by Voyager 2;**

.. J. Lanzerotti  (Bell  Labs.), S. M. Krimigis and
E. P. Keath (APL), and N. F. Ness, L. F. Burlaga, and
K. W. Behannon (NASA/GSFC), ““Energetics of the Jo-
vian Plasma Sheet;"

A. T. Y. Lui and C.-1, Meng (APL) and L. A, Frank and
K. L. Ackerson (Univ. lowa), “‘Substorm Behavior of

the Magnetotail Plasma Sheet Near Itis Midplane;”

1. Meng and J. F. Carbary (APL), S.-1. Akasofu (Univ,
Alaska), J. P. Sulbvan (M.LT.), and R. P. Lepping
(NASA/GSFQ), **Association of the AE-Index with the
Solar  Wind Poynting Flux  Incident on  the
Magnetosphere;™

. G. Mitchell and E. C. Roclof, **>50 heV lon Events
Upstream of the Earth's Bow Shock 1. Dependence on
Shock Parameters;”

M. Paonessa, S. Brandon, J. Nonnast, and T. P. Armstrong
(Univ. Kansas) and J. W. Kohl (APL), “Encrgy and
Species Dependence of Charged Particle Absorption by
foand Europa;™

. L. Pisacane and S. M. Yionoulis, “Low-Low GRAVSAT
Simulation Results;"

. C. Roclof and D. G. Mitchell (APL) and R. P. Lepping
(NASA/GSFC), *“>50 lon Evemts Upstream of the
Earth’s Bow Shock. 2. Assoniation with IMF Fluctua-
tions;”’

N. A Saflekos (APL), B. M. Shuman (AF Geophysics
Lab.), and T.A. Potemra (APL), *Dual Satellite
Observations of Geomagnetic Disturbances in Auroral
Regions;”’

.. J. Zanetti and T. A. Potemra (APL) and J. P. Doening
and J.S. Lee (The Johns Hophins Univ.),
**Characteristics of Low Energy Electron Preciputation;”

. Do Zwackl and S, M. Krimgis (APL), T. P. Armstrong
(Unin. Kansas), and G. Gloechler and D. C. Hamnlton
(Unv. Maryland), “‘Energetic Ion Events of Jovian
Ongwn.”
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