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PREFACE

Tis report documents the findings of a Rand study undertaken to

estimate the probable effect of future climatic conditions on wheat

production in the Soviet Union. Recent data were used to develop

weather-yield relationships, which were then applied to long series

of past weather data to develop as extended a climatic series as

possible. This climatic series was then extrapolated into the future

in the context of three alternative scenarios. The report should be

of interest to agrometeorologists and to analysts and planners

concerned with Soviet agricultural economics.

This work was sponsored by the Director of Net Assessment,

Office of the Secretary of Defense.
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SUMMARY

When bad weather has damaged its wheat crops, the Soviet Union

during the past several decades has turned to the West for help.

Whereas moderate purchases of wheat have benefited the U.S. economy,

larger ones have raised serious political and economic problems. To

manage its own supplies effectively, the United States needs to

anticipate future failures of Soviet wheat production.

Although many statistical models relate climate to crop yield,

none adequately copes with the restricted kind of data we have

concerning Soviet temperatures and precipitation. To estimate the

effect of climate on Soviet wheat production, this study devises

formulas that calculate variability of wheat production in three

major areas: Southwest Ukraine, South Ukraine, and Kazakhstan-West

Siberia. Southwest and South Ukraine account for one-fourth of the

winter wheat production in the Soviet Union, and the rest of its

winter wheat comes mainly from regions immediately to the north and

east of this area. In addition, Kazakhstan-West Siberia produces

more than one-half of the Soviet Union's spring wheat, and the

remainder comes largely from Volga and Ural regions that have similar

climates. As a consequence, weather conditions in these three areas

significantly influence the total production of wheat in the USSR.

This study relies upon limited data derived from two sources.

Information concerning Soviet wheat production comes from USSR Grain

Statistics: National and Regional, 1955-1975, and information

concerning Soviet precipitation and temperature comes from World

Weather Records supplied by the National Center for Atmospheric

Research. Unfortunately, information about wheat production

coincides with information about weather conditions for only the

period between 1955 and 1973.

We find that wheat grows best in Southwest Ukraine when it

experiences a cool fall, a moderate winter, and a warm spring with

normal moisture. Though the weather causes distinct oscillations in

yearly wheat production, no predictive patterns emerge from these

- --- .t~
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variations. For this area, we estimate wheat production using the

following formula:

y - 0.6683 - 0.0031 TN + 0.0328 TW + 0.0162 TMr - 0.0044 MAp

- 0.0027 MMy- 0.0089 Tjn - 0.0048 MJn

In this formula,

y = estimated deviation in yield caused by weather conditions.

T = mean temperature in November (TN), March (TMr) , and

June (TJn), or the lowest mean monthly temperature in the

winter months of December, January, and February (Tw).

M = deviation of soil moisture from optimum in Aprilt(MAp)
, May (MMy), and June (MJn).

We find that wheat grows best in South Ukraine when the winters

are warm and when cool, dry weather occurs in June. No predictive

pattern emerges from yearly variations in wheat production. Wheat

production in this area can be estimated with the following formula:

y = -0.0105 6TN + 0.0439 6TW + 0.0472 6T - 0.0909 6TA

+ 0.0003 6T - 0.1076 6TJn + 0.0391 6Tjy + 0.0026 6PW

- 0.0059 6PAp + 0.0016 6PMy - 0.0020 6Pjn + 0.0017 6Pjy

In this formula,

y - estimated deviation in yield caused by weather conditions.

6T - deviation of the monthly mean temperature from the 1955-

1973 monthly means in November (TN), March (TMr), April

(TAp) , May (TMy) , June (TJn) , and July (Tjy), or deviation

of the lowest winter temperature from the 1955-1973 winter

mean temperature (Tw).

..... ..
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6P deviation of the total monthly precipitation from the 1955-

1973 monthly mean totals in April (PAp), May (Py), June

(Pjn), and July (Pjy), or deviation of the average winter

precipitation--August through March--from the 1955-1973

average for the season (PW).

In Kazakhstan and West Siberia, abundant crops of spring wheat

greatly depend upon good rainfalls in late spring and in early

summer. Weather causes greater variation in the wheat crop here than

in other areas of the Soviet Union. Moreover, a pattern of alternat-

ing years seems to emerge: if one season produces a good crop, the

next will probably produce a poor one. For this area, we estimate

wheat production with the following formula, which employs the same

notations used in computing wheat production in South Ukraine:

y = -0.0017 6TMr - 0.0011 6TAp - 0.0007 TMy - 0.0005 6Tjn

- 0.0008 STjy + 0.0023 6P + 0.0121 6PAp + 0.0049 6PMy

+ 0.0042 6P Jn + 0.0005 6Pjy

Though reliable predictions of Soviet wheat crops rest upon the

kind of long-range weather forecasting that we currently do not have,

several broad patterns nevertheiess do emerge. If no major changes

in weather patterns occur, we can expect that the Soviet Union will

experience adverse weather--and hence lower wheat productions--in at

least one out of every four years. Moreover, the weather in one year

out of twenty will cause disastrously low productions of wheat.
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I. INTRODUCTION

PURPOSE AND PLAN OF THE STUDY

The objective of this study is to provide a method for estimat-

ing the variability of Soviet grain production caused by variation of

the climate. The available crop data cannot provide such estimates

because the record is not long enough and improved technology has

greatly increased the productivity of the land. To eliminate these

shortcomings of the data, it is necessary to eliminate the effect of

technology and provide a model that will relate as much as possible

of the residual variation to weather factors. This model is then

applied to as many past years of weather data as are available.

Technological improvements include improved management prac-

tices, improved genetic qualities of the seed, and increased use of

fertilizer. Direct measures of the effect of technology are not

readily available, but by assuming that technology has advanced with

time, time serves as a surrogate for a measure of the effects of

technology. Because this is only an approximation to the true ef-

fects of technology, chere will be some residual variation which will

not be included in a trend analysis.

Assuming that a trend analysis can capture the bulk of the

variation resulting from improved technology, climatic variables can

be statistically related to deviations from the trend. Surveys of

the literature by Baier (1977) and McQuigg (1975) present a great

many models to relate climate to crop yield. Many of these models

include measurements of daily meteorological variables and measure-

ments of the state of the crop at various times. Models of such

detail are not suitable for this study. In order to have a model

that is applicable to weather data that go back in time to the last

decade of the nineteenth century, it is necessary to restrict the

meteorological variables to mean monthly temperature and total

monthly precipitation.
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TECHNOLOGY TRENDS

It is apparent from studies in many parts of the world that new

technology has raised the level of wheat production (McQuigg,

1975). Thompson (1969) pointed out that the use of nitrogen fertili-

zer has had a profound effect on the production of cereal grains.

Use of fertilizer plus improved strains of grain and better farm

machinery have raised the yield per hectare from 30 to 50 percent in

both the United States and the USSR. A major difference is that the

rise in output began in this country about 1950, but not in the USSR

until about 1960. Figure 1 shows the wheat yield and the delivery of

nitrogen fertilizer in the USSR. The increase in yield as the ferti-

lizer increased is apparent.

2.4 40

x Yield

2 Nitrogen fertilizer

2.0

x

we 1.6 3

C 1.2 - 25

0.4 - 1

1956 1960 1964 196 1972 1976

Year

Fig. I - Time trends of total wheat yield and nitrogen
fertilizer delivered, total USSR
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The most generally accepted method of accounting for improved

technology is to use time as a surrogate. In general, the procedure

is to fit some sort of trend line (a correlation of yield with time)

to the yield data and assume that the trend results from technologi-

cal advance and that deviations from the trend are due to weather and

other factors that influence yield. McQuigg (1975) suggests that 70

to 80 percent of the yield variation is due to technology, 12 to 18

percent due to weather factors, and 5 to 10 percent due to "random

noise." Kogan (1977) analyzed grain production in the Soviet Union

with data from experimental farms (strain selection stations) and

operational agricultural enterprises (Kolkhoz and Sokhoz). He found

a linear trend in yield from 1945 through 1975 with the experimental

farms outproducing the operational farms by 30 to 100 percent.

One of the difficulties of using trend analysis to account for

technological advances is that the sample may not include a wide

enough variety of weather situations to fully eliminate the effect of

weather. In a small sample, a few bad weather years in the beginning

of the sample period and a few good years at the end may produce the

appearance of a trend where none exists. Lack of more concrete mea-

sures and the obvious rise in wheat yield with the production of

fertilizer lends credence to the concept of using trends with time as

a surrogate for improved technology. Thompson (1969), using U.S.

wheat yield data from 1920 to 1968, showed a rather flat curve for

1920 to 1940, a transition from 1940 to 1950, and a sharp rise from

1950 to 1968. Kogan's data from 1945 to 1975 indicate a fairly

steady rise, but he smoothed his data by moving averages and then

fitted a straight line. A different analysis might have shown a

slightly more accelerated growth after 1950.

Despite its shortcomings, trend analysis appears to be the best

method for estimating gains from technology. Figures 2, 3, and 4

show the yield data as a function of time for the Southwest Ukraine,

the South Ukraine, and Kazakhstan, respectively. For the Ukraine, a

quadratic trend appears to be the best fit; for Kazakhstan and West

Siberia, a linear trend appears best. The rather large variance
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Fig. 4 - Average Kazakhstan and West Siberia trend analysis

about the trend in Kazakhstan and West Siberia may well obscure any

real second-degree terms in time. For purposes of a study of weather

effects, we will use differences from the trend lines in Figs. 2, 3,

and 4 as the basic yield variable. A more getieral discussion of

variability will appear In a later section of this report.

THE AVAILABLE DATA

The yield data for the Soviet Union that are available to this

project are published in ISSR Crain tatiatics: National and Re-

gional, 195-1975, Economic Research Service, Statistical Bulletin

No. 564 (ERS, 1977). This booklet consists of 21 tables showing the

production of all types of grain in many different forms. We have

chosen to concentrate on wheat production and to use the yield per

hectare as a measure that can best be related to weather (Thompson,

1975). Table 15 of ERS Bulletin Nu. 564 gives the yield of winter

wheat, by region, for 19 regions and presents a map showing that

winter wheat is produiced primarily in European Russia and the

Ukraine. Table 18 of the Bulletin gives the production of spring
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wheat for the same regions, and the chart shows that spring wheat is

produced largely in the Volga region and the Asiatic parts of

Russia. To develop an understanding of the relationships of weather

to wheat yield, we have made a rather detailed study of winter wheat

in the Ukraine and a less detailed study of spring wheat in

Kazakhstan.

The available weather data are the World Weather Records, which

were made available to us on magnetic tape by the National Center for

Atmospheric Research. From these tapes we extracted total monthly

precipitation and mean monthly temperatures for selected stations in

the Soviet Union. Data for most of these stations covered the period

from 1882 to 1973.

The relation between weather and crop yield has been studied

extensively in the United States using good yield and weather data

for 30 to 50 years (Thompson, 1975). McQuigg (1975) has presented an

annotated bibliography of wheat-yield/weather studies. Some of these

studies used experimental farms with special weather monitoring

equipment; others used areal averages of yield and weather data. In

this project, there is the problem of using only one weather station

to relate weather to the average yield over a large region.

Moreover, there are only 19 years for which the yield and weather

data overlap. Such a small sample makes it imperative to choose

weather variables with extreme care to minimize the possibility of

producing statistical relationships that are not truly representative

of the long-term relation between yield and weather. The fact that

the weather data may not be representative of the area, combined with

the need to be parsimonious in the choice of weather variables, will

result in a model that can capture only the major features of the

crop/weather relation. We hope to be able to delineate weather pat-

terns that produce bumper crops and to differentiate from patterns

that produce reduced yields. We will not produce a method for pre-

dicting the yield with any certainty.
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THE WEATHER VARIABLES

Many investigators have shown that temperature and precipitation

are closely related to yield; however, some detailed investigations

have used temperature and measures of available soil moisture with

good success. To use precipitation as a variable over a large area,

it is necessary to have a measure of the average precipitation over

the area. Rainfall at a single station is usually too variable to

give a good measure of available soil moisture. Since area averages

are unavailable for the regions of the Soviet Union for which crop

data are reported, it was deemed necessary to find a more stable

moisture variable than single-station rainfall. The water balance

calculations of Thornethwaite and Mather (1957) provide a means for

smoothing out the time variations in precipitation. The method used

is presented in the appendix. The index used is the deviation of the

soil moisture from an assumed field capacity of 300 mm of water.

This cannot be considered a measure of available moisture but only an

index of the possible variations in soil moisture. Correlations of

this monthly index between stations is not as good as we might wish

but is far better than correlations of monthly mean rainfall.

Monthly mean temperatures are a much more stable measure than

total monthly precipitation. Correlations between stations are rela-

tively good, and the monthly mean temperature at a single station can

be considered a fairly good index of regional temperature variations.

PLAN OF THE REPORT

Section II reports on a fairly detailed study of winter wheat

production in the Southwest Ukraine. Section III reports on much

less detailed studies of the South Ukraine and Kazakhstan. The South

Ukraine study tests a slightly different statistical approach and the

Kazakhstan study deals with spring wheat. Section IV is a broad

discussion relating yield variability to weather variability for many

regions of the USSR. Section V presents some climatic scenarios and

their possible effects on wheat production. A summary of the overall

effect of climate on wheat production--based on what has been learned

in this study--concludes the body of the report. An appendix de-

scribes the procedures used in the methodology.
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II. THE SOUTHWEST UKRAINE

THE AREA AND ITS CLIMATE

For purposes of reporting wheat yields, the Ukraine is divided

into three subsections: Southwest, South, and Donets-Dnieper. We

chose--arbitrarily--to study the Southwest section in detail. This

region includes the cities of Lvov and Kiev, parts of the Dniester

River valley along its southwest border, and parts of the Dnieper

River valley along its northeast border. Between these two river

valleys the land rises to between 200 and 500 meters above sea

level. The Carpathian mountains rise rather steeply to as much as

2000 meters from the south bank of the Dniester.

The area is classified by the Grigor'yev-Budyko system as humid

and warm: with moderate winters (Lydolph, 1977). The humidity--or

more properly the aridity--index is a measure of potential evapotran-

spiration divided by annual precipitation. The temperature index is

the sum of the temperatures during the period when the daily mean

temperature is greater than 10C, and the winter character--In this

case moderately mild--is based on the mean January temperature.

Because the Southwest Ukraine is the only wheat-growing region

classified as humid, we expect the moisture variables in this area to

affect crop yield differently from the remainder of the Soviet wheat

areas, which are considered to have inadequate water.

WEATHER EFFECTS ON WINTER WHEAT

Winter wheat is planted in the fall of the year. The seed germi-

nates before the cold of winter sets in but remains dormant throughout

the winter. In the early spring, the plant resumes its growth and

develops during the late spring and early summer. Harvest is in late

summer, after which the fields are prepared for a new crop.

The first weather problem in the winter wheat cycle is in the

harvest of the previous year's crop. If rain delays harvest and
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reseeding, there may be insufficient time for the new crop to

germinate. On the other hand, if seeding is early or the winter cold

is delayed, the plants might grow too large in the fall and be more

susceptible to killing freezes in the winter.

No data are available to estimate the effect of seeding time on

the following year's harvest, but an effort was made to estimate the

effect of winter freezing on the final crop. Plots of yield devia-

tion from the trend were made against the temperature and soil

moisture deviation from August through November of the preceding year

to search for an index of overgrowth in the fall. The only apparent

relation was with November temperatures. High mean monthly tempera-

ture in November suggested poorer yields in the following year. As

an index of possible freezing winters, we chose the lowest mean

monthly temperature among the months of December, January, and

February. A plot of November temperature, TN, against the lowest

winter temperature, TW, with the yield deviation from the trend

entered at the intersection appeared to confirm the fact that

overgrowth in the fall, coupled with a cold winter, drastically

reduced the yield. Figure 5 shows this plot with a dividing line

computed from a linear discriminant function analysis. The criterion

for choosing two groups to discriminate was that a yield deviation in

the lower quartile of the yield deviation distribution was classified

as a bad year to be discriminated from all others.

Figure 5 and the discriminant analysis of November and winter

temperatures highlight a problem that may well exist with other vari-

ables. The problem is one of the possible asymmetric effect of any

weather variables on crop yield. High temperature in November

followed by a cold winter has a deleterious effect on crops, but low

Novc'n1-.r temperatures followed by a warm winter do not necessarily

have a salubrious effect on crops. It is conceivable that there are

other weather variables that may have a similar asymmetric effect

which has not been accounted for.

If we accept the concept that fall overgrowth and winter freeze

kill a certain fraction of the plants, nothing about the weather in



-10-

.14
x

-
.03.32 7 .03

x .0x
x
x .26

o 2 .06 x .19
-.04x

E

1 48./09,.4
r 0 0.0 W 3

EM d30
0

3-2

S - .01 Numbers next to
.18 symbols indicate

-4 observed deviation
E from the trend

M l a = Bad years

-6 x = Nonbad years

l nt s32

-8 1 I . - I I

-5 -4 -3 -2 -1 0 1 2 3 4 5

November temperature deviation from the meanf o

Fig. 5 - Discriminatic of cases in which part

of the wheat crop was frozen during the winter

subsequent months can restore them. * A perfect growing season from

March through TUly can increase the yield of the surviving plants,

but the average yield per hectare will be lowered by the loss of some

plants.

The plants that survive the winter start their regrowth in the

spring. Plots of temperature and soil moisture deficit for March and

April against yield showed a definite trend toward higher yields with

warmer March temperatures. Figure 6 is a plot of March temperatures,
TMr, against yield deviations. In this figure, the five years that

were subject to winter kill by the previous analysis are plotted as

squares. The trend toward higher yields with warmer March tempera-

tures is apparent in the remaining 14 years of data. If it is

assuamed that the winter freeze reduced the final yield by the same

amount in all five bad years--a very crude assumption--then the

*According to Felix Kogan (personal communication), the Soviets
will plant a spring crop of another type of grain in areas where
winter kill has been severe.

.
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Fig. 6 - Effect of March temperature on wheat yield
deviation from the trend showing those cases

where part of the crop was frozen

effect of subsequent variables could be estimated by adding this

amount of yield deviation to the five bad years. If this is done,

the correlation between yield deviation and March temperature is 0.46

and the slope of the regression line is 0.03, i.e.-, each additional

degree of March mean temperature contributes 0.03 tonnes per hectare

of grain to the final yield.

Plots of the temperature versus yield deviation for April and

May showed no linear correlation between yield and temperature for

the 19-year sample and gave no hint of any nonlinear relation. The

April and May temperatures were therefore discarded from further

consideration. Samples over a wider range of temperatures might have

shown significant results.

The moisture deviation plotted against the yield deviation for

April and May showed weak linear relationships but suggested that

both too much and too little moisture reduced the yield. Using the

absolute value of the April moisture deviation, a fair linear

relationship with yield deviation was found. For May, the absolute

value of difference between the actual moisture deviation and a
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moisture deviation cf -40 mm gave a fair linear relation with yield

deviation. These two moisture variables were tiherefore included in

the set to be tested. They are indications of the excursion of the

soil moisture from an approximate optimum amount.

June temperature showed a fairly strong negative correlation

with yield. This relationship is similar to that found by other

investigators, i.e., warm temperatures during the later stages of

growth are harmful. June temperature was chosen as a candidate

variable. The June moisture deviation, like that in April and May,

suggested that a deviation from an optimum reduced the yield. An

optimum of -105 mm was chosen from a plot of moisture deviation

against yield deviation, and the absolute value of the difference

between moisture deficit and -105 mm was chosen as a variable.

No weather variables in July and August seemed to affect the

yield in this sample. This preliminary study of winter wheat culture

in the Southwest Ukraine suggested seven weather variates which

appear to be related to yield:

TN Mean November temperature

TW Lowest mean monthly temperature in Dec., Jan., and Feb.

TMr Mean March temperature

MAp Deviation of soil moisture from optimum in April

MMy Deviation of soil moisture from optimum in May

MJn Deviation of soil moisture from optimum in June

TJn Mean June temperature

All of these variables showed fairly high correlations with the yield

deviations in the 19-year sample at our disposal. Different samples

with more widely varying conditions might have produced more variates

and might have involved some nonlinear terms. With this small

sample, however, more variates would only serve to reduce confidence

in the final results. Seven variables to correlate with yield devia-

tion are excessive for a sample of only 19 years. However, the

pattern of weather during the year is probably important. The

pattern of a good year that emerges from this preliminary survey is:
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A cool--but not cold--fall

A winter without excessively cold temperatures

A warm spring with normal moisture

A cool summer with normal moisture

EMPIRICAL ORTHOGONAL FUNCTIONS

The whole process of wheat culture suggests that there are

patterns of temperature and moisture as a function of time through

the growing season that govern the yield for a particular year. It

would be possible to take the seven variables that have been defined

and simply construct a multiple regression equation to predict the

yield deviation. The use of seven variables to predict 19 values

could result in overfitting the available data. Therefore, we have

chosen to search for patterns of the seven variables and fit the

yield deviation data with just a few of these patterns.

Lorenz (1959) proposed the use of empirical orthogonal functions

(EOFs) for statistical weather predictions. The procedure is to

rotate the coordinate system of the original measurements to obtain a

set of new independent variatles which are uncorreiated. Suppose

there are N weather variables, w, measured for M years. These

measurements form an MxN matrix, W. Let X be an MxN matrix of

transformed variables. Lorenz shows that it is possible to find an

MxN matrix, Q, such that

X =WQ (la)

w =XQ' (2a)

and

This statistical technique, also known as the method of
principal components, is described in detail in Cooley and Lohnes
(1971). The analysis used here was adapted from Lorenz's work.



-14-

QQ' = I

where I is the identity matrix and the prime denotes the transpose of

the matrix.

The matrix equations (1a) and (2a) can also be written as

algebraic equations. If wij is the jth variable for the ith year,

Xik is the kth new variable for the ith year, and qjk are the

elements of the transformation matrix, Q,

N
Xik = I wijqjk  (Ib)

j=1

and

N
wij = r xi rqrj (2b)

r=1

The transformed variables, xik, have the following properties:

1. Each is a linear combination of the original va°.ables.

2. The sum over k of the squares of coefficients, qik, is

unity.

3. The sum of the variances of the x's is equal to the sum of

the variance of the w's.

The numbering of the new variables is chosen such that X1 has the

largest proportion of the total variance, X2 the next largest, and XN

the least proportion of the total variance.*

Variation is information. An observation that yields the same

result every time it is made has no use as predictor. An observation

Henceforth we employ the notation ' to signify the column
vector whose elements are xik, i = 1, 2, . . . , M.
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that changes a great deal may be a good predictor. The first x vari-

able may be thought of as the single observation that can be derived

from the w's containing the most information. The second x variable

may be regarded as the single observation containing the most of what

information remains. Similar statements can be made about X3 , X4,

and so on. The entire set of x's contains exactly the same amount of

information as the set of w's, but the information is distributed

among the variables in a more convenient way. In particular, most of

the information in the entire set of w's may be contained in just a

few of the x's. In addition, there is no overlapping of information

among the x's because they are uncorrelated.

Using the seven variables listed in the preceding section, with

Kiev data for the years 1955 through 1973, EOF's were determined (see

the appendix). Table I lists the proportion and cumulative percent

of variance accounted for by each EOF. Note that less than one

percent of the variance of the wij is accounted for by the last three

EOF's. We would therefore expect that the wij could be adequately

reconstructed from only the first four xik's.

Table I

PERCENT OF VARIANCE

Percentage Cumulative
EOF of Percentage
Vector Variance Variance

1 51.43 51.43
2 34.23 85.66
3 12.63 98.29
4 1.00 99.29
5 0.34 99.63

6 0.26 99.89
7 0.11 100.00

Table 2 lists the values of the first Xk's for the years 1955 through

1973, along with the yield deviation for these years. At the bottom

of each column of the Xk, the correlation and the regression
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Table 2

CORRELATION OF FOUR TRANSFORMED VARIABLES WITH YIELD DEVIATION

x x A
Year XI  2  X3  4  yy

1955 13.88 14.10 3.42 -2.56 0.07 0.07

1956 15.58 31.38 -5.41 6.34 -0.15 -0.24
1957 -7.57 10.58 17.64 -0.69 0.06 0.16
1958 -5.40 -21.68 -10.55 -3.27 -0.03 0.05
1959 12.11 -29.58 9.89 -2.77 0.14 -0.04

1960 -26.82 -4.93 1.33 -0.08 -0.04 0.15
1961 -4.38 -20.61 -1.66 -2.60 0.19 0.05
1962 8.82 18.75 -4.17 -2.79 -0.07 0.10
1963 -26.31 -24.21 -22.03 6.12 -0.32 -0.22
1964 41.46 -33.20 11.66 5.12 -0.45 -0.52
1965 -31.40 18.62 1.15 0.36 0.48 0.24
1966 -10.37 17.30 4.40 -4.18 0.32 0.29
1967 -27.78 -2.73 -4.81 1.63 0.18 0.08
1968 9.35 -4.86 3.26 0.86 -0.30 -0.09
1969 7.45 26.36 -3.38 3.24 -0.01 -0.09

1970 62.05 7.87 -14.79 -2.10 -0.32 -0.31
1971 -10.54 8.67 -11.42 -3.11 0.26 0.18
1972 -9.54 7.71 -4.16 -1.18 0.09 0.12
1973 -10.49 -1.84 28.92 2.42 0.00 0.05

(a) -0.592 0.267 0.140 -0.521
(b) 23.02 18.78 11.41 3.22 0.233 0.199
(c) -0.0060 0.0033 0.0029 -0.0377

aCorrelation.
bStandard deviation.
CSlope.

coefficient with the yield deviation are listed. Note particularly

the high correlation with X4. Although X4 contributes only one

percent of the variation of the independent variables, it represents

a temperature pattern which has a major effect on crop yield.

Positive departures from normal in Now.. r and June, coupled with

negative departures from normal in winter and March, would produce a

high negative contribution to crop yield deviation from X4. Although

X1, X2 , and X3 are heavily weighted with the moisture variable, it is

difficult to interpret the pattern climatically because of the
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decision to use deviations from an arbitrarily chosen optimum. The

multiple regression using the four Xk's that account for more than 99

percent of the variance of the seven original variables is

y= -0.0060x i + 0.0033x 12 + 0.0029x 3 - 0.0377x14 (3)

where Y1 is the yield deviation estimate from the Xik. The multiple

correlation coefficient is 0.844, which indicates that the four

transformed variables account for 71 percent of the variance of the

deviations of the yield from the trend.

Figure 7 is a plot of y against y. The standard error of esti-

mate is 0.12 tonnes per hectare and the two dashed lines are two

standard errors on either side of the best fit line. If we take

* 0.15 as dividing lines for the upper and lower quartiles and esti-

mate yields as below normal, normal, or above normal based on these

approximate quartile divisions, we would have the breakdown shown in

Table 3.

0.5/

0.4 //
0.3 /

> 0.2 -/ KX

o / K

-0.1 --o / /

-0.3 //

-0.4 / /

-0.5 // /

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

Yield deviation estimated from weather, y

Fig. 7- Comparison of estimated yield deviation from
the trend with observed yield deviation from the trend
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Table 3

CONTINGENCY TABLE

(Estimated versus observed)

Observed y

Estimated y Below Normal Above

Below 3 1 0
Normal 1 8 1
Above 0 2 3

Table 4 compares McQuigg's (1975) estimates of the fraction of

the variance of total yield due to technology, weather, and random

noise with the fractions of variance obtained in this analysis. The

total variance of the yield over the 19 years was 0.276 (tonnes per

2
hectare) . The variance about the trend was 0.054 (tonnes per

hecare)2 ; therefore the amount of variance accounted for by the trend

was 0.222, or 80.4 percent of the total. The regression with the

weather variables accounted for 71.3 percent of the 0.054 (tonnes per

hectare)2 not accounted for by the trend. This amounted to 0.039

(tonnes per hectare)2 , or 14.0 percent of the total variance. The

remaining percentage, 5.6 percent, is unexplained variance.

Table 4

McQUIGG VERSUS PRESENT ANALYSIS
ESTIMATES

Percent
Variance McQuigg This
Due to Estimates Analysis

Technology 70-80 80.4
Weather 12-18 14.0
Random noise 5-10 5.6
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We conclude from the magnitude of the multiple correlation

coefficient, Fig. 7, and Tables 3 and 4 that fitting the Kiev weather

variables to the crop data of the Southwest Ukraine for Lhe years

1955 to 1973 is about as good as can be expected for a weather-yield

relation. A later section will deal with a slightly different

approach for the South Ukraine for comparison of methods.

The purpose of this study, however, is to show how deviations

from a trend or a mean might have occurred over past years. If we

look only at deviations from the trend for the years 1955 to 1973,

the weather variables account for about 72 percent of the variance,

leaving 28 percent dtle to random noise. If, however, we apply the

yield deviation prediction equations to other years, we cannot expect

them to do as well as they did on the years to which they were

fitted. Ideally, an independent sample of years should be tested.

Lacking such a sample, we can only estimate the expected degradation.

Lorenz (1959) developed a method for making such estimates. Let

SO be the fraction of variance of a population which is accounted for

by some relationship and R be the residual variance so that S + Ro

= 1.0. Let S' be the reduction in variance obtained in a sample of

size N with M independent variables and S" be the reduction in

variance when the same equation is applied to an independent

sample. Lorenz then shows that:

+ M R (4)

0 M- 1 0

and

S" =S M R
o N+I o

Since So + Ro = 1, these can be written

S' = 1 + R( N - 1 (6)

. . . . .. ..Is.. .. ..m ' 1 2. .. . .. . . . .. . . ..
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(7
S" - R ( (

From the results of the fit to 19 years and data with four variables,

S' = 0.72, R is found from Eq. (6) to be 0.36, and S is 0.64. The

remainder of our sample of weather data is 66 years, so a rough

estimate of the expected reduction in variance from Eq. (7) is about

0.62. Thus we must expect that the application of Eq. (3) to the

early years of data will result in somewhat greater errors than found

in the recent sample.

ANALYSIS OF THE ESTIMATED YIELD DEVIATION

Time Series Analysis

Figure 8 is a plot of the delvations in yield, as estimated by

Eq. (3), from whatever base may have been "normal" for the period in

question. The solid line is the result of applying a five-year

binominal smoothing operator which eliminates oscillations with
periods of two years or less and reduces the amplitude of oscilla-

tions with periods of two to 10 years but maintains the full

amplitude of oscillations with periods of 10 years or more. This

smoothed curve is shown mainly to emphasize the long-term changes

over the years.

The break in the data between 1937 and 1949 is the result of

World War II. Occasional missing data werc interpolated for other

years, but there was so much missing data from 1937 to 1949 that it

was impossible to make any reasonable interpolation. There is a hint

of long-period oscillation with a maximum in the early years of this

century, a minimum around 1930, and a second maximum around 1965.

Unfortunately, the missing weather data preclude any possibility of

testing the reality of such a long-period oscillation.

The 56 years of data between 1882 and 1937 were subjected to a

spectral analysis as outlined by Mitchell et al. (1966). Lag

covariances to 18 lags were computed and the resultant series was

harmonically analyzed to make spectral estimates for 19 spectral
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intervals. Figure 9 shows the resulting smoothed spectrum. There

was a hint of persistence in the data as shown by a lag I correlation

of 0.22. An estimate of the continuum based on a red noise spectrum

with a lag I correlation of 0.22 was therefore chosen as a basis for

comparison of the peaks in the spectrum. According to Tukey (1950),

the smoothed spectral estimates have an error distribution given
X2/ 2 2

by X 2v, where v is the numbcr of degrees of freedom and x is the X

distribution with v degrees of freedom. Tukey also shows that v

(2N - m/2)/m, where N is the number of years in the sample and m is

the number of lags in the autocovarlance sequence. The heavy solid

line on Fig. 9 is the red noise continuum and the das1 ied curve is the

95 percent confidence limit. Thus, to have any confidence of a real

periodicity, the spectral curve would have to extend above this 95

percent confidence limit. Since none of the spectral peaks reach

this limit, we must conclude that there are no periodicities shown in

this sample.

With a sample as short as this, the resolution of the spectral

analysis is very poor for the longer wavelengths. The zerol;i

Period, years

36 18 12 9 6 4 3 2
I I !

3

95 percent confidence limit

.2 , Smoothed spectrum %

SI I ,

5 10 15 20
Harmonic

Fig. 9 - Spectral analysis of estimated yield deviation from the trend
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harmonic represents an infinite period--which is interpreted as a

trend--and the first harmonic represents a 36-year period. No period

of oscillations larger than 36 years can be resolved. Rdsolution

could be improved by computing autocovariances for more lags, but

this would reduce the number of degrees of freedom and preclude the

detection of significant periods. We can only conclude that this

analysis shows no significant trend, no significant periodicity, and

only a very weak year-to-year persistence in deviation from the

trend.

The Causes of Poor Yield

In developing the basic estimation equation, we tried to

indicate the patterns of weather which affected the wheat yield. In

order to focus on the weather factors which led to estimates of poor

yields in this century, we can transform Eq. (3) to an equation in

the original variables by means of the eigenvectors. Going back

through the variable transformation, Eq. (3) becomes:

y 0.683 - 0.0031T N + 0.0328 TW + 0.012 TMr

(8)

- 0.0044 MAp - 0.0027 My - 0.U089 TJ1 - 0.0048 MJn

The moisture variables are bilinear. It is necessary therefore to go

back to the original moisture excess data to determine whether the

value of M is from the wet branch or the dry branch of the distribu-

tion. Table 5 give the contribution of each of the se-en variables

to the final estimate of the yield deviation for eight of the worst

years in the period 1882 to 1937. In the moisture variable column,

the branch of the bilinear curve is indicated by a 1) for dry or a W

.or wet. An examination of Table 5 shows that November, March, and

June temperatures played a minor role in the determination of
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Table 5

POOR CROP YIELD YEARS IN THE SOUTHWEST UKRAINE

Year a TN TW TMr MAp MMy Tin Min

1911 -0.52 0.000 -0.144 -0.008 -0.051D 0.007D 0.030 -0.359W
1918 -0.59 0.008 0.082 0.011 -0.3861 -0.201D 0.015 -0.123D
1921 -0.93 0.014 -0.003 0.084 -0.515D -0.259D 0.004 -0.257D
1924 -0.83 -0.011 -0.177 -0.050 -0.431W -0.044D -0.026 -0.085D
1925 -0.55 0.005 0.046 0.037 -0.411D 0.227D 0.031 -0.032D
1929 -0.60 -0.007 -0.312 -0.068 -0.132W 0.027W 0.027 -0.136W
1932 -1.10 0.007 -0.128 -0.071 -0.150W 0.038W 0.006 -0.799W
1933 -0.94 0.000 -0.092 -0.013 -0.274W -0.069W 0.032 -0.528W

= estimated yield deviation.

estimated yield deviation for these eight years. In 1929 the cold

winter was a major factor, and the winter temperature had a large

effect in 1911, 1924, and 1932. An overwet June was of major

importance in 1911, 1929, 1932, and 1933. Insufficient soil moisture

in April dominated the estimate in 1918, 1921, and 1925, whereas an

overwet April contributed heavily to the low estimate in 1924.

If it is assumed that the basic yield in the early years is

equal to the minimum of the quadratic fit, the basic yield would have

been 0.93 tonnes per hectare for 1892 to 1942. If this were true,

then years 1921, 1932, and 1933 would indicate complete crop

failure. If crops in the Southwest Ukraine were really that bad in

those years, there might be some mention of it in Ukranian

chronicles, but time and finances precluded any search for such

information.

The net result of the analysis of the Southwest Ukraine is that

weather accounts for about 15 percent of the variation of the winter

wheat yield and that--although there are distinct oscillations in

yield due to weather--there are no discernible periodic variations.

The weak persistence suggests that bad years and good years might

come in series, but there is little predictive value in the persis-

tence. There is a hint in Fig. 8 that the decades between 191) and

194j had more variable weather conditions than the decades preceding
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and following, but, as shown in Table 5, the crop failures can arise

for a variety of causes. Only by defining annual patterns of weather

events is it possible to relate crop variation with weather varia-

tion. The empirical orthogonal functions provide a partial answer to

the problem of defining patterns, but we believe that a more careful

choice of input parameters to a multivariate linear approach could

sharpen the results considerably. With larger samples, it may be

possible to derive a sequential approach--a successive stratifica-

tion. For example, plants killed in a winter freeze cannot contrib-

ute to a late summer harvest, but in a strictly correlative approach

data from years with winter kill dilute correlations of years with

good winter survival. If such data could be discarded or modified

before considering subsequent events, better correlations might be

found. We do not believe that normal correlation techniques can

provide the optimum approach, but unless large samples are available,

successive stratifications are not possible.
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III. OTHER REGIONS

SOUTH UKRAINE

The South Ukraine extends from Moldavia to the Crimean peninsula

and from the coast of the Black Sea inland about 200 km. According

to the Grigor'yev-Budyko classification, it is subhumid with warm

summers and mild winters. Odessa--which is the key station for this

area--has a little over one-half the annual precipitation of Kiev,

and the annual temperature is about 2.50 C warmer than Kiev.

Instead of computing the soil moisture variable, we decided to

use precipitation at Odessa as the moisture variable. There were two

reasons for this decision: (1) the area is smaller and more

homogeneous than the Southwest Ukraine, and (2) we wished to find out

whether using precipitation directly would give acceptable results.

We opted to retain the prior fall and winter temperatures and chose

to use the average precipitation from August through March as a

measure of soil moisture in the spring. We retained March tempera-

ture and added temperature and precipitation for April through July

to the list of variables.

The variables used for the South Ukraine are:

TN Mean November temperature

W Lowest mean monthl- temperature in Dec., Jan., and Feb.

T'r Mean March temperature

TAp Mean April temperature
Ty

TM Mean May temperature
Tin Mean June temperature
Tjy Mean July temperature

PW Average monthly winter precipitation, August-March

PAp Total April precipitation

Py Total May precipitation

PJn Total June precipitation

PJy Total July precipitation
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Empirical orthogonal functions were used to convert to 12 new

variables in the same manner in which the variables were treated for

the Southwest Ukraine. Of the 12 new variables, the four with the

highest correlation with the yield deviation from the trend were

chosen as predictors for yield duviation. The resulting formula is

= 0.0614xi6 + 0.0329xi7 - 0.1204xii0 + 0.0694xi9 (9)

where the Xik' s are numbered in descending order of their contribu-

tion to the total variance of the original independent variables. It

should be noted that, although they contributed little to the overall

variance of the original variables, eigenvectors 9 and 10 correlated

highly with wheat yield deviation. They thus represent rare, but

apparently important, deviations of the weather.

Converting Eq. (9) back to the original variables by means uf

the eigenvectors yields

y = -0.0105 6T + 0.0439 6T + 0.0472 6T, - 0.0909 6Tp . 3 TN W Mr \p IV

- 0.107b 6T n + 0.0391 6T + 0.0026 6P W - 0.0059 6PAp (10)

+ 0.0016 PMy - 0.0020 6Pjn + 0.0017 6Pjy

where the 6 indicates the deviation from the 1955-1973 mean value.

In general, the deviations from the mean of the precipitation are

about one order of magnitude greater than the deviations from the

mean of the temperature variables. If the i recipitation coefficients

in Eq. (10) are multiplied by 10, it is possiule to make a rough

ranking of the importance of each individual variable, as shown

in Table 6. Obviously, the May and November variables have little

effect, and the precipitation variables have less weight than the

temperature variables.
I.
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Table 6

RANKING OF BASIC WEATHER VARIABLES

Variable TN TW TMr TAp TMy Tjn TJY PW PAp PMy PJn PJy

Rank 10 4 3 2 12 1 5 8 7 I1 6 9

Table 7 shows the contributions of the 12 basic variables to the

final estimate of the yield deviation for seven of the worst years in

the series. From this table it appears that the data from the months

of May and July have little effect. Cold winters and warm, wet

weather in June seem to be the predominant contributors to poor

yields. It is of interest to compare the patterns of the individual

EOF's to the pattern of effects noted in Table 7. Since a positive

value of the terms in Eq. (9) represent contributions to a good

yield, a positive deviation is good with terms of a positive sign,

and a negative deviation is good when the term has a negative sign.

Table 8 compares the final result with each of the inGiv dual EOF's,

taking only the eight highest ranked contributions of the initial

variables to the EOF.

Figure 10 shows the estimated yield deviation in the South

Ukraine for the years 1882 to 1935 and 1944 to 1973. As in the case

of the Southwest Ukraine, the years of World War II interrupted the

weather sequence. The solid line--as in Fig. 8--is a five-point

smoothing function. A comparison of Figs. 8 and 10 suggests that the

decades of the 20s and 30s had, in general, lower yields than earlier

or later in the century. The details of the oscillations, however,

show marked difference. The year 1893 was bad in the Southwest

Ukraine, but fairly good in the South Ukraine; 1901 was bad in the

South Ukraine, but fairly good in the Southwest Ukraine. In the

recent data, 1970 was good in the South Ukraine and bad in the

Southwest Ukraine. No single EOF matches the fina, equation, but it

is possible to see how the weather patterns are reflected in the

EOF' s.



-29-

ow 0000000

10

0. 0 000

'0

CD 0000000

'0 C

a N 0n0 10 00

10

>1 00 u0r.~ N

10 0 000D0000

0 0

' 0 0000000r

r, 0000000c cy

1 i IiC

o 0 - C4 M~
H ON CYN ON m a,



-30-

x

xx
x

xx
x

xx
x

x

'C 0

'C 0

'C'

x -c

'C mxC,

'C CU R
x 0 "D

'C 'C :2 C C

x .4)

C x T

x x x

'C x d
'C

'C

'Cx
'C
'C

'C x

xU
'C

'C
'C x

'Cx

'C
'C

'Cx
'C

I x I II I Iq tp N Ci

'C llAPPII



-31-

Table 8

COMPARISON OF WEATHER PATTERN FOR GOOD YIELD OF THE
CHOSEN EOF'S WITH THE FINAL COMBINATION

Final
Month Result X6  X7 X9 X10

Nov --- Cool Cool --

Winter Warm, wet Warm, dry Warm, wet Warm, wet Cool
Mar Warm Warm Cool Cool Warm

Apr Cool, dry Warm, dry Cool Cool Cool, dry
May -- , -_ -- , -_ Cool , Warm, wet

June Cool, dry Cool, dry Dry Cool, dry Cool
July Warm Warm Dry , Warm

aA dash means there was essentially no contribution to the
EOF.

A time series analysis for the South Ukraine showed insignifi-

cant trends, persistence, and periods. This is similar to the result

for the Southwest Ukraine except that the South Ukraine showed no

persistence and the Southwest Ukraine showed weak persistence. In

neither case is there any suggestion of a prediction of crop yield a

year in advance unless there are good predictions of the weather.

KAZAKHSTAN AND WEST SIBERIA

The large wheat-growing region east of the Ural Mountains

extends roughly from 60'E to 90'E and from 50'N to 55°N. The winters

are too severe for winter wheat; therefore, only spring wheat is

grown in this region. The area is much drier than the Ukraine, with

only 200 to 300 mm of precipitation annually. According to the

Grigor'yev-Budyko classification, it is subhumid, with warm summers

and cold, dry winters. Although we have no definite information on

the timing of spring wheat production in the area under considera-

tion, a report by Baier (1977) on Canadian spring wheat suggests

that, in these latitudes, planting should occur in May and harvesting

in September.
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To represent this area and this form of wheat culture, we used

the average yields of West Siberia and Kazakhstan. The weather data

were an average of the temperature and precipitation for Barnaul

(52020'N, 83°42'E) and Omsk (54056'N, 73024'W). Since the wheat is

not planted until after the spring thaw, we did not use the November

and winter temperatures in the analysis. With this exception, the

variables used were the same as those used for the South Ukraine.

The orthogonal function analysis produced three EOF's which

explained 91 percent of the variance of the original 10 variables for

the period 1955 to 1973 inclusive and correlated highly with the

yield. In terms of the transformed variables, the yield deviation is

given by

Yi = O.0118xi4 - 0.0070x12 + 0.0029x. (11)

The multiple correlation coefficient is 0.85, and the equation

accounts for 72 percent of the variance of the deviations from the

trend in the dependent data. The breakdown of the total variance of

the spring wheat yield in the region is shown in Table 9.

Table 9

DISTRIBUTION OF VARIANCE OF WHEAT YIELD
IN KAZAKHSTAN-WESTERN SIBERIA,

1955-1977

(Tonnes per hectare)

Percent
Cause of of
Variance Variance Total

All causes 0.120 100
Due to trend 0.044 36.7
Due to weather 0.055 45.8
Residual 0.021 17.5

It is noteworthy that in this area weather accounts for a

greater fraction of the variance than the trend. It is possible that

a quadratic trend may have shown a slightly greater fraction of the
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variance due to trend, but this would riost likely reduce ttie residual

variance and still show that weather is the prime controller of

yield. To determine the importance of each original variable to the

yield deviation, the eigenvectors were used to transform Eq. (11) to

the original variables:

y= - 0.0017 6TMr - 0.OOLI 6TAp - 0.0007 6TMy - 0.0005 6 Tn - 0.0008 6Tjy

+ 0.0023 6PW + 0.0121 
6 PAp + 0.0049 6PMy + 0.0042 6 PJn + 0.0005 6PJy

(12)

Note that below-average temperatures and above-average precipitation

in all months lead to better yields. Note also that the effect of

temperature is small compared to the effect of precipitation.

Figure 11 shows the estimated yield deviation for this area from

1922 to 1973. The solid line--as in Figs. 8 and 10--is a five-point

smoothing designed to eliminate short-period fluctuations. The most

noticeable feature of Fig. 11 is the large year-to-year fl.,tuation

of yield deviation. '.able 10 is a breakdown of the effect of each of

the original variables for the years 1955 and 1956. These years were

chosen because the estimated yield deviatiun changed from -0.31 to

+0.30 between 1955 and 1956. The actual yield deviations went from

-0.30 in 1955 to +0.48 in 1956. The difference between the two

years is the precipitation in April, May, and June. The key to

spring wheat culture in this area east of the Urals is precipitation

in the late spring and early summer. If the rains fail, the wheat

crop fails.

The time-series analysis of the data shown in Fig. 11 strongly

suggests a cycle with a period of about two years. The one-year lag

autocorrelation coefficient is -0.22. This is not significantly

different from zero at the five percent level, but the fact that it

is negative does suggest an alternation of the estimated yLeld. The

spectral analysis showed a peak of 0.126 (tonnes per hectare)2 at two

years--the shortest period resolvable by the data. This peak was
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Table 10

COMPARISON OF TWO CONSECUTIVE YEARS

Contribution of Each Original Variable to Yield Deviation

Year 
T
Mr TAp TMY Tjn TJy PW PAp Pmy Fin PJy Total

1955 0.0039 0.0012 -0.0020 -0.0017 0.0000 -0.0053 -0.0726 -0.0220 -0.2037 -0.0047 -0.31

195b 0.0043 -0.0007 -0.0007 0.0013 -0.0004 -0.0207 0.1271 u.055U 0.1323 -0.0024 0.30

significant at the one percent level. Since 18 frequency bands were

computed, the expectation of having one band with a variance estimate

this high is small. The Kendall turning point test (Kendall, 1966)

showed a 95 percent probability of a nonrandom distribution. This

test is particularly good for high-frequency, short-period oscilla-

tions. It should be borne in mind that the yield estimates are in

reality complex combinations of weather elements, even Though they

are expressed in tonnes per hectare. There is considerable evidence

(e.g., Landsberg et al., 1963) that cycles with periods between 23

and 25 months exist in the atmosphere. With the evidence at hand, we

feel that an alternation of good and bad crop years in the

Kazakhstan-West Siberia spring wheat region might be a persistent

feature of the climate. This might have some predictive validity.
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IV. YIELD VARIABILITY VERSUS WEATHER VARIABILITY

Figure 12, a sketch map of the major wheat regions of the USSR,

shows the Grigor'yev-Budyko climate classifications. The regions

analyzed in this report are shaded. The two areas of the Ukraine--

Southwest and South--account for about one-fourth of the winter wheat

production. Most of the rest is produced in regions immediately to

the north and east of the areas analyzed. The areas to the north

have climates similar to the Southwest Ukraine, whereas the areas to

the east have climates similar to the South Ukraine. Over half the

spring wheat is produced in the Kazakhstan-West Siberia region. Most

of the rest of the spring wheat is produced in the Volga and Ural

regions, which have similar climates. There are small amounts of

spring wheat grown in European USSR and small amounts of winter wheat

grown in the south of the Volga and Kazakhstan regions, but it is

safe to generalize by saying that most of the winter wheat is grown

in the southern part of European USSR and most of the spring wheat is

grown in the western part of Asiatic USSR.

Spring wheat--although its yield per hectare is only about half

that of winter wheat--accounts for 50 to 60 percent of the Soviet

wheat production in most years. The predominance of the spring wheat

in the total production figures is the result of the large regions

devoted to its culture. Two to three times more area is planted in

spring wheat than in winter wheat.

Because spring wheat generally provides the bulk of the Soviet

wheat crop, its success or failure has a large bearing on the total

Soviet wheat production. Moreover, spring wheat is grown in the

colder, drier areas of the Soviet Union and is therefore more subject

to the vagaries of the weather, as indicated by the high percentage

of the variance of the Kazakhstan-West Siberia yield that can be

attributed to weather. The standard error about the trend lines for

the three areas studied are
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Southwest Ukraine

South Ikraine '. 27t,

Kazakhstan-West Siberia

The variations about the trend Ii nes are very simi lar. It, however,

we take the ratio of these standard errors to the valu, .,t th, t rend

line at some t ixed t ime--say, 197 $--this rat io i:,

Southwest U'kraine .

South Ukrainrie. {

Kazakhst an-West Siberia

Thus the rat io ot the standard error to an expected va lue--a 1 led the

coefficient of variation--is much greater for the more marginal areas

of spring wheat than it is for the well-watered areas ot winter

wheat.

Kogan (1977) shows a plot of the coet icient ot variations ot

the yield of grain crops for 19 experimental farms and lb production

organizations as a function of the normal precipitation in the

January-September period of the year. The data show an inverse

relationship, with high values of the coefficient of variation where

the precipitation was low, and low values where the precipitation for

the period was high. The January-September precipitation for the

years 1955-1973 was computed for the key stations in each of the

areas studied as:

Southwest Ukraine Kiev 484 mm

South Ukraine Odessa 355 mm

Kazakhstan-West Siberia Omsk-Barnaul 310 mm

The coefficient of variability for wheat yield as estimated above for

Kiev and Omsk-Barnaul fits closely to Kogan's data, but Odessa

rainfall suggests more crop variability than is observed. This

discrepancy might arise because the areas inland from Odessa in the

South Ukraine get more summer rainfall than Odessa (Lydolph, 1977).
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Not a I I ot thle regi ons of the USSR are af fected simultaneously

b,, adv-rse weat her. Data for the entire wheat crop of the Soviet

iion i rom 14,) t hrouigh 1974 (ERS , 197 7) were f it ted wi th a t rend

Iiiand tule va ri ance a bout the t rend was computed to be U. 176

onnes per hec tare. rrili iS is consi derab ly less than tile values ob-

ta d A I' ftr Anl" 0t the three regions Studied and indicates a compen-

,sat ion amo~ng thle reg ions. * i thle .21 years of record, only 19b63

,-,t owd t.,1 tt nt iii n !egat ive devi at inn f rom t he trend in thle three

re.,4ions, sctidiedi, and that yeair Was thle worst yea r in thle period of

rt, r,! 1r tiic eit ire' L'So. In 1w) and 1971, all of tile three re-

gions1, -tudied shIOWed considerably be-tter than normal yields, and thle

tci r the ~it. Was weiabovc normal. The, best yea r for the

>,,,k irev p v-~ riod was 1973. Although the regions

-onidered in t!:is studv were, normal or slightly above normal, it was

ta r vi-ir trr an, -)I them. Fhis suggests that some of the

t ,i t i ,~ :t ~oiA, rid In! t his SItuLdy, MU St have had verY good

:ii t t1) that t li pat t us )t tcinperit tre and ra infallI

tor "' L' crin s . ii ill mir kkd c ut te t o n the yi elId oft

.,i. r, t, i . ndut t ; I imprve d teLCihlg v -- par t icu lar ly

!, is , rI iii r-i- jre~jsd t 1ce yiel I ver the past I'i to _1(

Srs. . I, I, l e 'r , 1 1 lrid iit loill t :1it l rip rk).vd technlllology thas

r 'ut rt n to t.i t it r P lI t, r -t kea r va, iriiailityv

r-- ~ ~ ~ ~ ~ ~~~1 l i r.ti ~~irII~i s it -as inl the Late

.1' I, li. in~ -:e "Li miA IoI gi)[4Lr pe~riod ,I crop yield

* c u t it t 1u vatr I AIl I t May r)i i nc reas, i ng. t tiI such

r: t r1 < r~ 1,tt,~ -in11 ltr'( t he lit g net ive deviations

i :i. t i r i ht. t-Ieo.rit td and t he pos it i ve dev ia t ion~s stLock-

kt tr viriiiitv ot the Russian WeatheLr Will

A .r l~t. t I~ i V Its 11 needI I CI t lIook outs"idJe t lie i r ow n

I i l t i i t :iit ;Iinit t it sum er mildcaL
r-i I iis .. e trave i t t ed I Hr i ial'.vL iI i I pirposts cannlot be
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indication of leveling off. This converts to about 2.5 tonnes per

hectare. Our trend estimates for the South Ukraine exceeded this

value by 1970. There are some discrepancies in the way yields are

reported in the two countries, but it is apparent that the Soviets

are pushing their technology to the limits. We cannot state what the

yield might be when technology has maximized the output of wheat from

a hectare of land, but the weatber will always cause major variation

about the tec ologically established mean.

These rough figures suggest that the weather might have been

more favorable for wheat production during the period of record used

for developing the estimating procedures than they were in earlier

years. The excellent yields of 1970, 1971, and 1973 represent a

combination of improved technology and excellent weather conditions

which could be expected only about two percent of the time with a

climatic regime such as we have had over the last century.
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V. SOME SCENARIOS FOR THE FUTURE

Climate is defined in the glossary of !-!eteoroZogy (ituschke,

1959) as

"The synthesis of the weather" (C. S. Durst); tile long
term manifestations of weather, however they may be
expressed.

For our purposes, tile climate is expressed by yield deviation

estimates, as shown in Figs. 8, 10, and 11. These three figures show

the synthesized effect of the weather on wheat yields for each year,

and the statistics of these estimates represent the important

features of the clima te for wheat culture. The time series analysis

of these values showed no signii icant trend, weak persistence at

Kiev, no persistence at rde ss,o OmFsk- haroanlI, and no evelie

behavior except a i ',ear c'c it oisk-barnaul. Despite

the lack ot signitfiri :t ,, . it is apparent trom the figore l tat

there are osci I lot i: i t t, ether that cause runs a t ood aild I-d

yea rs.

For the first senirio e issme that there will be no marKed

change in tIle climate and that the data from the 18,S2 to 197 T, 3 , iod

represent the c lima t e. As a measure o a sequence of bad years, we

will use the five-year smoothed va lues shown on the tigures. Recal I

that the yield deviation estimates were based on tread lines trom tie

years 1955 to 1973 so that th(e vield deviations average to zero

through this period. There is, however, no reason to expect t',at tile

weather was always so benign. Earlier years at Kiev and O)dessa do

show larger negative vield Values than the recent decades.

The distribution of the values of the five-year weighted running

means is shown in Fig. 13. These values are not serialv indepen-

dent, but if we ask only that a given five-year period have a

deviation from tile trend of a given amount, that value can be read

from the t igure. For both Ukrainian areas the record extends back to
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Fig. 13 - Distribution of yield deviation estimates

1882, and both show about an 80 percent probability of having

negative yield deviations. The years 1924 through 1932 were

apparently very bad crop years in the Ukraine, and this period weighs

heavily on the distribution. The data for Kazakhstan-West Siberia go

back only to 1922. The area did, however, have a bad period from

1930 to 1936, which was not included in the development data, and

therefore negative yield deviations can be expected almost 70 percent

of the time.

It is not possible to derive hard statistics for the wheat yield

of the entire country from our three samples. The spatial variations

of the weather in any given year can benefit one area and harm

another. Thre are periods, however, when all three of the areas had

adverse weather patterns. Smoothed estimated yield deviations for

all three areas were available for the years 1924 to 1933 and 1947 to

1971. Of these 35 years, there were eight years in which the

estimated yield deviations for all areas were simultaneously in the

lower half of the distributions shown in Fig. 13. We conclude,

therefore, that with no change in climate, the Soviet Union will
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experience periods of adverse weather in at least one year in four

that will reduce their entire wheat crop below the level which is

technologically achievable.

It is unlikely that there will be any changes in the climate in

the next 20 years or so that will be detectable when compared with

the normal weather oscillations. There are, howe, r, factors which

could conceivably alter the global climate. First is a long-term

cooling trend which is apparently brought about by long-period cyclic

variations in the general circulation. This trend has been detected

in Northern Hemisphere mean temperatures since the mid-1940s and is

somewhat supported by isotopic analysis of Greenland ice cores

(Gribb4 n and Lamb, 1978). Another factor is the potential for global

warming by the increase in atmospheric carbon dioxide. It is not

possible to make any precise relation between these trends and the

weather patterns of the wheat-growing regions of Russia, but we can

make some rough inference of the effect of either global warming or

global cooling.

The second scenario is based on the thesis that carbon dioxide

will raise the global temperatures and decrease the pole-to-equator

temperature gradient (Manabe and Wetherald; 1980, 1975). The

decrease in the pole-to-equator thermal gradient should cause a

weakening of cyclonic activity and an increase in the monsoonal

character of the global circulation. By reconstructing the

precipitation patterns of the so-called Climatic Optimum which

occurred about 7000 years ago, Kellogg (1978) suggests tl:dt the

monsoonal circulation from the Mediterranean, Black, and Caspian Seas

would bring increased moi, to the Russian wheat belt. The

increased moisture would be 1 in the regions which are now

classified as subhumid, and the warmer temperatures would minimize

the amount of winter freeze. Warmer summer temperatures and more

rainfall in the humid regions might be detrimental to the ripening

process. On balance, a warming trend would seem to favor increased

Soviet wheat production. The vast areas of Kazakhstan and West

Siberia could be much more favorable. There is a possibility that
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winter wheat could be introduced into these areas and the yield

raised considerably by milder winters and more precipitation.

In addition to improving conditions in the Kazakhstan-West

Siberia region, it is possible that warmer temperatures in higher

latitudes would open up new lands for wheat production. An earlier

Rand study (Rapp, unpublished) showed that Soviet agriculture was

severely limited in area by the length of growing season and the

availability of sufficient precipitation. Even a small increase in

mean temperature could greatly extend the growing season in many

parts of the USSR. The extent to which this lengthened growing

season could be utilized would depend on the available moisture. If

the postulated monsoonal circulation extended north and east from

Kazakhstan, the potential wheat-growing region might be increased

enormously.

The third scenario--a continued cooling trend--could be

disastrous for Soviet agriculture. Overall global cooling would

shift Arctic-like climate to lower latitudes. Cyclonic activity

would probably increase, but storm tracks would tend to move

southward and reduce the precipitation in the present wheat-producing

regions. It is possible that some areas of southern Kazakhstan that

at present are too dry and hot for wheat production could increase

their contribution to the wheat crop, but the net effect on the area

available for production would be a decrease. Even a small decrease

in mean global temperature could so shorten the growing season that

millions of hectares now in production would no longer be usable.

Probably the best estimate for the effect of climate on Soviet

wheat production in the next 20 years is that it will profit--and

suffer--from the same kind of weather changes that it has felt during

the last century. Although technological improvements should lead to

increased yields, such increases have a limit. Interannual varia-

tions in weather patterns will continue to cause rather large

variations in yield. With no climatic changes, there are no more

areas in the Soviet Union that can be opened to wheat culture. Any

increase in demand will need to be met by improved yield from the

present acreage.
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SUMMARY

It is evident that the time sequence of precipitation and

temperature during the growing season of wheat has a marked effect on

yield. The estimating equations developed in this study capture only

the gross features of the effective weather patterns because they

were limited to monthly data and used data from only one or two

weather stations to represent large areas. Nevertheless, the

equations do capture the temporal patterns which affect wheat

yield. The application of the estimating equations to historical

weather data introduces additional error into the estimates. The

estimated yield deviations do, however, provide an index of how the

weather patterns in the years of historical weather data would affect

the crops.

In attempting to construct scenarios for the future, there is no

hard information on either the possible trend of global temperatures

or the manner in which such trends would affect the weather in the

Soviet Union. The proposed scenarios are, therefore, merely guesses

based on fragmentary information. The most logical assumption for

the next 20 or 30 years is that the kind of nonperiodic oscillating

seen over the last century will continue. In a previous study (Rapp,

unpublished) of the Soviet approach to climate modification it was

concluded that Soviet climate modification plans were not pushed more

vigorously because the hypothesized outcome of the proposed actions

was too uncertain to risk the experiment.

Given the continuation of the climatic oscillations of the past

century, the USSR will continue to have recurrent grain shortages.

If technology and management improvements could raise the yields of

all wheat-producing regions to the level of the experimental farms

studied by Kogan (1977), the USSR might become self-sufficient in

wheat production. It seems unlikely, however, that the Soviets

could--or would--choose to make the tremendous investment of time,

money, and production facilities to achieve this goal.

If the worldwide warming scenario were to occur, it might

benefit Soviet wheat production. If the cooling scenario were to

occur, it might be disastrous for Soviet wheat production. The more
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likely event is that the Soviets will continue to have wheat crops

insufficient for their needs and that about one year in 20 will

produce weather patterns that will result in a crop with a disas-

trously low yield.

A question which needs to be addressed is: What are the limits

of technological improvement?
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Appendix

PROCEDURES

The methodology consists of ten separate procedures, nine of

which are computer procedures. These computer procedures include

FORTRAN programs and data handling and statistical packages. Table

11 shows all the procedures with the input data required and the data

generated.

This appendix includes a description of each of the

procedures. Several procedures require changes for using other

variables; these changes are noted in the description of the

individual procedure.

Procedures I through 5 will normally be performed for the

complete set of data available. The yield data available for the

area corresponding to the weather station may be for a shorter time

period than the weather data. Procedures 6 through 8 will be

performed using weather data for the time period corresponding to the

yield data. Procedures 9 and 10 will be used on whatever continuous

series of data are available.

Following are descriptions of each of the procedures.

PROCEDURES I THROUGH 4

This methodology uses the World Monthly Surface Climatology

data for the basic weather data. A data-handling procedure (Proce-

dure 1) extracts the weather data for the stations of interest.

The trend analysis for the yield data was done on a TI 58 desk

computer. Simple programs were used to determine the coefficients of

linear and quadratic forms of yield versus time.

= a + b (year - 1955)

~2
Y a + b (year - 1955) + c (year - 1955)

*These data, descriptions, and formats are available from Wilbur

M. L. Spanler, Computing Facility, National Center for Atmospheric
Research (NCAR), Boulder, Colorado 80302.
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The yield, Y, minus the trend Y or Y became the basic independent

variable for further computation. The choice of a linear or

quadratic trend was made on the basis of the reduction in the RMS

value of y = (Y - Y) or (Y - Y). If the quadratic yielded a major

reduction of the RMS value over the linear, it was chosen to represent

the trend. If a minimum occurred within the 1955 to 1973 period, the

trend was assumed to have that minimum from 1955 to the year the

minimum occurred.

A FORTRAN program (Procedure 3) converts the weather data as

necessary and writes data files containing the temperature and

precipitation. A statistical package, SPSS, (Procedure 4) provides

descriptive statistics (means, standard error, standard deviation,

variance, kurtosis, skewness, range, maximum, minimum) for the data

input.

The soil moisture bookkeeping system of Thornethwaite and Mather

(1957) was fitted to equations and automated for machine computa-

tion. The basic evaporation equation is

PE = F(aT b )

where PE is the potential evapotranspiration, F is a length of day

factor dependent on latitude, and the constants a and b depend on the

annual march of temperature. The water deficit in any month is

D = PE - P
J J

where P is the monthly rainfall accumulation. The water retained in

the soil during a dry period is

*ftatistical Package f1or the Social Sciences (SPSS), Second

Edition, McGraw-Hill Book Publishers, 1975.
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= M exp Mo Di]

where Mo is the holding capacity of the soil and c is a constant

expressing the fraction of water retained for a given water deficit.

The value j = 0 at the first month in which D is positive, and

M is computed for all months when Dj is positive. For months when

Dj is negative, Mi 
= M0 . The soil moisture excess is equal toM o -

D. M was chosen as 300 mm, and F was read for the middle day of

each month from the Thornethwaite and Mather tables. By fitting

these equations to the tables, a was chosen as 0.108, b = 1.146, c =

1.012. With these equations, the following program constructs a

monthly soil water budget from the mean monthly temperatures and the

monthly rainfall totals.

PROCEDURE 5

SOIL, a FORTRAN program, calculates the soil moisture and the

deviation of soil moisture from 300 and writes data files containing

the values. Figure 14 is a listing of the SOIL program.

All constants are set to their appropriate values initially, and

the soil moisture (SOILM) and deviation of soil moisture (SOILD)

arrays are set to -999.9 to remain default if there are missing

temperature or precipitation data. The header record is read from

the temperature and precipitation data files (FORTRAN units 15 and

16) and written on the soil moisture and soil mositure deviation data

files (FORTRAN units 26 and 27). The year and the 12 months of

temperature (TEMP(K)) and precipitation (PREC(K)) data are then

read. Flags are set if there are missing temperature or

precipitation data, and further calculations for that year are

bypassed. If there are missing data, the SOILM and SOILD arrays are

written (FORTRAN units 26 and 27) for that year, and the next year is

set to begin in month 4 (April) with the soil moisture of the

previous month, SOILM (3), set to 300.
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//B9630PSO JOB (2954,050,061),'SOIL TABLES' ,CLASS=N

/* SAVED AS SOIL
/1EXEC FORTCLG

//FORT.SYSIN DD*
DIMENSION CAPA(12) ,SOILMl(12) ,SOILD(12) ,TEMP(12) ,PREC(12)
DIMENSION STANAM(3)

C
C***** SET CONSTANTS
C

XLAMB =-3.373E-03
ALPHA =0.108

BETA =1.146
CAPAC 1)= 22.5
CAPA( 2)= 23.7

CAPA( 3)= 30.6
CAPAC 4)= 34.5
CAPA( 5)= 39.6

CAPA( 6)= 40.2
CAPA( 7)= 40.5
CAPA( 8)= 37.2
CAPA( 9)= 31.5
CAPA(1O)= 27.6
CAPA(11)= 22.8

CAPA(12)= 21.3
C

ISTART =1
PREM=300.
MISST=O
MISSP=0
IYR=1900
KYR=l

C10SOL()999
DO 100 I=1,12

SOILD(I)=-999.9

C0 OL()-9.
C
C

RED(510)(TNCI,=,)IN
READ (16,1001) (STANAM(I),I=1,3),IWMO
RE (6,001) (STANAM(I),I=1,3),IWMiO
WRITE (27,3000) (STANAN(I) ,I=1,3) ,IWMO

C
50 CONTINUE

C
READ (15,1002,END=9000) NYR,(TEMP(I),1=1,12)
READ (16, 1002,ENO)=9000) NYR, (PREC(I) ,1=1,12)

IF (NYR .GT. 2000) GD TO 9000
IF (KYR NE. I AND. NYR-IYR .GT. 1) ISTART=-4
IF (KYR -NE. 1 -AND. NYR-IYR .GT. 1) SOILN(3)=300.

C

DO 200 K=ISTART,12
IF (TEMP(K) .EQ. 99. .OR. TEMP(K) EQ. -99.9) MISST=1l
IF (PREC(K) -EQ, 20000. .OR. PREC(K) EQ. -999.9) MISSPI1
IF (MISST EQ. 1 OR. MISSP .EQ. 1) GO TO 210
IF (TEMP(K) LE. 0.0) GO TO 110
DEE = (CAPA(K)*ALPHA*TEMP(X)**BETA) -PREC(K)

GO TO 115
110 CONTINUE

DEE = -PREC(K)

Fig. 14 - SOIL
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115 CONTINUE

IF' (K .GT. 1) GO TO 120
IF (DEE LiE. 0.0) SOILM(K)=PREM - DEE
IF (DEE GT. 0.0) SOILM(K,=RE0*EXI'(XLAN'B*DEE)
GO TO 180

120 CONTINUE
IF (DEE LiE. 0.0) SOILM(K)=SOILMl(K-1) - DEE
IF (DEE .GT. 0.0) SOILMl(K)=SOIl lI(K-l)*EXP(XLAMIB-lDEE)

180 CONTINUE
SOILD(K) = SOILM(K) - 300.
IF (SOILl(K) GT. 300.) SOILIIhK)=300.

200 CONTINUE
210 CON'TINUE

WRITE (26, 1002) NYR, (SOILM(I),.11, l2)
WRITE (27,1002) NYR, (SOILD(I) ,I=I,12)
KYR=KYR+ 1
IYR=NYR
ISTART1l
PREM=SOILM( 12)
DO 250 1=1,12
SOILO(I )-999. 9

250 SOILM(I)=-999.9
IF (MISST EQ. 1 OR. MISSP EQ. 1) ISTART=4
IF (MISST EQ. 1 OR. MISSP EQ. 1) SOILM(3)=300.
MISST =0
MISSP = 0
GO TO 50

C
9000 CONTINUE

C*** FORMATS
C
1001 FORMAT (5X.3A4,8X,I8!///)
1002 FORMAT (3X,14,12F9.1)
2000 FORMAT (5X,3A4,4X.'WMO~k',I8/

1 /5X, 'SOIL MOISTURE'/
2 /3X,'YEAR',5X,'JAN',6X,'FEB'.6X,'MAR',6X,'APR',

3 6X.'MIAY',6X,'JUN'.6X,'JUL',6X,'AUG'.6X,'SEP',
4 6X,'OCT' ,6X,'NOV' ,6X,'OEC')

3000 FORMAT (SX,3A4,4X, 'WM0/' ,I8/
1 /5X,'SOIL MOISTURE DEVIATION FROM 300.0'/
2 /3X,'YEAR',5X,'JAN',6X,'FEB',6X,'MIAR',6X,'APR',
3 6X,'MAY',6X,'JUN',t)X,'JUL',6N\,'AUG',6X,'SEP',
4 6X,'OCT' ,6X,'NOV' ,6X,'DEC')

C
CONTINUE
END

//GO.FT15FOI DD UNIT=-USER,DISP=SHR,DSN=B .B9630.A2954.TEMIP.KIEV
//GO.FT16FOO1 DD UNIT=-USER,DISP=SHR,DSN=B.B9630.A2954.PREC.KIEV
//GO.FT26FOOI DD UNIT=USER,VOL=SER-USERS2,DISP=(NEW,CATLG),

//SPACE=(TRK,(l,1).RLSE),DCB=(RECF'1=F,LRECL=-115,BLKSIZE=115),
// SN=B.B9630.A2954.SOILM.KIEV

//GO.FT..ZFOOl DD UNIT=USER.VOIL=SER=USER52,DISP=(NEW,CATLG),
1/SPACE=(TLRK,(l,fl,RLSE).DCB=(RECFMi=FLRECI-ll5,BLKSIZE=115),
IIDSN=B. B9630. A2954. SOI LD. KIEV

Fig. 14 - continued



It there anr no missing data, the tollwing calculations arL,

pe r t ormed :

TEktP(K) DEE = ICAPA(K)*ALPHiA*TEMP(K)**BETAI - PREC(K)

TEMP(K) t: DEE = PREC(K)

DEE k: 0 : So ILM(K) = SOILM(K - 1) - DEE

DEE > u So I LM(K) = SOILM(K - I)*EXP(XLAMB*DEL)

where K is the month index. If the calculation is for the first

month of the year, SOILM(K - 1) = PREM = SOILM(12) of the previous

year, or if this is the first year to be calculated, PREM = 30.

The deviation of soil moisture (SOILM) from 300 is then

calculated, and if soil moisture (SOILM) is greater than 300, it is

set equal to 300. The data are then written on the data files

(FORTRAN units 26 and 27). Another year of data is then read from

the temperature and precipitation files and calculations continue

until either an end of file or a 10- or 30-year monthly average

record (year - 2000) is encountered.

PROCEDURE 6

VARPGMAV, a FORTRAN program, determines the variables to be used

in the calculation of the yield deviation, determines their means and

the deviation from the mean, and writes the means and deviation from

the mean on a data file. Figure 15 is a listing of the VARPGMAV

program.

This version of the program determines 7 variables: TN, T W

(lowest mean monthly temperature of December, January, and February),

TMr , IM Ap , MMy + 401, TJn , IMjn + 1051. All of the variables are

the deviation from the mean.

If other variables are to be determined, changes will be

required to the dimension, read, write, and format statements and

some calculations.

In this case, including TN and TW, it is necessary to begin the

input data one year earlier than the desired output, i.e., if 1955 is

the first year desired, 1954 must be first year of input.
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/,B963OVAR JOB (2954,050,O61),'VARIABLES' ,CLASS=N
//**** SAVED AS VARPGMAV
/I EXE.C FORTCLG
/,'FORT.SYSIN DD

DIMENSION IYEAR(10O),TNOV(IO0),PVIN(100),ThAR(1OO),
I TJU N(10O),XI1AP(100),XM IY(100),XMIJN(1OO),
2 XMIAPA(100).XMMYA(100),XMJNA(100),STANAM(3),NVAL(7)

C

READ (15.1001) (STANAkl(I),I=I,3).IWNID
READ (16.1001) (STANAM(I).I=I,3),IW11O
READ 15,1000) TNOV(1),TDECP

READ (16,1000) DUMMY
1=1

C
10 CONTINUE

C
READ (15,1002,END=90OO) IYEAR(1),TJAN,TFEB,TMIAR(I),TJUN(l),

1 TNOV(I+I),TDEC
C

TWIN(I) =A.41NI(TDECP,TJAN,TFEB)

TOECP = TDEC

READ (16,1003,END=9000) XMAP(I),XMMY(I),XMJN(I)

I = 1+-1
GO TO 10

9000 NYR = 1-1
C

WRITE ( 6,2000) (STANAM(I),1=1,3),IWMO
C

DO 100 1=1,NYR
WRITE ( 6,2001) IYEAR(I),TNOV(I),Th'IN(I),TMIAR(I).XMAP(I),
I XMMY(I),TJUN(I),XMJN(I)

100 CONTINUE
C
C

DO 160 I=1.,NYR
XMAPA(I) =ABS(YMAP(1))
XMMY(I )=XM.MY(1 )+40
XMMYA(I )=ABS(XM'1Y(I))

XMJNA(I )=ABS(XMJN( I))
160 CONTINUE

C
WRITE ( 6,2000) (STANAM(I),1=1,3),IWMO

C
DO 115 1=1,NYR
WRITE ( 6,2001) IYEAR(I) ,TNOV(I) ,TWIN(I) ,TMAR(l) ,XMIAP(l),
1 XMMY(I),TJUN(l),XMJN(I)

C
115 CONTINUE

C
C CALCULATE MEANS
C

C SET INITIAL VALUES
C

SUMTN0. 0
SUMThO. .0
SUMTM0.0

Fig. 15 - VARPGMAV



SUNITJ=O 0
SU7SA0 .0
SUMS'1=0 .0
SUiISJ0. .0

DO 121 K=1,7
121 NVAL (K)=0

C SUM' VALUES
C

DO 120 1=1,NYR
SU'ITN=SUMTN-TNO% LI)

N\AL ( I ) =NVAL,( 1 )+ I

SUMlTV=SUMTW+TW I N (I
NVAL(2)=NVAL(2)+1
SUNMl=SUXTM+T AR (I)
NVAL(3)=NVAL(3)+1
SUMTJ=SUMTJ+TJUN (I)
NVAL(4)=NNAL(4).1
IF(XM'APA(1)-GT. 800) G0 TO l2b
SUMSA=SUIISA+XMAPA (I )

NVAL(S)=NVAL(5)+l
126 IF (XMMYA(I).GT.800) GO To 127

S UMSM=SUJMS M+X'IYA (I)
NVAL(6)=NVAL(6)4-1

127 IF(XMJNA(I).GT.800) GO TO 120
SUMSJ=SU'NSJ-X.MJNA (I)
NVAL(7)=NNVAL(7)+l

120 CONTINUE
NVALI=NVAL( I)
N\'AL2=N%'Al,(2)
NVAL3=NVAL( 3)
NVAL4=NVAL (4)
.\'AL5=NVAL (5 )
NVALb=NVAL (b)
NVAL7=N% AlL 7 )
XMNTN=SUMTN / NVAL 1
X4NTW=SUiIlTW/ NVAL2
XMNT l=SUiiTh/NVAL3
XMtNTJ~sUMTj /NVAL4

C
XMNSA=SUM SA/NVAL5
XMNSM=SUISM , NVAL6
XMNSJ=SUMISJ/NVAL7

C
C CALCULATE DEVIATION FROM MEANS
C

DO 140 I=2,NYR
TNOV( I)=TNOV( I) -XMNTN

TMAR (I )=TMARML)-XMINTM
TJUN(I )=TJUN(l)-XMNTJ

C

XMAPA(I (=XMAPA(I )-X'INSA
XM'!YA ( I )XN'YA ( I ) -X~iNSM
X1IJNA()=PX11JNA(I) -XM1NSJ

140 CON"TINUE

WRITE (6,2002)
WRITE (6,2003) XMNTrN,X'IN'h,XM'NTM.,XMNSA,XNS~l.17,XNT.MNSJ
WRITE (2b.,1999) (STANAM(I),1=1,3) ,IWMO
WRITE (26,2002)
WRITE (26.2003) XMlN7Nh.XMNN,XM,7h,XINSA,XM'NSMl,XMNt.J,XMNSJ

Fig. 15 - continued A
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WRITE (2b,3000)

DO 200 I=1 NYR
WRITE (26,2001) IYEAR. ) ,TNOV'(I),'Th1N(I ,TMIAR(T),
1 XMIAPA(I),XMMIYA(lj,TJUN(l),XMIJNA(I)

200 CONTINUE
C

C**-*FOMT

1000 FORMAT (97X,2F9.1)
1001 FORMAT (SX,3A4,8X,I8///
1002 FORMAT (3X,14,3F9.l,IBN,F9.1,36X,2F9.I)
1003 FORMAT (34X,3F9.1)
1999 FORMAT (5X,3A4.4X,'WM0#',I8)
2000 FORMAT (lH1,5X,3A4,4X,'WMI#',18/

1 /5X, 'VARIABLES'!
2 /3X,'YEAR',SX,'TN0V',5X,'TW1N',SX,'TAR',4X,'MlAPR',
3 4X, 'MlDMAY' ,SX, 'TJUN' ,4X, 'MOJUN')

2001 FORMAT (JX,14,71 9.I)
2002 FORMAT (/13X. 'MEANS'/

2 /4X,'TN0V',5X,'TlVIN',5X,'ThIAR',4X,'MIDAPR',
3 4X,'MDMAY',5X,'TJUN',4X,'MDJUN',4X,"*- -MISTURE-
4 'MEANS OF ABSOLUT7E VALUES')

2003 FORMAT (F8.1,6F9.1)
3000 FORMAT (/

1 /5X,'VARIABLES - DEVIATION FROM MEAN (MOISTURE',
2 ' ABSOLUTE VALUE)'!
2 /3X,'YEAR',5X,'TNOV',5X,'TIN',5X,'TMAR',4X,'MDAPR',
3 4X,'MDMAY',5X,'TJUN' ,4X,'MDJUN')

C
END

/,/GO.FTI5FOO1 DO UNIT=USER.0ISP=SHR,DSN=B.B9630.A2-54.TEMIP.KIEVP3
//GO.FT16FOOI1 DO C\ITh-USER.DISP=SHR,DSN=B.B9t3O.A2954. ShuiL.KIEV2P3
//GO. FT26FOOI DD UNIT=USER,VOL,=SER=USER52,OISP=(NEW,CATLG),

IISPACE=JTRK,(1,1),RLSE),DCB=(RECFMlF,LRECL=B80,BLKSIZE=8O),
II DSN=B.B9630.AZ954.VARAVG.KIEVP3

Fig. 15 - continued
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The header record is read from the temperature and soil moisture

deviation data files (FORTRAN units 15 and 16). The TN and TD for the

initial year are then read. The year and temperature data for all

months are read, and TW is determined as the minimum of TD, Tj, TF.

Soil moisture deviation data are read for April, May, and June. This

reading of input data continues until an end of file is encountered on

the input data files.

The header record and data variables are then printed. The

absolute values of the soil moisture deviations are determined as

IMApI,IMM!y + 401, and IMJn + 1051. The constants 40 and 105, added to

the May and June data, have been determined subjectively by plotting the

data for Kiev years 1955 to 1973. These constants will change when

other stations and other years are considered. The variables are then

printed.

The means and deviations from the means of all variables are then

calculated, printed, and written on a data file (FORTRAN unit 26).

The empirical orthogonal function (EOF) approach discussed by

Lorenz (1959) was used to try to develop patterns of temperature and

moisture. Basically, this procedure takes the original variables and

rotates them through a set of angles to produce new variables which are

uncorrelated. This rotation produces empirical orthogonal functions

which are the coefficients of the original variable in a summation which

produces the new variable. The process also produces eigenvalues which

are measures of the fraction of the variance of the original variables

accounted for by the new variables. This procedure has tnree advantages

over simple multiple correlation:

1. The new variables are statistically independent, so partial

correlations need not be considered;

2. Each EOF represents a pattern of the original variables which

may or may not contain useful information; and

3. By using only a few of the new variables to correlate with the

independent variable, fewer degrees of freedom are entailed in

the multiple correlation than would be used by a simple

multiple correlation of the original variable.
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Details of the mathematical approach can be found in Lorenz (1959).

PROCEDURE 7

VECTORS, a FORTRAN program, calculates eigenvalues, EOF's, and a

new variable Xij, and writes data files containing the values. Figure

16 is a listing of the VECTORS program. This program uses mathematical

subroutines found in a library of mathematical procedures (IMSL).

This edition of the mathematical routines requires specific

handling of dimensions. The dimensions (lines 5 and 6 of Fig. 16) must

be exact dimensions of the data, i.e., VARS (number of years, number of

variables), ATA [(number of variables x number of variables + 1)/2],

EVAL (number of variables), EVECT (number of variables, number of

variables), and RESULT (same as VARS). The number of variables, NVARS,

must be set (line 8 of Fig. 16).

The header records are read from the variable data file created by

Procedure 6 (FORTRAN unit 5). The variables are then read from the same

file and printed along with the header record. The transpose product of

this variable matrix, VARS (years, variables), is then determined using

IMSL subroutine VTPROF. The resulting matrix (ATA), symmetric storage

mode, is then printed. The eigenvalues (EVAL) and eigenvectors (EVECT)

are written on a data file (FORTRAN unit 16).

PROCEDURE 8

Matrix multiplication of the matrices VARS and EVECT is performed

by IMSL subroutine VMULFF. The final matrix (RESULT) is the matrix

of Xij which will be correlated with the yield deviation (Procedure 8).

The matrix RESULT is then printed and written on a data file

(FORTRAN unit 17).

The matrix RESULT is then modified by adding the yield deviation

(Procedure 2). Then correlations of the modified Xij (RESULT) with

yield deviation (y) are determined using SPSS (Procedure 8).

*This is a leased computer library (Edition 6) available from
International Mathematical and Statistical Libraries, Inc. (IMSL),
7500 Bellaire Boulevard, Houston, Texas 77036.
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//B963OVEC JOB (2954,050,061), 'PATTERNS' ,CLASS=N
/* SAVED AS VECTORS
1/EXEC FORTCLG

//17ORT.SYSIN DD
DIMENSION VARS(19,12),ATAC79),EVAL(12),EVECT(12,12),
1 WK(120),RESULT(19,12),IYEARL100),HEAD(30)

C
WRITE ( 6,999)
D0 5 K=1,13

READ C5,1001) (HEAD(KK)jK1,3O)
WRITE C6,1002) (HEAD(KK),KK=1,30)
IF (K.EQi1) WRITE (16,1002) (HEAD(KK),KK=1,20)
IF (K.EQ.6) WRITE (17,1002) (IEAD(KK).KK=1,20)
IF (K.EQ.1) WRITE (17,1002) (HEAD(KK),KK=1,20)

IF (K.EQ.6) WRITE (16,1002) (HEAD(KK),KK=1,20)
5 CONTINUE
NVARS=12
I=1

10 CONTINUE
C

READ 5,1O00,END=50) IYEAR(I),(VARS(I,J),J=1,NVARS)
WRITE C6,1000) IYEAR(I),(VARS(I,J),J1I,NVARS)
I=I+1
GO TO 10

50 CONTINUE
C

L=-I-l
NSYMII=(NVARS*(NVARS+l) )/2

CALL VTPROF(VARS,L,NVARS,L,ATA)

WRITE ( 6,999)
WRITE ( 6,2000) L,NVARS
WRITE ( 6,2001) (ATA(N),N=1,NSYMI)

C
IJ0B=2
I VECT=NVARS

C
CALL EIGRS (ATA,NVARS,IJOB,EVAL,EVECT,IVECT,WK,IER)

C
WRITE ( 6,2010) IJOB,IVECT
WRITE ( 6,2011) IER,WK(l),(EVAL(I),I=1,NVARS)
WRITE ( 6.2012)
DO 60 I=1,NVARS
WRITE ( 6,2013) (EVECTCI,J),J=1,NVARS)
WRITE (16,2013) (EVECT(I,J),J=1,NVARS)

60 CONTINUE
C

CALL VMULFF CVARS,EVECT,L,NVARS,NVARS,L,NVARS,RESLLT,L.IER)
C

WRITE C 6,2020) IER
WRITE ( 6,999)
DO 100 1=1,L
WRITE ( 6,2021) IYEAR(I),CRESCLTCI,J),J=1,NVARS)
WRITE (17,2021) IYEAR(l),(RESULT(I,J).J=1,NVARS)

100 CONTINUE
C
C

999 FORMAT (1')
1000 FORMAT (3X,14,9X,12F9.1)
1001 FORMAT (30A4)

Fig. 16 - VECTORS
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1002 FORMAT (30A4)
2000 FORMAT C' ***~ VTPROF TI L=',16,' NVARS=',16)
2001 FORMAT C ATA '/FIO.4/2F10.4/3Fl0.4/4F10.4/5F1O.4/

1 6FIO.4/7F10.4/SFI0.4/9F1O .4/1OFIO.4/
2 11FIO.4/12F10.4/13F10.4)

2010 FORMAT C ***~ EIGRS '/' IJOB=',I6,' IVECTh',16)
2011 FORMAT C' IER=',I6,' PERFORMANCE INDEX=' ,F16.8/

1 ' EIGENVALUES'/13FI0.4)
2012 FORMAT C ElGENVECTORS')
2013 FORMAT (13F1O.4)
2020 FORMAT C ** VMULFF V, IER=',]6/' RESULT')

2021 FORMAT (3X,14,2X,9X,12F9.4)
C
C

END
//GO.FTOSFOO1 DD UNIT=USER,DISP=SHR,DSN=B.B9630.A2954.VARAVG.ODESPI
//GO.FT16FOO1 DD UNIT=-USER,DISP=(NEW,CATLG),VOL=-SER=USER52.

// SPACE=(TRK,(1,1),RLSE),DCB=CRECFNl=F,LRECL=130,BLKSIZE=130),

II DSN=B.B9630.A2954.EVECT.ODESP1
//GO.FT17FOOI DD UNIT=L'SER,OISP=(NEW,CATLG) .VOL=SER=USER52,

II SPACE=(TRK,C1,1),RLSE),DCB=(RECFM=F,LRECL=126,BLKSIZE=126),
// DSN=B.B9630.A2954.RESULTS.ODESP1

Fig. 16 - continued
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Given the correlacion of the Xij with the yield deviation, a few

of the yij which have high correlations are chosen to develop an

estimating equation for the yield deviation. The coefficients for

the estimate in terms of the new variables are simply

S
M = r --
k k~y Sk

where rk,y is the correlation between the new variable Xik and the

yield deviation yi and Sp is the standard deviation of Xik. The

estimate of the yield deviation is

n

Yi =  
Mk x ik

k=l

PROCEDURE 9

YIELD, a FORTRAN program, calculates the yield deviation using

the equation determined from Procedures 5 through 8 and writes a data

file containing the values. Figure 17 is a listing of the YIELD

program. An IMSL subroutine is used which requires that dimensions

(line 7.1 of Fig. 17) be exa(t dimensions of the data, i.e., EVECT

(number of variables, number of variables), VARS (number of years,

number of variables), and RESULT (same as VARS). The number of

variables, NVARS, must he set (line 93 of Fig. 17).

The determination ot variables is performed exactly the same as

program VARPGMAV (Procedure 6). The means of the data used in

Procedure 6 are used to determine the deviation from the mean and are

read from the data tile (FORTRAN unit 17). The means and deviation

from those means are printed and written on a data file (FORTRAN unit

26).

The EOF's determined by Procedure 7 are read from the data file

(FORTRAN unit 18) and printed. A VARS matrix is created from the

individual variables, and IMSL subroutine VMULFF performs the matrix

multiplication of the VARS and EVECT matrices. The final matrix,

RESULT, is then printed and written on a data file (FORTRAN unit 27).

The yield deviation for each year (I) is calculated by the

equation:
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//B963OVAR JOB (2954,050,061), VARIABLES' ,CLASS=N
//***SAVED AS VARPGM03

IIEXEC FORTCLG
//FORT.SYSIN DD

DIMENSION IYEAR(100),TNOV(100),1'WIN(100),TMAR(lOO),
I TJUN(1OO),XMAP(100),XNM,'YUOO),XNIJN(100),
2 XMIAPA(100),XMMYA(100),XMJNA(100),STANAM(3),

3 EVECT(7,7),VARS(56,7),RESULT(S6,7),YHAT(56)
C

READ (15,1001) (STANAM(I),!=1,3),IWlO

READ (16,1001) (STANAM(I),I=l,3),IWM0

READ (15,1000) TNOV(1),TDECP

READ (16,1000) DUMMY

C I~1

10 CONTINUE
C

READ (15,1002,END=9000) IYEAR(I),TJAN,TFEB,TMAR(I),TJUN(l),

1 TNOV(I+1),TDEC
C

TWIN(I) = AMIN1(TDECP,TJAN,TFEB)
TDECP = TDEC

C
READ (16,1003,END=9000) XDAP(I),XMMY(I),XMJN(I)

C
I +
GO TO 10

9000 NYR = 1-1
C

WRITE ( 6,1998)
WRITE ( 6,2000) (STrANAM(I),I=1,3),IWMO

DO 100 I=l,NYR
WRITE ( 6,2001) IYEAR(I),TNOV(I),TWIN(I),TMAR(I),XMAP(I),
1 XMMY(I),TJUN(I),XMJN(1)

C
100 CONTINUE

C
C

D0 160 I=1,NYR
XMAPA(I) =ABS(XMAP(I))
XMIIY(I)=XMMY(I)+40
XMMYA(I )=ABS(XMMY(I))
XMJN(I)=XMJN(1)+105
XIIJNA(I)=ABS(XMJN(I))

160 CONTINUE
C

WRITE ( 6,1998)
WRITE ( 6,2000) (STANAM(I),I=1,3),IWMO

C
DO 115 I=1,NYR
WRITE ( 6,2001) IYEAR(I),TNOV(I),TWIN(l),TMAR(T),XMAP(I),

I XMMY(I),TJUN(l),.XMJN(I)
C

115 CONTINUE
DO 120 K=1,7

120 READ (17,4000) DUMMY
READ (17,2003) XMNTN,XNN,XMNTM,XINSA,XMNSM,XMNTJ ,XMNSJ

C
C CALCULATE DEVIATION FROM MEANS

Fig. 17 - YIELD



_6 I

C:

Do1k' 1=' i. ,\R
T\(A~ I =TN0" I - XINTN

TW! \I )-XINTW
TM1AR (I =T'IAR (1I XM.NTM
TJ uN I =TJ I N I) -XTJ

X9APA( I )=XMAPAi I -XM\SA
XMIYAt I =Xtn'A( I -IS
X'IJNA) I =XMJNA( I V-XMSJ

14(l CON~TI NLE

WRITE 6,1998)
WRITE t),1999) (STANA>I(I ),1Il,3),IW()

WRITE 6,2002)
WRITE b,'-100 3) XMNTN , XMNTh X~IIT'1, NIINSA . XIINSM, XMNTJ .XINSJ
WRITE ( ,3000)

C
IDO 200 I=l,NYR
WRITE 6,2001) IYEAR(I),TNOV(I),'NIN(I).TIAR(I),

1 XMAPA( )XINYA ( I)TJ'N ( I VIJNA (I)
200 CONTFINUE

WRITE (26,1999) (STANA'(I)I=,3LIWM0
WRITE (26,2002)
WRITE (2b,2003) XIINTN , .XINTW .XIINTI , XINSA , XMNSII XMNTJ , XINSJ
WRITE (2b,3000)

C
DO 205 I=1.NYR
WRITE (26,2001) IYEAR(I) ,TNOV(I) .ThIN(I) ,ThIAR(I),
1 XMAPA(I).XIYA(I),TJUN(I),\XNJNA(I)

205 CONTINUE

C READ EIGENVECTORS

WRITE (6.1998)
WRITE (6,2006)
READ (18,4000) DUM
READ (18,4000) DUNII
DO 220 J=1,NVARS
READ (18,2005) (EVECT(J,R),K='l,N%'ARS)
WRITE ( 6,2005) (EVECT(J,K),K=I,NVARS)

220 CONTINLE
C
C SET UP VARS MATRIX
C

DO 230 1=1,.NYR
VARS(I .1 )TNOV(I)
VARS(1,2)='IVIN(I)
VARS(I,3)=ThAR(I)
VARS(I ,4)=X'lAPA(I)
VARS(I ,5)=XM'IYA(I)
VARSII ,6)=TJUN(I)
VARS(I,-)=X'IJNA(I)

230 CONTINUE

C MATRIX MULTIPLICATON
C

CALL VMULJT (VARS,EVECT,L,NVARS,NVARS.L,NVARS,RESLLT,L, IER)
WRITE C6,2010) IER

Fig. 17 -continued
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DO 240 I=I.NYR

WRITE (2t7,2011) IYEAR(1),(RESULT(1.J),J 1,NVARS)

240 CONTINUE

C
C CALCULATE Y HAT
C

DO 250 1 l.NYR
YHAT(1L -.0O6'*RESULT(1,7) + .0033 'RESULT(1,6)

1 4.02TRESULT(1 .5) - 0377'RFSULT) 1.41
250 CONTINUE

C
WRITE (6,1998)
WRITE (6,2020)
D0 260 1=1,NYR
WRITE (6,2021) IYEAR(I),YHAT(1)
WRITE (28,2021) IYEAR(1),YHfAT(I)

260 CONTINUE
C
C**~***** FORMATS
C

1000 FORMAT (97X,2F9.1)
1001 FORMAT (SX,3A4,8X,I8///)
1002 FORMAT (3X,14,3F9.1,18X,F9.1,36X,2F9.2)
1003 FORMAT (34X,3F9.1)
1998 FORMAT (IHI)
1999 FORMAT (5X,3A4,4X, 'W2IO#' ,18)
2000 FORMAT (5X,3A4,4X,'W10;' ,I8/

1 /5X,'VARIABLES'i
2 /3X,'YtAR',SX,'TNOV' ,5X,'TW'IN',5X,'TMAR',4X,'MDAPR',
3 4X,'flDMAY',SX,'TJVN',4X,'MIDJUN')

2001 FORMAT (3X,14,7F9.1)
2002 FORMAT (//3X,'MEANS'/

2 /4X,'TNOV' ,5X,'TWIN' ,5X,'ThAR',4X, 'M DAPR',
3 4X,'MDMAV s, -r'JUN' .4\,'MDJU'.4X, '*e--MOISTURE
4 'MEANS OF ABSOLUTTE VALUES')

2003 FORMAT (FB.I,6F9.1)
2005 FORMAT (13FI0.4)
2006 FORMAT (' EIGENVECTORS '
2010 FORMAT ('1*** VMULFF ' ,' IER=' 3161' RESULT')
2011 FORMAT (3X,14,2X,7Fl6.8)
2020 FORMAT C' Y HAT')
2021 FORMAT (3X,14,2X,F6.2)

3000 FORMAT (I
I /SX,'VARIABLES - DEVIATION FROM MEAN (MOISTURE',
2 1ABSOLUTE VALUE)'/
2 (3X,''iEAR' ,SX,'TNOJV' ,SX.'ThIN'.SX,'T9[AR',4X,'MDAPR',
3 4K, 'KBKA',5X, 'TJO5N' 4X, 'fDJUS')

4000 FORMAT (20A4)
C

END
ffGO.FTISF0Gl DD UJNIT USER,DISP=SHR,DSN=B.B9630.A2954.TEMIP.RIEVPXI
//GO.FTl6F00l DD UNIThUSER,DISP=SHR,DSN=B.B9630.A2954.S0ILD.N1EVPX1
//GO.FT17F0O1 DD U:NIT*'USER,DISP=SHR,DSN=B.B9630.A2954.VARAVG.K1EVP3
//GO.FT18FOOZ 00 UNIT =USER,DISP=SHR,DSN=B.B963O.A2954EVECTICIEVP3
//GO. FT26FOOI DD INITUSER,VOLSER4SER52,DISP=(NEW,CATLG),
1/ SPACE=(TRK,(1,1).RLSE),DCB=(RECFM=F,LRECLBLS1E8)

/1 DSN'=B.B9630.A2954.VARAVG.KIEVPXI
I/GO. FT27FOOI DD UNIT=USER,VOL'=SER=USERS2,DISP=(NEW,CATL&,),

1/SPACE=(TR,(1,1),RLSE),DCB=(RECFM=F.LRECLi-126.BLRSIZE=126),
1/ DSN=B. 89630. A2954. RESULTS. XIEVPXI

Fig. 17 - continued
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/!/GO.FT28FOOI DD LNIT=-USER.VOL,=SER=U'SER52 ,DISP=(NEW,CATLG),
//SPACE= TRIK,L1,1),RLSE),DCB= RECF~lF,LRECIzS,=8,LKSIZE=SO),

ii DSN=B.B9630.A29S4.YIIAT.KIE%"PXI

Fig. 17 -continued
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YHAT(I) = - 0.006 RESULT(I,7) + 0.0033 RESULT(I,6)

+ 0.0029 RESULT(I,5) - 0.0377 RESULT(I,4)

and written on a data file (FORTRAN unit 28). This is the equation

determined for Kiev using the data for 1955 to 1973. The equation

will change for other areas and other years of data.

PROCEDURE 10

SERIES, A FORTRAN program, performs a Fourier transform to

determine if there is any apparent repeating cycle in the yield

deviation data. Figure 18 is a listing of the SERIES program.

The station name and the number of autocovariances to be

completed (LAG) are read (Format: 3A4, 14) from data file (FORTRAN

unit 5) and printed. The yield deviation data (YHAT) determined in

Procedure 9 are read from a data file (FORTRAN unit 15) and printed.

The IMSL subroutine, FTAUTO, determines the autocovariances [ACV

(I to LAG)], mean (AMEAN), and variance (VAR) of the yield deviation

data. These data are then printed. These autocovariances are only

half of a cycle, and the Fourier transform is performed on a complete

cycle. Therefore, a complete cycle (WACV) must be created:

WACV (1) = VAR; WACV (2 through LAG) = ACV (1 through LAG - 1)

WACV (LAG + I through 2 LAG + I) = ACV (LAG - I through 1)

and printed.

The IMSL subroutine, FFTP, performs the Fourier transform on

this cycle (WACV) and returns the resulting transform in the array

WACV. These transforms are then printed.

II
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/,B963OSER JOB (2954,050,061), T.IE SERIES' .CLtASSsN

/* SAVED AS SERIES02
IIEXEC FORTCLG

//FORT.SYSIN DD

DIMENSION YIHAT(b),STANAMI(3),ACV1(2O),WKAR(2O),AC(2O),

1 PAC%'(20),IWK372)WK(372)
COMPLEX WACV(40)

LOGICAL LL(372)
EQUIVALENCE(IKlWfL()
WRITE b ,

9
98)

READ (5,1010) (STANAM(I),I=1,3),LAG
WRITE (6,1010) (STANA'M(I),I=1,3),LAG
1=1

10 CON7INUE
READ (15,1001,END=9000) IYEAR,YHAT(I)

WRITE (6,1001) IYEAR,YHAT(I)

GO TO 10
9000 CONTINUE

C 1=1 -

I

C*,** DETERMINE AUTOCOVARIANCES
C

ISW=3
CALL FTrAUTO (YHAT,I ,LAG LAG, ISW,AMIEAN ,VAR,ACV,AC,FAC\ ,WIAR)

C
C***** WRITE ALTOCOVARIANCES
C

WRITE ( 6,2000) I,LAG,ISW,AMEAN,VAR
WRITE ( 6,2001) (ACV(I).I=l,LAG)

C
C*1**~* CREATE ARRAY
C

LLAG=LAG-1
KK=LAG
WACV( 1 )VAR
DO 20 K=1,LLAG
WACV(K+I )=ACtV(K)
WACV(LAG+K)=ACV(LAG-K)

20 CONTINUE

C****** WRITE SYMMETRIC ARRAY
C

WRITE ( 6,2009)
NUM=2*LAG- 1
DO 30 R1l,kUM
WRITE ( 6,Z010) KWACV(K)

30 CONTINUE
C
C**** FAST FOURIER TRANSFORM
C

CALL FFTP (WACV,NUM,IWK,VKLL)
C
C***,* WRITE TRANSFORMS
C

WRITE ( 6,2020)
DO 40 K1I,NUM
WRITE ( 6,2010) K,WACV(K)

40 CO0NT INUE
C

Fig. 18 -SERIES
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(,******* FORMATS
C

998 FORMAT (IH1)
1000 FORMAT (')X,F6.2)

1001 FORMAT 13X,14,2X,F6.2)
1010 FORMAT (3A4,14)

2000 FORMAT C ','*n, FTAUTO' / I=' , I., 'LAG=' 14, ISW=' ,14, 'AMEAN',
1 F6.2, 'VARIANCE=' ,Ft,.3

2001 FORMAT (' AUTOCOVARIANCE'/GIOF1O.4))

2009 FORMAT (' SYMMETRIC CO.IPLEX ARRAY'
2010 FORMAT (2XI4,2110.4
2020 FORMAT (' TRANSFORMS - COMPLEX')

C
END

!/GO.SYSIN DD *
KIEV 19

i/GO.FT15FO01 DD D1S=SIIR,DSN=B.B o30.A2954.YHiAT.RKI EVPX1

Fig. 18 - continued



-69-

BIBLIOGRAPHY

Baier, W., 1977: Crop-Weather Models and Their Use in Yield
Assessment, Secretariat World Meteorological Organization, WMO No.
458, Geneva.

Cooley, W. W., and P. R. Lohnes, 1971: Multivariate Data Analysis,
John Wiley and Sons, New York.

Economic Research Service, 1977: USSR Grain Statistics: National
and Regional 1955-1975, Department of Agriculture Statistical
Bulletin No. 564.

Gribbin, J., and H. H. Lamb, 1978: "Climatic Change in Historical
Times," in J. Gribbin (ed.), Climatic Change, Cambridge, University
Press, London.

Huschke, R. E. (ed.), 1959: Glossary of Meteorology, American
Meteorological Society, Boston.

Kellogg, W. W., 1977: Effects of Human Activities on Global
Climate, Secretariat World Meteorological Organization, WMO No.
486, Geneva.

Kendall, M. G., 1966: Advanced Theory of Statistics III, Hafner
Publishing Co., New York.

Kogan, F., 1977: "Weather, Efficiency in Agriculture, and
Variability of Grain Crop Yield" Meteorology and Hydrology 7
(translation from the Russian by Joint Publications Research
Service), pp. 94-106.

Landsberg, H. E., J. M. Mitchell, Jr., H. L. Crutcher, and F. T.
Quinlan, 1963: "Surface Signs of the Biennial Pulse," Monthly
Weather Review 91, pp. 495-556.

Lorenz, E. N., 1959: Prospects for Statistical Weather Forecasting,
Final Report of Statistical Forecasting Project, AFCRC-TR-59-224
(AD211603), Massachusetts Institute of Technology.

Lydolph, P. E., 1977: World Survey of Climate, Vol. ?: Climates
of the Soviet Union, Elsevier/North Holland Inc., New Yorl'.

Manabe, S., and R. T. Wetherald, 1975: "The Effects of Doubling
the CO Concentration on the Climate of a General Circulation
Model, Journal of the Atmospheric Sciences 32, pp. 3-15.

Manabe, S., and R. T. Wetherald, 1980: "On the Distribution of
Climatic Change Resulting from an Increase in CO2 Content of the
Atmosphere," .7ourna7 of the Atmospheric Sciences 37, pp. 99-118.



-70-

McQuigg, J. D., 1975: Economic Impacts of Weather Variability,
University of Missouri-Columbia, Department of Atmospheric
Sciences, Report ESR 73-07752-AOI on NSF Grant No. G137281.

Mitchell, J. M., et al., 1966: Climatic Change, Secretariat World
Meteorological Organization, WMO No. 195 TP100, Technical Note No.
79, Geneva.

Thompson, L. M., 1969: "Weather and Technology in the Production
of Wheat in the United States," Journal of Soil and Water
Conservation 24, pp. 219-224.

Thompson, L. M., 1975: "Weather Variability, Climatic Change, and
Grain Production," Science 188, pp. 535-541.

Thornethwaite, C. W., and J. R. Mather, 1957: "Instructions and
Tables for Computing Potential Evapotranspiration and the Weather

Balance," in Climatology 10, No. 3, Drexel Institute of Technology,
Centerton, NJ.

Tukey, J. W., 1950: "The Sampling Theory of Power Spectrum
Estimates," Symposium on Applications of Autocorrelation Analysis
to Physical Problems, Office of Naval Research, ONR NAVEXOS-P-735,
pp. 47-67.

6-I



I', I ii I


