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ABSTRACT

The relationship between measures of degradation (for
digital systems: error probability; and for analog systems:
articulation score) has been examined for the purpose of
establishinn quantitative criteria for satisfactory performance
of various modulation systems in the presence of various types
of interference. Two empirical relationships are proposed which,
with adjustment of only two parameter values, provide good
correspondence between signal-to-interference ratio and the
performance measure for each case.
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'.0 INTDODUCTION

Methods of nredictino mutual electromagneti compatibility of
various assemblies of electrical and electronic svstems have been developed
over the years. Because of the complexity of many of the electromannetic
interactions that occur, generally use is made of computer procedures
based upon either measured or modeled equipment data. The models are, in
some cases, very sophisticated.

One of the weakest capabilities of present techniques, however, is
the assessment of the dearadation to be expected when interference is
evident on any particular device or system. For example, althouqh it is
possible to predict whether or not interference will appear on a radar
receiver, it does not always result in serious degradation of operation
because many radar operators can "read throuqh" many types of interference.
Furthermore, special circuits such as noise cancellers, noise suppressors,
or blankers, which can be effective in reducing otherwise degradina effects,
should be taken into account in the prediction procedure.

It is the purpose of this report to explore the various phenomena
involved in degradation and then to determine procedures that can be used
to provide quantitative estimates. It is clear that with a niven signal
source, a given type of interference, and a given application, some sort
of empirical relationship can always be agreed upon. A measure of success
for this undertaking will be the extent to which such empirical relations
can be generalized so as to provide relatively simple procedures applicable
to many, if not most, combinations of sianal and interference.

1.1 Approach

In the first part of this report the discussion is concerned
with a review of the literature covering the interaction of various types
of signal and interference and the definition of possible measures of
degradation. As shall be seen, in some combinations the measures are
relatively straightforward. In others, however, the measures may be
more complex. In the second part, empirical relations between signal-
to-interference ratio and degradation measures are formulated and
vdlidated. A separate report, to be published in the future, will deal
with the possibility of generalizing the relations and wlith semi-analytic
methods of computing the degradation for various sinnal modulation and
interference types.

2.0 TOLERABLE LEVELS OF INTERFERENCE

Requirements for reducing emission levels from radiators having
a potpntial for producing output interference are usually established ,
in terms of the "tolerable" ratio of input siqnal-to-interference level.

* The term "Protection Ratio" in CCIR and some other literature is used

to identify the "tolerable" S/I, as used in this reort.
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This ratio is, in turn, a function of several factors, includini the tvpp
of information transmitted, modulation used, receiver desin (particularly
detectors and input circuits), bandwidth used, and the nature of the
extraneous input encountered.

As a criterion in performance analysis, the threshold input signal-
to-interference (S/I) ratio can be defined as the lowest value for which
the output of the final receiver detector provides satisfactory system
performance. Determination of the critical point is a somewhat subjective
matter, esnecially in systems with a "soft" characteristic, such as in AM-
envelope and square-law detection systems. A sharp threshold characteristic
may appear in FM systems. The softness of the characteristic is closely
related to the demodulation process used (Ref. 1).

2.1 Tolerable Signal-to-Noise Ratio

Since Gaussian noise is the reference to which other forms of

interference are compared, its effects are described first.

2.1.1 Dijital Systems

In digital systems, it is relitively easy to identify a readily
acceptable performance criterion, taniely probability of error Pe, provided
errors are distributed somewhat randomly. (A different criterion would be
required for errors that occur in bursts.)

Modulation technioues commonly used for digital transmission
encompass amplitude-shift keying (ASK), including the long used on-off
keying (OOK), phase-shift keyinq (PSK), and frequency-shift keying (FSK).
Further classification splits these techniques into coherent or non-
coherent and synchronous or asynchronous categories (Refs. 2-0).

Fiqure 1 shows Pe plotted vs diqital signal-to-noise (S/N) ratio
at the innut to the detector for several systems (Refs. 3,4). Continuous-
Phase, freauency-shift keyinq (CPFSK), either coherent with a three-bit
decision scheme or noncoherent with a five-bit decision scheme, has a
slight advantage over a CPSK system for high S/N regions (Refs. 5,6).
It also has been nroven (Ref. 7) that performance identical to that of
coherent nhase-shift keying (CPSK) on a linear, infinite-bandwidth, white
Gaussian noise ideal reference channel can be achieved either as a snecial
case of CPFSK with a deviation ratio 0.5 (Ref. 8), or as one of a class of
quadrature modulation waveforms (Ref. q), or as a staoqered quaternary
PSK system (Ref. 0), which is also one of a class of quadrature modulation
systems with rectangular modulation waveform (Ref. 9). Many other newly-
develoned systems, such as amnlitude-phase keyina (APK), phase-comnarison
sinusoidal frequency-shift keying (PCSFSK), quadrature amplitude modulation
(QAM), etc., achieve similar nerformance imnrovements to a greater or
lesser degree (Refs. 10, 11).

2-
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2.1.2 Analog Systems

In an analoq system, it is best to consider performance Pvahlation
as a two-step process because, for voice or video, a subjective criterion
of performance must be imposed. One determines, for various modulatir),
systems, S/I at the detector output as a function of Si at. the input,
and then relates the output S/I to the subjective performance criterion.

In a voice system, articulation score (AS), or the articulation
index (AI), may he used. In other analoo systems, -eaii-s~uare error may
be a suitable narameter indicatinn a fidelity criterion. The articulation
score is the percentaqe of words transmitted that are received correctly
(Ref. 12). The articulation index (AI) is obtained bv a weightin, n values
of siqnal and noise over senments of the audio-frequency band (Ref. 13).
The word articulation score in the presence of continuous noise output is
about 50 for an S/N of 0 dB. For an articulation score of 85?/ usinq a
tvrical word list, an S/' of 10 dB is required. Tolerable S/N values
for several nractical analog systems are found in (Ref. 13).

2.2 Tole-rabl h- i(na1-t_-Interference Ratio

In contrast with Gaussian noise, interference inputs can have
various non-Gaussian forms, of which sine waves and impulses are extreme
example-. Because of the wide variety of such waveforms, it is not nossible
to cover all cases here. However, some examples will serve to indicate
the effect that can be observed and, through classification of interferenue
waveforms, it should be possible, in most instances, to obtain reasonable
estimates of the degradation to be observed on particular desired signals.

2.2.1 Diital Sy._tems

a) Interferinq _SiqrnaIs: Basic types of interferinq signals are
used for evaluatinn co-channel and adjacent-channel interference. Analysis
procedures for various digital systems may be found in Refs. 14 to 16.

One of the noteworthy effects of a pure CW siqnal on dioital systems
is the apoearance of a sharp threshold. The sharp-threshold effect (Ref. 14)
is somewhat smoothed by the oresence of modulation of the interference wave-
form and by internal noise (Ref. 17). Figure 2 shows the case when an analog
undesired signal is introduced into a CPSK system in which S/N values of
6.65 and 8.81 dB exist. If internal (Gaussian) noise were absent, the
threshold S/I would be 0 dB. An S/I of 20 dB is requirsd with an S/N of
8.81 dB to assure an error nrobabilitv of less than 10- -

b) Inpulsive Interference: The performance of diqital systems
under the influence of apparently Gaussian noise is frequently not in close
aqreement with theory. The discrenancv can be attributed to the fact that
often the main source of noise is, in fact, non-Gaussian. A study of the
combined effects of Gaussian and impulse noise (interference) (Ref. 18)
shows that, for the low S/N region, Gaussian noise qenerallv dominates.
For the hiqh S/N range, imnulsive noise serves as the limitinq factor.

-A--
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Sources of impulsive noise are nenerallv cate jcrized into mari-made
and natural disturbances. Due to the non-erqodic. Property of iomulsive
,inise, a complete statistical description is generally difficult. A
historic survey of the development of the statistics of imnulse noise can
be found in Ref. lq. Recently, Middleton has proposed a canonical model
for both narrow-band and wideband impulsive sources, which ,)rovides more
detailed mathematical formulation and anrees with experimental results
quite accurately in many cases (Refs. 2),?1).

Figure 3 shows impulsive-interference eifects on Co>K and A K
systems for given levels of S/N (Ref. 10). It should be noted thdt
1erformance as a function of extraneous-innut level can he sharrly influenced
by the S/N value.

Various techniques have been introduced to sunpress the effect of
imnulse noise to improve the system performance. Examples are noise
limiters and the smear-desmear technioue developed some time ago, and
the use of nonlinear processing (Refs. 22,23).

c) Effects of Coding: Most of the analyses of the improvement
in transmission quality by using codes have been made for an additive
Gaussian-noise environment. Several important results, which prove to
hold even when the extraneous input is not Gaussian, are:

1. Coding may orovide improvement under some conditions of
extraneous input and dearadation under others. A typical example of
NCFSK emoloying two group codes of different lengths is shown in Fin. 4.
Favorable performance occurs generally only for high S/N (Ref. 3). In
the low S/N region, performance may be poorer than for the uncoded
system.

2. In performance evaluation, word error nrobability P and bit
error probability Pe must be carefully distinguished. It is s own
(Ref. ?A) that, for any arouD error-correctinq code, Pw is never exceeded
by its correspondinq Pe of information bit (for Gaussian noise and nulse
interference).

3. The performance of an error-correctinn code is generally
improved as the code length or encoded bit-stream size increases (Ref.4).

The important question is how various coding schemes perform when

the system is subjected to particular tynes of undesired siqnals, such as
pulse or CW (Refs. 24-?6). Pulsed interference of relatively low duty
cycle may produce bursts of errors (Ref. 25). Proper choice of coding
schemes, by taking undesired sinnals into consideration, can achieve
an encouraging imnrovement in system performance.

Generally sneaking, since the codinn gain for schemes of moderate
complexity annlies t-) soecific types of undesired input, unexpected types
can Produce degradation not at all ameliorated by the coding scheme adopted.

6-
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2.2.2 Analoq Systems

Due to the inherently "suhjective" performance criteria used and
the various forms of undesired input, care must be taken to insure that
meaningful results are achieved. For example, the automated Articulation
Index method has been shown to provide rather constant relationships with
respect to the Articulation Score for white noise (Ref. 13). It apparently
holds fairly well for other relatively continuous sources, but is not
readily relatable for discontinuous-type sources, tytnical of nulsed
signals, ignition noise, etc. An extensive set of nerforpiance-deqradation
data, includinq threshold tables and degradation curves, for various
diaital and analog systems is available (Ref. 13).

Finure 5 qives an example of the nerformance degradation of an AM
signal by an FSK digital sinal or bv an FM voice sinnal. S/I ratios are
based upon averane values of extraneous voice sinnals and peak values of
extraneous dinital signals. The effects of internal noise N can be seen
as similar to that of detuning. One interesting point should be noted:

ON-tune undesired digital or analog sources degrade less seriously
than somewhat OFF-tune (Af = 500 Hz) sources, largely because of the beat
note produced when the interferer is slightly off-tune. The effect varies
for different S/N levels and digital bit rates.

For the cases shown in Fio. 5, it is concluded that an S/I level
of 10 dB is a reasonable value (exceot for high-quality service) for
operation of an AM voice system either in the presence of analog or digital
interference, since the AS will be well above the 50% value.

Shown in Fig. 6 are As vs (S/I) for several kinds of interference..
It is not surprising to find out that wRite noise interference is the most
effective in degrading speech, while highly redundant interference such as
nure tone and Pulse interference are relatively ineffective in degradation
of speech. Furthermore, Parameters such as the transmission rate of pulse
sinnal and the frequencies of tones influence the performance sianificantly.

2.2.3 Radar and Sonar Sys tems

Due to their distinctive operating characteristics, radar and sonar
systems are discussed separately from the more standard types of
"communication" systems.

The si)ectra shown on Fig. 7 are tvnical of some radars since they
also apply to a sinqle-pulse-modulatpd carrier, if the zero-frequency noint
on Fig. 7 is considered to correspond with the frequency of the carrier.
A reflection about the ordinate of the spectral curve on Fiq. 7 anolies
to freauencies below the carrier. In use, when a circuit has a response
over a (narrow) effective impulse bandwidth Af, the peak voltage of the
transient in the circuit is obtained by multiplying the spectrum amplitude
on Fig. 7 by the effective impulse bandwidth.

-0_
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Although the spectrum bounds of Fig. 7 apply to a single-pulse
AM-modulated carrier of fixed frequency, they no lonoer apply to an FM-
modulated pulse, commonly used in CHIRP radar. For linear frequency-
modulated pulses, bounds also exist; they denend upon the shape of the
pulse. Figure 8 illustrates the case of a linear FM, symmetrical, trape-
zoidal pulse with rise and fall times of 1 tis and duration 102 [,s. This
as well as rectangular, unsymmetrical, trapezoidal and Hamming-weiqhted
cases may be found in Ref. 27.

The basic operation performed by either a radar or sonar system
is "detection," i.e., determining if a certain tvne of "tarqet" is present.
Performance in the presence of Gaussian noise is usually measured in terms
of well-formulated statistical signal-detection theory. Some general
discussion, including basic estimation theory commonly used, may be found
in Refs. 2, 28.

Various optimum detectors have been developed (Ref. 29). Figure 9
shows typical performance curves for logarithmic and square-law detectors.
It shows the probability of detection (PD) vs received S/N ratio, with
constant probability of false alarm (Ref. 30) as a parameter. In systems
where post-detection inteqration (Ref. 30) is used, the number n of pulses
integrated can influence the result significantly.

Other techniques have been develooed to select certain types of
"targets". An example is the use of moving-target indicators (MTI).
Though effective in stationary clutter (see below) and other respects
(Ref. 31), S/N degradation occurs under certain conditions (Refs. 32,33).

Interference encountered in these systems may be classified as
either: (a) clutter (or reverberation in sonar), or (b) intersystem
(mutual). Clutter is a special type of interference not usually encountered
in communication systems, except for multipath effects (not an effect

between different systems). It originates either from back-scattering of
outgoing signals from multiple targets (self-clutter) or from various
environmental effects. It may cause serious degradation in detection
probability, reduce resolution, overload low-level signal processing,
and induce other deleterious effects. For a further understanding of
its statistics and harmful effects, see Refs. 34 to 36.

Much attention has been given to this type of interference hv
both radar and sonar designers. Due to its non-erqodic characteristics,
optimum general approaches to combat it are not possible. However,
particular methods of both sinnal and circuit designs may successfully
reduce it. For detailed discussions in this field Refs. 35 to 37 should
be useful. It is to be noted that passive radar or sonar systems (Ref.3p)
are free of this type of interference.

Due to the exoanded use of radars, not only for military, hut
also for civilian applications, mutual-interference problems have become
more important. A recent work by Nicholas (Ref. 30) discusses cnchannel

- 13 -
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interference between spaceborne and terrestrial radars (see Fiq.lO).
The ordinate T is a measure of nerformance, i.e., percent of time sace-
borne radars produce power that exceeds the minimum discernible signal
(MDS) of the terrestrial radar. The abscissa is the number of spaceborne
radars. The parameter on each curve is the ratio of the spaceborne
radiated power to the MDS power of the terrestrial radar.

The effects of radar interference on search-radar operator
performance are discussed in Refs. 40 and 41. Simulation results
indicate that in no case was operator nerformance significantly affected
by a disolayed pulse count of 100 or less (due to one or more search
radars). Consequently, this value may be considered at least an interim
threshold or limit for permissible interference due to interactions among
search radars.

Various techniques have been proposed to prevent the harmful
effects of mutual interference, or at least to supnress them to a
tolerable degree. Amona them are blanking, Pulse width and pulse
repetition frequency discrimination, Lamb noise-silencing circuits, side-
lobe cancellations, etc. Details of these techniques are found in Refs.
30, 42, and 43.

3.0 RELATING SIGNAL-TO-INTERFERENCE RATIO TO DEGRADATION

The Preceding discussion provides the basis for relating the
signal-to-interference ratio to performance measures such as articulation
score and bit error rate. In the following, simple functional expressions
relating these quantities are postulated. Later, examples are given which
demonstrate the validity of the exnressions. The expression is used in
opposite ways in evaluatina digital and analog systems. In the digital
case the expression gives the "negative" quality of bit error rate,
whereas in the analon case the exoression is inverted to give the
"positive" quality of articulation index. We discuss the analog case
first.

3.1 AnajogSystems

The proposed exnression is:

A = ..- ---- I -- (1)s -x/x°0
l+ke 0

where
A is the articulation scores

k and x are constants, selected for narticular types of signal
0 and interference combinations

x is the appropriate siqnal-to-interference power ratio, which

is exoressed in dB.

- 16 -
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Equation I aporoaches zero when x approaches , and approaches
1 when x is close to ,, therefore satisfying the extreme S/i conditions.

It can De seen that xo is the dominant factor in the shape of the
curve in the vicinity of x = x .

Furthermore, sunose that we have two curves of the same shape,
except for a relative shift of (S/I) z x . Then, from (1)

A -- 1 .

1 + k e 0

1

I + k' exs °) e-x/xo

. . .... 1 .. . (2 )
- x/ x

1 +ke 0

x /X
where k k' e S 0

Without loss of generality, we can let k' = 1, thus

k e (3)

For any given experimental curve the values of k and x can be
determined by matching 2 points of the curve or graphically as follows.
Finure 11 is a plot of Eq. 1 for k = I and various values of x.. One
first finds the curve on Fig. 11 which best matches the shape of the
experimental curve regardless of any relative horizontal displacement
along the S/I axis. This establishes the value of x . Next, the
horizontal displacement x of the theoretical and expegimental curves
for the noint of the ordinate = 0.5 is observed and designated xs . The
value of k is then obtained from (3).

3.1.1 Examples of Curve Fitting

Using (1), one selects two known noints of an experimental curve
(Asl, x1) and (As2, x2) and one can determine (k, x0 ) by the relations

(x2 - x1 )

Xo -1-A- I TA-- : 4Cl-A (4)5

sl s2

18 -
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e"~ xi o

The validity of the values k, x ) otai r rn(" and
for other values, of x (. w be determined. Fi qure F show . a varioty of
As vs (S/I) o curves that have been discussed in previous sections of this
r'eport.

Exj nl pe ]

The curve marked Q on Fin. 6 is for a 10 .,- ?5O n.s
nulse interference. The :"vs (S/l)o curve is. discussed on om. 3-1?
of Rpf. 44 (plotted as the solid line in Fio. 12K.

First, try fittinq the exoerimental curve at somewhat extreme
values of As, for examnle, As = 0.8 and 0.2. Thus, one has correspondiria
values of 01, = -6.25 dB and -12.5 dB, resoectively, or

(Asl, x 1 ) - (O.0, -6.25 dB)

(As2, x2 ) = (0.2, -12.5 dB)

Thus, usinq Ees. 4 and 5

A = 0.2 S/I = - 12.5 dB5

A = 0.8 S/I = - 6.5 dB5

(x2 - xI) 6.25
z . . . .. .. . .. . . . .. .. 2 .2 5 41niAsl )A S? n ( 2.5

SAs1 (1-A2)

1-0.2 -12.5/2.254
k = e 0.0156

A ' = . . .

1 + 0.0156 ex12.254
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The results obtained are shown in Table I in the third and
fourth columns. Note that, for an articulation score of 0.5, the errnr
is 5''. While this is small, it is a reqion that miqht be considered for
some anplications to be critical. Since usually the performance is un-
satisfactory for articulation scores of less than 0.5, one minht prefer
qood accuracy at this value and higher. Hence, try the following:

(As , x ) (0.6 - 8.10)

(As2' x2 ) = (0.5 - 8.90)

With formulas 4 and 5

" 1.973o

V =0.011

The 6th column of Table I shows the error in the articulation
score A" as compared with the experimental (true) value. A" is shown
in Fig. 12 as a dashed curve. The approximation is not very good in
the low (S/I) region. For the same case, we choose another two points

(A s , xI) (0.7, -7)

(As2, x2 ) (0.6, -8.1)

Then

x = 2.48
0

k = 0.029

(As - As ) is tabulated in the 8th column of Table I. This time,

the approximation in the low (S/I) region is imnroved comnared with A".
But in the hinh S/I region, a slightly nessimistic prediction is seen.A ' is also nlntted in Fin. 12 for comparison.

It is natural, then, to seek an intermediate value of (k, xo) from
the above two results.
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Let
iv (X 0 X ) 2.227

x0 2

kiv - (k._+ k 0.0182

Then

A sl

i + 0.01 e 1

The results shown in column 10 in Table I are very good, the error bpinn

very small over a large Part of the ranqe. / iv is also plotted in Fi(. 12
s

to compare with the other two curves,

At this point, we may find, from the above example, that an accurate
determination of (k,xo ) needs more than just the simple procedure based on
two known points. Put in an algorithm form the procedure should be:

1) Choose at least three known points in the intermediate range
of A , e.g. 0.5 ', 0.7).s

2) For each two Points in the total set, use Eqs. 4 and 5 to
determine the corresponding (x ,k) value.

3) Choose an appropriate average value of (x ,k) to obtain the
best result.

Another example is now given. We will test our formula for this
case.

Example 2

Interference: white noise (PB 1000 words test method is used).
BW: > 6 kHz.

The actual curve fnr such a case is seen on p. 2-5 of Ref. 44,
which is Plotted as example (,0 on Fiq. 6 and the solid curve on Fig. 13.

Step 1. Choose (A s, x) pair.

We choose three such pairs:

(Asl, xI ) = (0.7, 6)

(As2, x2) (0.6. 2.5)

-- - 24-
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(As3, x3) (0.5, 0)

Step 2. Calculate (xoi, k.) i 1,2...

(xol, kI) = (7.92, 0.914) based on (Asi, x')(As2, x2)

(xo2, k2) (6.166, 1) based on (As2, x2 )(As 3, x3)

Step 3. Choose the average value.

(x0 1,kI) = (7.043, 0.957)

A'1, A' and As1 are calculated using the correspondinq values

(xol, kI), (xo2' k2) and (x01 , kI). Table II shows the results.

TABLE II

CO'PARISON OF APPROXIMATION FORMULA FOR ARTICULATION SCORE (As)
WITH EXPERIMENTAL CURVE (EXAMPLE 2)

A x(dB) A'1  A' As A'1 - A A' -A A Asl s2 A Is s2- A sI-,

90 17 90 94 92 0 + 4 + 2

80 10 79 83.5 81 - 1 + 3.5 + 1

70 6 70 72.6 71 0 + 2.6 + 1

60 2.5 60 60 60 0 0 0

50 0 52 50 51 + 2 0 + 1

40 -3 43 38 40.5 + 3 - 2 + 0.5

30 -5 37 31 34 + 7 + 1 + 4.0

20 -7 31 24 27.5 + 11 + 4 + 7.5

10 -9.5 24.5 18 21.0 + 14.5 + 8 + 11

- 26 -



Asl, As2 and A are plotted in Fiq. 13 for comparison. It is
easily seen in Table II that A s is an improvement over A and As2'

although Asl and As2 both show superiority in certain regions.

An interesting thing in this case is the positive error occurring
in all three approximations for the low As value range. For the high As
range, however, the proper choice of (x ,k) results in a very small error.

In order to improve the fit of the curve, it may practical to
make use of a modification factor, MF, in Eq. 1, thus

A = 1 -x- - ! (6)s I+k-X/(oMF)
l+ke

where MF is used to more accurately fit the real curve in specific regions
of a given curve.

One way of choosing the value of the MF can be done in this way:

When As = 0.2 x = - 7

A = 0.1 x = - 9.5

1
Then, based on these two values, using As =

1 + 0.957 e
-xi/xo

for (0.2, -7), with k = 0.957.

x,, = x i / n ( -Asi0o 0.957 A i

= 4.87

For (0.1, -9.5), with k = 0.957

x" = 4.24
0

Comparing xo of 4.87 or 4.27 with the x0  = 7.043, we find that, for low

(S/I) , x is significantly reduced. Then MF may be defined as

MF = 14.87 + 4.24)

2 x 7.043

= 0.647

27 -



Then, a complete descri it. ion of the (erfo'mdncE c.irve for thi ,,

interference is

A - 7 4w
A 1 + 0.957 -'/7.041

I + 0.957 e xi7-.fl-4 -MF , i 4, r ;

Another examrnle will be qiven in the fol lowii , w.,F f,
is a low-frequency sinale-tone (sine wave) very differv,, ton" ,P
and ',ulsd-type interference mentioned in examnles I and ?.

Examle 3

Interference 250 Hz, CW interference.

The As vs (S/I) cucve is seen on p. 3-10 (Ref. 44, i)lotted is
a solid line in Fiq.14 &( on Fit. 6).

Let (Asl, xl) (0.7, -35 dB)

(As2 ' x?) (0.6, -37 dB)

(As3, x3) (0.5, -39 dB)

Then

(x, k') = (4.53, 0.000189) based on (A, xI ( ,)

(x", k) = (4.93, 0.000367) based on (As2 , x2 (A5 3, x 3 )

(xo, ko) - (4.73, 0.000298)

X) + X0I
0 01 k' k"Xol 2 ' k l : -2

The results for these values are shown in Table Ill.
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TABLE I I I

COMPARISON OF APPR)3XIMATICN FORMULA FOR ARTICULATI10" SCORE (A
WITH EXPERIMENTAL CURVE (EXAMPLE 3)

A x(dB) A' A As A-A,( A"- A ,) A -A()
-4- - .--- -- -

1.q - 5 0.n (' lqq .0 -fl .5 -'3.

0- ;7( r.,( 0.2'4 -'>. - -

0.7" -n- V L,/f 0.62II77 ;' 7 -' -1 -1.3

("; - !,7 .i & rl r0.60 ' 0 5; 0 ' 0 -1

S - 3.1 4 'r 20 ', -1 -

' : -41 *3J" ' ',0.~~04. 303 -2 0 -?

-4 . . 0. ?16 0.27 -i4 -1.4 -

' -4653 .6 010, 026? . -2._

It s int -r(,tinrlq o se that, in this case, A, A" and A are

a(mcst 11 jallv lood ir,ro, matition,, with A showinri a ,iiht jvo-ra 1
sutpri ori t . 7hf- rf..tson f,)r such an occurrence can hp spprj in the fn1lowinq

? n.Or. %,1 ')6.

A - el. 9

2.

In Pxar' rl 2:

A A, 9

r1 7)? 1, - /
A f 00/



c ) In exampfle 3:

0 -0

For this, case. A'! is chosen as, the desired exoression, i.e.

I + 0.000367 e

for sinalp tone ?5C Hz interference.

Another intoe'tinno thino that is worth notion in th~s examnp
:the overall nessimistic rrediction for three exnressions in both

'hioh dnd low ()/,) Preq i on,. . This, contrasts significantly with what we

niave ,epr in c,' ampo 2, wnere an overall 'notimistic" prediction in the
;'ekntioned regions, is idicated. This tells, us that, for this interference,
the nerformance for the niqn- (S/I) region imoroves, much more quickly

than is, ,redicted,( in the medium A region. in the low (S/1) 0range, the

degradation follows, the ioredicted trend without too much deviation.

.n examrple 2, however, tne situation is ouite the converse. In
the high (',,/,)o reoion, the- !oredicted performance matches the actual value
quite accurately. In thr-e lokw ( /I)O region, however, the degiradation
increases more, quic Oy toan indicted.

3.? 3J4,it al Vyste-ms

ih esr airan 1 0 s/5 tow.j1 i coviion mea sure of rnerfo rrnan cc is,
)rhi iit ion ',corl, iv, a ',tm jprobatbil itv of error is, usutally
ado:Jted. Thr, '1a'/ )P (-:r(-s'.d in terms of individual bi ts, symbols or
words, a,, is, a:):ror itc it- i'dividual cases.. The err-or probabilitv
fiea-';jr( iS. ftjs -i neca",f ye &o,ijrP whent compared to that used in) analon
5/s,.tems, i.e. the- ower 'no error o)rnbatilitv, thp hptter is the system,
:)erforvndncep.

T -o' eul t. for it -error ,)rohahi 1i tY for dini tal systems are
,nowr ii i Vi. ' ;r- inrt. rferene due, to random noiseo and sine (continuous)
wYave',, where the rd rati 1, ' i O-error rate 0 1 and the, abscissa is, the

* ,edeeciri 'Ana -t- ' trferente (or nioise, rat in in d0.

~or re ~' (i f .rirerne a )wn or i~i. '', t.he derived
f r,r oa ei tl'r'i of, w~tJ res:,ect to ' i oi r vairi o us de tec(t ion

w, Ine ha vp he-Pr fjof ie i 5 t orr"' sl 1', ara Y ' tic- functions. For
o ~ kic t-e ' i. the /t thi5,i not the se Indeed, the
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,I Oct, i onaI form i - vonvCC con;) I ite everl hw 1n ,1 i r, the, iaI r
We seek exo)essions, that c:an qivo u,, i rea-on,3ble, fit, w-Ithin cferta in
des; i red rannes

To the i r w th , wo chri ric ter i z( the trend :-f jrocahi it C, f (error
for b)inary systpm curves, as, follnws:

a ) When (S/1) app[roaches P, aporoaches 0-, while, when( '/
,i:miroaches, 0, 11.5 servesl as 'he upner i!unt

h) ile us ual lv varies with (S/1) in eonernti'al form.

c ener(1li -*fspeakinoj, for 1(or d; KV~h
,icceutahi e, in most sYstoms, Fhe region of P, thdt one, is mIIs) in ter-'n ted
in ranges) from 10-2 to better tthan 10-6, i.e. S/N well above 1 B.

Because of the general sha[p of the curves on Figj . the v<t
nof the following relationshios is examined:

p I OPI(-x/nx/x (7
P 20

where n anid xO are two narameters whose values can he selected to0 match
the performances of different systems in the presence of di fferent tynes
of interference.

x is the predetection siqnal-to-interference ratio, exnrpssed in
the ordinary ratio. Therefore, it varies from 0 to -(in dB, from-
to + ,.

From Eq. 7. we find that P,. approaches 0 as, x goes to ., while
it noes to 1/2 as x approaches 0, which satisfies condition (a) above.

To determine r and xo, we need at least two known p~oints, 'xi, Pei)
1?. Then, n and x 0can be determined from

2 P )'
xlI

x2

x 0 x(9)

'Since this is an aoproximation, good accuracy will he obtained
only in certain rpnions, boyond which the deviation may become large, or
additional correction must be added.
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-5o hno 1? a 7 freota requi1rer' n t',, twc) exanif 1 es ir(, q ivyen
j! thef fri inwi no

L-XamnIDE' I

case(, as shown on Fiq. . the functional dene(ndeonue

01 ncr, this i a of the same form,, as Lc.;. tn' valu- i Ic 1 ind
(.,n he "stahi Pand hv insrifation. TfL',the ( 1 o~raie an
f rr a 1l valIuca- of x'.

Example ?

Coherent PSK system interfered by random 8-aUsSian rnis(.

Two sets of known noints are nicked to detprmqine' (n, x
resnecti velv.

For the first set

5 dB~ (3.16?), P 0l- .n006

x? 7 dB3 (65.01) P f2-7.6 x l0-

From Eq.8and 9

*0. P65)

x0 0.621

For the second se(t

x1 7 dB (6.01), P e1 7.6 x 10-

SdBl (7.q) W> P 2-3 10

ar n

no 0 5



'two "Iots of va 1u,,c (X I n ) are nui tp clo-,fe, and wo choose the inter-
Wla tr value a0

x 0. 61 12

n 0. 86

Fiqure 16 and Table IV comnare thrp oriqinal and aooroxirnated data.

TABLE IV

COMPARISON OF COHERENT PSK THEORETICAL PERFORMANCE CURVE IN GAUSSIAN
NOISE WITH APPROXIMATED CURVE

0.86
x

1 0.-6 -4dB) x(numerical) P (exact) P -ee e 2

-5 0.316 2.13 x 10- 2.7 x 101

0 7.9 x7 .x 10

3 1 .995 2.3 x 10-2 2.67 x 10- 2

5 3.16 6.0 x 10 6.4 x103

7 5.16.5 x 10 ~ 7.7 x 10

9 7.94 3.3 x 10 33x1

1n 10.0 5.0 x 106 4.1 x 106

15 31.62 x 1

We find from Table IV that good accuracy is obtained from Pe 02

down to P - 10- It should be noted that the exact form of P for CPSKe e

2

thtfrLet us, now examine the parameters n and x 0of Eq. 7. First observe

-35-
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S
x (S = N or N = 0 dB)

P e Xo(10)e 2 (O

or x 0 independent of n (11)
0 n 2P

e

Now select x such that P for x = 1 takes the value lO-30 e

(any other value could be selected, however 10 is perhaps a mean vluo

of P of interest). We find that x = 0.161. Fioure 17 shows plots ofeo

Eq. 7 for this value of x0 for various values of n. Note that n determines

the shape of the curve and that the value of n = - matches the theoretical
curve for CW interference.

Secondly, observe that the curves on Fig. 15 are of the same
general shape except that they are shifted along the horizontal axis.
In other words, a transformation (on the dB scale) of the form

x'(dB) = x(dB) + x s(dB) (12)

applies. Or, numerically,

X' = x x s

Usinq (7), we have

(x'_1 n 1

P= 1e Sx (13)
e 2

as a more general form, where x' is the actual value of S/N and x5 is

the numerical value of x' at which the reference value of Pe' Peo' is

obtained, and which defines x0 , i.e. from Eq. 11,

x1
0 -(9n 2Peo)

If xs is exnressed in dB, xs as given in (13) is

0.23 x (dB)
X:e

s
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Finally, note that Eq. 7 can be written in the original form

if we let x = x' and x is reolaced with xoo:

n
00 s 0

Based on the above discussion, to obtain the parameter values in
Eq. 7 graphically, proceed as follows:

Step JL

Prepare the reference curve as in Fig. 17, where Eq. 7 is plotted
against x, with n as the parameter and all the curves pass the point
x = 1(0 dB), P eo P should be chosen as the one that lies well withineo " eo

the desired ranges of P of interest. In Fiq. 17 P = 10- 3. Note thate eo
the abscissa for x is civen in dB values instead of the ordinary ratio.

Calculate xo using

=_ I L n(2P eo (14x°= LznP (14)

instead of Eq. 11.

Step !

Compare the actual curve to be described; record the value of
x (= x s) corresponding to Peo"

StepIII

Shift the curve to the new position where it passes through P
at x = 1(0 dB). en

Step IV

Find the value of n that best fits the real curve in the desired
range.

With n determined, compute

Xo X0 texp(O.23)(x s  (15)

where xs and n are the results of Steps II and IV, respectively.

- 39 -
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We then have n
x

Pe 2 e(16)

which is similar to (7) but in which x5 is ex;licitl 'lfined.

Thus, one can explore the possibility of expressing any combination
of signal and interference performance in terms of the parameters n, x ,
and x .

4.0 CONCLUSIONS

In this report infoimation has been collected showinq the relation-
ships between siqnal-to-interference ratio and the dearadation tn he
experienced in typical diqital and analoo systems, and it has been hown that
analytical relations can be postulated that closely match actual (empirical)
data.

There are two basic tasks to he completed. The first is to
demonstrate how the models developed can be effectively implemented in
interference prediction work. This will include an evaluation of the
accuracies obtainable with various important combinations of sig,;al modula-
tion and interference, and the refinement of the model where necessary.

The second task is to try to generalize the concepts so as to permit
makinq estimates of degradation without reference to intermediate empirical
results. The objective here is to differentiate tynes of signal modulation
and interference by assiqning values to a minimum number of narameters, and
to make predictions entirely on the basis of these parameters.

- 40 -



5.0 REFERENCES

1. H. Taub and Donald L. Schilling, PRINCIPLES OF COMMUNICATIONS
SYSTEMS, McGraw-Hill, 1971.

2. M. D. Srinath and P. K. Rajasekaran, AN INTRODUCTION TO STATISTICAL
SIGNAL PROCESSING WITH APPLICATION, John Wiley and Sons, 1979.

3. S. Stein and J. J. Jones, MODERN COMMUNICATION PRINCIPLES, McGraw-
Hill,New York, 1Q67.

4. W. David Greaq, ANALOG AND DIGITAL COMMUNICATIONS, John Wiley and
Sons, New York, 1977.

5. Thomas A. Schonhoff, "Symbol error probabilities for M-ary CPFSK:
coherent and noncoherent detection," IEEE TRANS COMMUNICATIONS,
vol COM-24, pp 644-652, June 1976.

6. William P. Osborne and Michael B. Luntz, "Coherent and noncoherent
detection of CPFSK," IEEE TRANS COMMUNICATIONS, vol COM-22, pp 1023-
1036, Aun 74.

7. Steven A. Gronemeyer and Alan L. Mcbridqe, "MSK and offset QPSK
modulation," IEEE TRANS COMMUNICATIONS, vol COM-24, pp 809-820,
Aug 76.

8. Rudi de Buda, "Coherent demodulation of frequency-shift keyinq
with low deviation ratio," IEEE TRANS COMMUNICATION TECH, vol
COM-20, pp 429-435, June 72.

9. H. Robert Mathwich, Joseph F. Balcewicz and Martin Hecht, "The
effect of tandem band and amplitude limiting on the Eb/Vo Performance
of minimum (frequency) shift keying (MSK)," IEEE TRANS COMMUNICATIONS,
vol COM-22, pp 1525-1540, Oct 74.

10. John D. Oetting, "A comparison of modulation techniques for digital
radio," IEEE TRANS COMMUNICATIONS, vol COM-27, pD 1752-1756, Dec 79.

11. Louis S. Metzger, "Performance of phase comnarison sinusoidal
frequency shift keyinq," IEEE TRANS COMMUNICATIONS, vol COM-26,
Pp 1250-1253, Aug 78.

12. ENGINEERING DESIGN HANDBOOK: ELECTROMAGNETIC COMPATIBILITY,
DARCOM-P706-410, AD A038803, Mar 77, Ch 3.

13. COMMUNICATIONS/ELECTRONICS RECEIVER PERFORMANCE DEGRADATION HANDBOOK,
(2nd edition), ESD-TR-75-013, Aug 75.

14. Frank G. Splitt, "Comparative performance of digital data transmission
systems in the presence of CW interference," IEEE TRANS COMMUN SYST,
vol. CS-IO, pp 16q-177, June 62.

41



15. A. S. Rosenbaum, "PsK error nerformance with Gau ,ar w,' r
interference," BELL SYST TECH J, vol 48, pp 41-44S, Feb 6Q.

16. M. .3. Massaro, Error n)erformarce of M-ary nonconerent FS, in thte
presence of CW tone interference," IEEE TRANS COMM, vol COM-23,
pp 1367-136'), Nov 7b.

17. J. J. Jones, "FSK and DPSK performance in a mixture of CW tone and
random noise interference," IEEE TRANS COMMUN TECHNOL, vol COM-lO,
pp 6Q3-61S, Oct 70.

I. R. E. Ziemer, "Error probabilities due to additive combinations
of Gaussian and impulsive noise," IEEE TRANS COMMUN TECHNOL, vol
COM-15, pr) 471-474, June 67.

10. W. J. Richter and T. I. Smits, "Sienai design and error rate of
an impulsive noise channel," IEEE TRANS COMMUN TECHNOL, vol
COM-19, po 446-458, Auq 71.

20. D. M4iddleton, "Statistical-physical models of man-made ratio noise.
Part I: First-order probability models of the instantaneous
amplitude," Office of Telecommunications, OT Report 74-36, Apr -4,
(U.S. Government Printinq Office, Wash., DC 20402).

21. D. Middleton, "Statistical-physical models of man-made and natural
radio noise. Part 1[: First-order probability models of the envelope
and phase," Office of Telecommunications, OT Report 76-86, Apr 76
(National Technical Information Service, Springfield, VA.).

22. R. A. Wainwright, "On the potential advantage of a smearing-desmearinq
filter technique in overcominq impulse noise problems in data systems,"
IEEE TRANS COMM SYST, vol. CS-9, pp. 362-366, Dec. 61.

23. A. A. Giordano and H. E. Nichols, "Simulated error rate performance
of nonlinear receivers in atmospheric noise," PROC. NATIONAL TELE-
COMMUNICATIONS CONF., pp. 20.2/1-4.

24. M. E. Mitchell, "Performance of error-correcting codes," IEEE TRANS
COfMMUN SYSTEMS, vol. CS-IO, pn 72-85, March 62.

25. G. C. Clark, Jr. and R. C. Davis, "Two recent applications of error-
correctinq coding to communication systems desiqn," IEEE TRANS COMMUN
TECHNOL, vol. COM-19, pp. 856-863, Oct. 71.

26. A. Brind'amour and K. Feher," Desion and evaluation of a convolutional
codec in additive white Gaussian noise, sinusoidal interference and
intersymbol interference environment," IEEE TRANS COMMUN, vol. COIM-28,
pp 391-395, Mar. 80.

27. P. D. Newhouse, "Bounds on the snectrum of a CHIRP pulse," IEEE TRANS
EMC, vol. EMC-15, no. 1, pn 27-33, Feb 73.

42 -



?8. H. L. Van Trees, DETECTION, ESTIMATION AND MODULATION THEORY,
John Wiley and Sons, 1q71, Parts II and III.

24. J. V. Difranco and W. L. Rubin, RADAR DETECTION, Prentice-Hall,
1968, Part IV.

30. M. I. Skolnik, 1NTPODUCT ION TO RADAR, McGraw-Hil I, New York, 19P0.

31. F. E. Nathanson, RADAR DESIGN PRINCIPLES, McGraw-hill, New York,
1969, Ch. q.

32. W. M. Hall and H. R. Waro, "Sinal to noise loss in moving tarqet
indicator," PROC. IEEE, vol. 56, op 233-234, Feb. 62.

33. N. Lichtenstein, 'The susceptivity of MTI system to white noise,"
IEEE TRANS. AEROSPACE & ELECTRONIC SYSTEMS, vol. AES-ll, op 781-
784, Sen. 75.

34. A. W. Rihaczek, PRINCIPLES OF HIGH RESOLUTION RADAR, McGraw-Hill,
New York, 1969, Ch. 10.

35. F. E. Nathanson and J. P. Reilly, "Clutter statistics which affect
radar performance analysis," AEROSPACE AND ELECTRONIC SYSTEMS
TECHNICAL CONVENTION RECORD, 1967, pp. 386-398.

36. D. K. Barton, RADARS, Vol. V-Radar clutter, Artech House, 1977.

37. D. C. Scheler, "Detection performance of logarithmic receivers
employinq video integrators," IEEE TRANS AEROSPACE AND ELECTRONIC
SYSTEMS, vol. AES-15, pp. 831-839, Nov. 79.

38. Leon Camo, UNDERWATER ACOUSTICS, Wiley-Interscience, 1970, Ch. 9
and 10.

39. J. J. Nicholas, Jr., "Cochannel interference analysis between
spaceborne and terrestrial radars," IEEE TRANS AEROSPACE AND
ELECTRONIC SYSTEMS, vol. AES-14, pp. 803-812, Sep. 78.

40. M. N. Lustqarten and R.D. Grigg, "Effects of radar interference
on search radar performance," RECORD OF 1977 IEEE INTERNATIONAL
SYMPOSIUM ON EMC, Aug 1977, pp 190-195.

41. R. C. Pierstorff, P. Rosenthal, and C. M. Hanes, "Simulation of
radar/radar interference at RF for the evaluation of interference
effects on operator performance," RECORD OF 1977 IEEE INTERNATIONAL
SYMPOSIUM ON EMC, Auq 1977, op 196-200.

42. Louis Maisel, "Sidelobe blanking systems," IEEE TRANS AEROSPACE
AND ELECTRONIC SYSTEMS, vol. AES-4, pp 174-180, Mar 68.

- 43 -



-44-



DATE

FILMED

ITC.


