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ABSTRACT

The relationship between measures of degradation (for
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7.9 INT20DUCTION

Methods of predictina mutual electromagnetic compatibility of
various assemblies of electrical and electronic svstems have been developed
over the years. Because of the comnlexity of many of the electromaanetic
interactions that occur, generally use is made of computer procedures
based upon either measured or modeled equipment data. The models are, in
some cases, very sophisticated.

One of the weakest capabilities of present techniques, however, is
the assessment of the dearadation to be expected when interference is
evident on any particular device or system. For example, althouah it is
possible to predict whether or not interference will appear on a radar
receiver, it does not always result in serious degqradation of operation
because many radar operators can "read throuah" many tynes of interference.
Furthermore, special circuits such as noise cancellers, noise suppressors,
or blankers, which can be effective in reducing otherwise deqradina effects,
should be taken into account in the prediction procedure.

It is the purpose of this report to explore the various phenomena
involved in degradation and then to determine procedures that can be used
tc provide quantitative estimates. It is clear that with a qiven signal
source, a given type of interference, and a given application, some sort
of empirical relationship can always be agreed upon. A measure of success
for this undertaking will be the extent to which such empirical relations
can be generalized so as to provide relatively simple procedures anplicable
to many, if not most, combinations of sianal and interference.

1.1 Approach

In the first part of this report the discussion is concerned
with a review of the literature covering the interaction of various types
of signal and interference and the definition of possible measures of
degradation. As shall be seen, in some combinations the measures are
relatively straightforward. In others, however, the measures may be
more complex. In the second part, empirical relations between signal-
to-interference ratio and dearadation measures are formulated and
validated. A separate report, to be published in the future, will deal
with the possibility of generalizing the relations and with semi-analytic
methods of computing the degradation for various sianal modulation and
interference types.

2.0 TOLERABLE LEVELS OF INTERFERENCE

Requirements for reducing emission levels from radiators having
a notential for producing output interference are usually established
in terms of the "tolerable" ratic of input signal-to-interference level.

- - — - ———— ¢

* The term "Protection Ratio" in CCIR and some other literature is used
to identify the "tolerable" S/I, as used in this renort.




This ratio is, in turn, a function of several factors, includina the tvpe
of information transmitted, modulation used, receiver desian (particularly
detectors and input circuits), bandwidth used, and the nature of the
extraneous input encountered.

As a criterion in performance analysis, the threshold input siqnal-
to-interference (S/1) ratio can be defined as the lowest value for which
the output of the final receiver detector provides satisfactory system
performance. Determination of the critical point is a somewhat subjective
matter, esnecially in systems with a "soft" characteristic, such as in AM-
envelope and square-law detection svstems. A sharp threshold characteristic
may apnear in FM systems. The softness of the characteristic is closely
related to the demodulation process used (Ref. 1).

2.1 Tolerable Signal-to-Noise Ratio

Since faussian noise is the reference to which other forms of
interference are compared, its effects are described first.

2.1.1 1Digital Systems

In digital systems, it is reletively easy to identify a readily
acceptable performance criterion, nauely probability of error Py, nrovided
errors are distributed somewhat randomly. (A different criterion would be
required for errors that occur in hursts.)

Modulation techniaues commonly used for digital transmission
encompass amplitude-shift keying (ASK), includina the long used on-off
keying (00K), phase-shift keying (PSK), and freauency-shift keying (FSK).
Further classification splits these techniques into coherent or non-
coherent and synchronous or asynchronous cateqories (Refs. 2-4).

Finure 1 shows Py nlotted vs digital sianal-to-noise (S/N) ratic
at the innut to the detector for several systems (Refs. 3,4). Continvous-
nhase, freauency-shift keyinq (CPFSK), either coherent with a three-bit
decision scheme or noncoherent with a five-hit decision scheme, has a
slinht advantage over a CPSK system for high S/N reqions (Refs. 5,6).

It also has been oroven (Ref. 7) that performance identical to that of
coherent nhase-shift keying (CPSK) on a linear, infinite-bandwidth, white
(Glaussian noise ideal reference channel can be achieved either as a snecial
case of CPFSK with & deviation ratio 0.5 (Ref. 8), or as one of a class of
quadrature modulation waveforms (Ref. 9), or as a staagered quaternary

PSK system (Ref. @), which is also one of a class of quadrature modulation
systems with rectanaular modulation waveform (Ref. 3). Many other newly-
develoned systems, such as amnlitude-phase keyina (APK), phase-comnarison
sinusoidal frequencv-shift keving (PCSFSK), quadrature amplitude modulation
(QAM), etc., achieve similar nperformance improvements to a aqreater or
lesser deqree (Refs. 10, 11).
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2.1.2 Apalog Systems

In an analoq system, it is best to consider performance evaluation
as a two-step process because, for voice ar video, a subjective criterion
of performance must he imposed. One determines, for various modulatinr
systems, S/I at the detector output as a function of S/0 at the input,
and then relates the outnut S/I to the suhjective nerfarmance criterion.

In a voice system, articulation score (AS), or the articulation
index (Al), may be used. In other analog systems, mean-s:iuare error may
be a suitable narameter indicatina a fidelitv criterion. The articulation
score is the percentage of words transmitted that are received correctly
(Ref. 12). The articulation index (Al) is obtained hy a weightina of values
of sianal and noise over seaments of the audin-frequency band (Ref. 13).
The word articulation score in the presence of continuous noise output is
about 50 for an S/N of 0 dB. For an articulation score of 857 usina a
tvnical word list, an S/N of 10 dB is required. Tolerahie S/N values
for several nractical analon systems are found in (Ref. 13).

2.2 Tnlerable Sianal-to-Interference Ratio

In contrast with Gaussian noise, interference inputs can have
various non-Gaussian forms, of which sine waves and impulses are extreme
examples. Because of the wide variety of such waveforms, it is not nossible
to cover all cases here. However, some examples will serve to indicate
the effect that can be observed and, through classification of interference
waveforms, it should be possible, in most instances, to obtain reasonable
estimates of the degradation to be observed on particular desired sianals.

2.2.1 Digital Systems

a) Interfering Signals: Basic tvpes of interfering signals are

used for evaluatina co-channel and adjacent-channel interference. Analysis
procedures for various digital systems may be found in Refs. 14 to 16.

One of the noteworthy effects of a pure CW sianal on diagital systems
is the apnearance of a sharn threshold. The sharp-threshold effect (Ref. 14)
is somewhat smoothed by the presence of modulation of the interference wave-
form and by internal noise {Ref. 17). Fiaure 2 shows the case when an analog
undesired signal is introduced into a CPSK system in which S/N values of
6.65 and 8.81 dB exist. If internal (Gaussian) noise were absent, the
threshold S/1 would be 0 dB. An S/I of 20 dB is requirﬁd with an S/N of
8.81 dB to assure an error nrobahility of less than 107°.

b) Impulsive Interference: The performance of digital systems
under the influence of apparently Gaussian noise is freauently not in close
agreement with theory. The discrenancy can be attributed to the fact that
often the main source of noise is, in fact, non-Gaussian. A study of the
combined effects of Gaussian and impulse noise (interference) (Ref. 18)
shows that, for the low S/N reqion, Gaussian noise qenerally dominates.

For the hiqgh S/N ranae, imnulsive noise serves as the limiting factor.
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Sources of imnulsive noise are aenerallv cateqgecrized into man-made
and natural disturbances. Due to the non-erqadic property of impulsive
nnise, a complete statistical descrintion is qenerally difficult. A
historic survev of the development of the statistics of imnulse noice can
be found in Ref. 19. Recently, Middleton has proposed a canonical model
for both narrow-band and wideband imnpulsive sources, which nrovides more
detailed mathematical formulation and aarees with experimental results
quite accurately in manv cases (Refs. 20,21)

Figure 3 shows impulsive-interference effects on CPSK and ASK
systems for aqiven levels of S/N (Ref. 18). [t should be noted that
rerformance as a function of extraneous-innut level can he sharply influenced
by the S/N value.

Various techniques have been introduced to sunnress the effect of
impulse noise to imnrove the system nerformance. Examples are noise
limiters and the smear-desmear techniaue develoned some time ano, and
the use of nonlinear processing (Refs. 22,23).

c) Effects of Coding: Most of the analvses of the improvement
in transmission ouality by using codes have heen made for an additive
Gaussian-noise environment. Several important results, which nrove to
hold even when the extraneous inout is not Gaussian, are:

1. Coding may nrovide improvement under some conditions of
extraneous input and dearadation under others. A typical example of
NCFSK emnloying two qroun codes of different lengths is shown in Fiqg. 4.
Favorable performance occurs generally only for high S/N (Ref. 3). In
the low S/N region, nerformance may be poorer than for the uncoded
svstem.

2. In performance evaluation, word error nrobability P, and bit
error probability P, must be carefullv distinguished. It is shown
(Ref. 24) that, for any aroun error-correcting code, P, is never exceeded
by its corresponding Po of information bit (for Gaussian noise and nulse
interference).

3. The nerformance of an error-correcting code is generally
improved as the code lenqth or encoded bit-stream size increases (Ref.d).

The impartant question is how various coding schemes perform when
the svstem is subjected to particular tynes of undesired sianals, such as
pulse or CW (Refs. 24-2f). Pulsed interference of relatively low duty
cvcle may produce bursts of errors (Ref. 25). Proper choice of coding
schemes, by takinn undesired sianals into consideration, can achieve
an encouraqing imnrovement in system nerformance.

Generally sneaking, since the codina gain for schemes of moderate

comnlexity annlies to snecific tynes of undesired input, unexpected types
can produce deqradation not at all ameliorated by the coding scheme adonted.

- A -
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2.2.2 Analog Systems

Due to the inherently "subjective" nerformance criteria used and
the various forms of undesired innut, care must be taken to insure that
meaningful results are achieved. For example, the automated Articulation
Index method has been shown to provide rather constant relationshins with
respect to the Articulation Score for white noise (Ref. 13). It anparently
holds fairly well for other relatively continuous sources, but is not
readily relatable for discontinuous-tyne sources, %“ynical of nulsed
siqgnals, ignition noise, etc. An extensive set of performance-deqradation
data, including threshold tables and degradation curves, for various
diaital and analog systems is available (Ref. 13).

Fiaure 5 gives an examnle of the nerformance deqradation of an AM
signal by an FSK diaqital sianal or hv an FM voice sianal. S/I ratios are
based upon averane values of extraneous voice sianals and peak values of
extraneous diaital signals. The effects of internal noise N can be seen
as similar to that of detuning. One interesting point should be noted:

ON-tune undesired digital or analoa sources deqrade less seriously
than somewhat OFF-tune (Af = 500 Hz) sources, largely because of the beat
note produced when the interferer is slightly off-tune. The effect varies
for different S/N levels and digital bit rates.

For the cases shown in Fia. 5, it is concluded that an S/I level
nf 10 dB is a reasonable value (excent for high-quality service) for
operation of an AM voice system either in the presence of analog or digital
interference, since the AS will be well above the 50% value.

Shown in Fig. 6 are Ag vs (S/I)_ for several kinds of interference..
It is not surpr1s1nq to find out that wRite noise interference is the most
effective in degrading sneech, while highlv redundant interference such as
nure tone and pulse interference are relatively ineffective in degradation
of speech. Furthermore, parameters such as the transmission rate of nulse
sianal and the frequencies of tones influence the performance sianificantly.

2.2.3 Radar _and Sonar Systems

Due to their distinctive operating characteristics, radar and sonar
systems are discussed separately from the more standard types of
"communication” systems.

The snectra shown on Fiq. 7 are tvnical of some radars since they
also applv to a sinqle-pulse-modulated carrier, if the zero-frequency roint
on Fig. 7 is considered to correspond with the frequency of the carrier.

A reflection about the ordinate of the spectral curve on Fiaq. 7 anplies

to freauencies below the carrier. In use, when a circuit has a resnonse
over a (narrow) effective imnulse bandwidth Af, the peak voltaqe of the
transient in the circuit is obtained by multiplying the spectrum amplitude
on Fiq. 7 by the effective impulse bandwidth.
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Although the spectrum bounds of Fig. 7 apply to a single-pulse
AM-modulated carrier of fixed frequency, they no Tonger apply to an FM-
modulated pulse, commonly used in CHIRP radar. For linear frequency-
modulated pulses, bounds also exist; they depend upon the shape of the
pulse. Fiqure 8 illustrates the case of a linear FM, symmetrical, trape-
roidal pulse with rise and fall times of 1 .s and duration 102 .us. This
as well as rectangular, unsymmetrical, trapezoidal and Hammina-weighted
cases may be found in Ref. 27.

The basic operation nerformed by either a radar or sonar system
is "detection,” i.e., determining if a certain tvpe of "target" is present.
Performance in the presence of Gaussian noise is usually measured in terms
of well-formulated statistical signal-detection theory. Some general
discussion, including basic estimation theory commonly used, may be found
in Refs. 2, 28.

Various optimum detectors have been developed (Ref. 29). Fiqure 9
shows typical performance curves for logarithmic and square-law detectors.
It shows the probability of detection (PD)} vs received S/N ratio, with
constant probability of false alarm (Ref. 30) as a parameter. In systems
where post-detection integration (Ref. 30) is used, the number n of pulses
integrated can influence the result significantly.

Other techniques have been develoned to select certain types of
"targets". An example is the use of moving-target indicators (MTI).
Though effective in stationary clutter {see below) and other respects
(Ref. 31), S/N degradation occurs under certain conditions (Refs. 32,33).

Interference encountered in these systems may be classified as
either: (a) clutter (or reverberation in sonar), or (b} intersystem
(mutual). Clutter is a special type of interference not usually encountered
in communication systems, except for multipath effects (not an effect
between different systems). It originates either from back-scattering of
outgoing signals from multiple targets (self-clutter) or from various
environmental effects. It may cause serious degradation in detection
nrobability, reduce resolution, overload low-level signal processing,
and induce other deleterious effects. For a further understanding of
jts statistics and harmful effects, see Refs. 34 to 3€.

Much attention has been given to this type of interference bv
both radar and sonar designers. Due to its non-erqodic characteristics,
optimum general approaches to combat it are not nossible. However,
particular methods of both sianal and circuit designs may successfully
reduce it. For detailed discussions in this field Refs. 35 to 37 should
be useful. It is to be noted that passive radar or sonar systems (Ref,38)
are free of this type of interference.

Due to the expanded use of radars, not only for military, but

also for civilian applications, mutual-interference problems have become
more important. A recent work by Nicholas (Ref. 39) discusses cochannel

- 13 -
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interference between spaceborne and terrestrial radars (see Fin.10).

The ordinate T is a measure of nerformance, i.e., percent of time snace-
borne radars produce power that exceeds the minimum discernible signal
(MDS) of the terrestrial radar. The abscissa is the number of spaceborne
radars. The parameter on each curve is the ratio of the spaceborne
radiated power to the MDS power of the terrestrial radar.

The effects of radar interference on search-radar operator
performance are discussed in Refs. 40 and 41. Simulation results
indicate that in no case was operator nerformance siqnificantly affected
by a disnlayed pulse count of 100 or less (due to one or more search
radars). Conseaquently, this value mavy be considered at least an interim
threshold or Timit for permissible interference due to interactions amonq
search radars.

Various techniques have been nronosed to prevent the harmful
effects of mutual interference, or at least to supnress them to a
tolerable deqree. Amona them are blanking, onulse width and pulse
repetition frequency discrimination, Lamb noise-silencing circuits, side-
lobe cancellations, etc. Details of these techniques are found in Refs.
30, 42, and 43.

3.0 RELATING SIGNAL-TO-INTERFERENCE RATIO TO DEGRADATION

The preceding discussion provides the basis for relating the
signal-to-interference ratio to performance measures such as articulation
score and bit error rate. In the following, simple functional expressions
relating these quantities are postulated. Later, examples are given which
demonstrate the validity of the exnressions. The expression is used in
opposite ways in evaluating digital and analog systems. In the digital
case the expression gives the "neaative" quality of bit error rate,
whereas in the analoa case the expression is inverted to give the
"positive" quality of articulation index. We discuss the analoq case
first.

3.1 Analog Systems

The proposed exnression is:

1
A - R _,»<,__-____. ( ] )
S X/XO

1+ ke

where
AS is the articulation score

k and x_are constants, selected for narticular types of sianal
and interference combinations

x is the appropriate siqnal-to-interference power ratio, which
is expressed in dB.

- 16 -
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Equation 1 abproaches zero when x approaches -+, and approaches
1 when x is close to -, therefore satisfyina the extreme S/I conditiens.

It can pe seen that x5 is the dominant factor in the shape of the
curve in the vicinity of x = Xq

Furthermore, sunpnse that we have two curves of the same shape,
except for a relative shift of (S/I) = X - Then, from (1)

= ——»-74>_._]<-__‘ - -
As Ix-x )x
1 + kl e S o]
=L R
X /%
1+ \k‘ e’ 0> X/
- R
h -x/ % (2)
1 + ke
X /x
where k = k' e 0
Without Toss of aenerality, we can let k' = 1, thus
X /X
Kk =p S O (3)

For any given experimental curve the values of k and x can be
determined by matching 2 points of the curve or graphically as follows.
Finure 11 is a plot of Ea. 1 for k = 1 and various values of xg5. One
first finds the curve on Fig. 11 which best matches the shape of the
experimental curve regardless of any relative horizontal displacement
along the S/1 axis. This establishes the value of x_. Next, the
horizontal displacement x of the theoretical and expe?imenta] curves
for the noint of the ordinate = 0.5 is observed and designated xc. The
value of k is then obtained from (3).

3.1.1 Examples of Curve Fitting

Using (1), one selects two known noints of an experimental curve
(A5, x;) and (A_,, x,) and one can determine (k, x_) by the relations
51 1 s2* 72 0
(X,- Xx,)
2 ]

R (4)
. ARG

a(j'Aséjhsl ,
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| 1‘/\(‘. )(1/)(0
k —\ - ) e T (Y,
S

The validity of the values [k, xq) obtaine? from (4) and (5]
for other values of x cin be determined. Fiqure £ shows a variety of
Ag vs (S/1), curves that have been discussed in previous sections of this
report.
Example 1

The curve marked {8) on Fia. 6 is for a 10 .o, 750 o
pulse interference. The A "vs (S/1), curve 1< discussed on pp. 3-17

\

of Ref. 44 (plotted as the solid line in Fiqg. 12;.

First, try fitting the exnerimental curve at somewhat extreme
values of Ac, for examnle, Ag = 0.8 and 0.2. Thus, one has correspondinag
values of S?I = -6.25 dB and -12.5 dB, respectively, or

) = 2, -
(Agys xp) = (0.2, -6.25 dB)
(Rgps x,) = (0.2, -12.5 dB)

Thus, wusing Egs. 4 and 5

A= 0.2 S/1 = - 12.5 dB
A, = 0.8 S/1 = - 6.5 dB
(X, - %) 6.25
2, - ~(--51\ 1 s e s 2250
“(1-A_ A 0.2\ 2
oSS (78)
LA T-Ago)
-12.5/2.254
_ 1-0.2 _
k = 9.2 e = (0.0156
A; past h_- ___-,].‘__..»,> e e -
1+ 0.0156 o */2-254
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The results obtained are shown in Table I in the third and
fourth columns. Note that, for an articulation score of 0.5, the error
is 5. While this is small, it is a reqion that might be considered for
some anplications to be critical. Since usually the performance is un-
satisfactory for articulation scores of less than 0.5, one minht prefer
qood accuracy at this vaiue and higher. Hence, try the following:

(A = (0.6 - 8.10)

10 %)
(ASZ' x?) = (0.5 - R.90)

With formulds 4 and 5

X' 7 1.973
0
k" = 0.071

The 6th column of Table I shows the error in the articulation
score Ac as compared with the exnerimental (true) value. AZ is shown
in Fig. 12 as a dashed curve. The approximation is not very good in
the low (S/1) reaion. For the same case, we choose another two points

(A ) = (0.7, -7)

s1° Xy
(ASZ’ x2) = (0.6, -8.1)
Then

2.48

bl
1"

k = 0.025

(AS - AS) is tabulated in the 8th column of Table I. This time,

the apnroximation in the low {(S/I1) region is imnroved comnared with A'.
But in the hiah S/I region, a slightly pessimistic prediction is seen.
Ag' is also nlotted in Fia. 12 for comparison.

It is natural, then, to seek an intermediate value of (k, xo) from
the above two results.
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Let " n
v Dot x ) <2027
X = - — -
0 2
WV krk) L0
Then
A= e
1+ 0.018 e X/2:227

The results shown in column 10 in Table I are very qood, the error beina
very small over a larae nart of the range. A;v is also plotted in Fia, 12
to compare with the other two curves.

At this noint, we may find, from the above example, that an accurate
determination of (k,xy) needs more than just the simple procedure based on
two known points. Put in an algorithm form the procedure should be:

1) Choose at least three known points in the intermediate range
of As’ e.q. 0.5~ 0.7).

2) For each two points in the total set, use Eqs. 4 and 5 to
determine the corresponding (xo,k) value,

3) Choose an appropriate average value of (xo,k) to obtain the
best result.

Another example is now given. We will test our formula for this
case.

Example 2

Interference: white noise (PB 1000 words test method is used).
BW: > 6 kHz.

The actual curve for such a case is seen on p.2-5 of Ref. 44,
which is plotted as examnle (i) on Fig. 6 and the solid curve on Fig. 13.

Step 1. Choose (AS, x) pair.
We choose three such pairs:

(Asl’ x]) = (0.7, 6)
(ASZ’ XZ) = (0.6. 2.5)

- 28 -




'

100

90 |-

80

70~

60

50}

40}

Articulation Score ,A_, Percent

30}

20~

Figure 13

-10 0 10 20 30 40

Output Signal to Interterence Ratio (S/1), ,dB

Comparison of Experimental and Modeled
Degradation Curves: Analog Case, Example 2

- 75

50




.

(As3. x3) = (0.5, 0)

Step 2. Calculate (Xoi’ ki) i=1,2...

{x k]) = (7.92, 0.914) based on (As1’ x])(ASZ, x2)

ol’

k,) = (6.166, 1) based on (A

(xgp k) s20 Xp)(Ag3e x3)

Step 3. Choose the average value.

(on,kI) = (7.043, 0.957)

Aé], Aé? and AsI are calcu]ated using the corresponding values
(Xol’ k]), (XOZ’ k2) and (on, kI)' Table Il shows the results.
TABLE II
COMPARISON OF APPROXIMATION FORMULA FOR ARTICULATION SCORE (A¢)
WITH EXPERIMENTAL CURVE (EXAMPLE 2)
| l T T T
As x(d8) Aél Aé? AsI A;1- As ‘;2‘ As ASI-'AS
90 17 90 94 92 0 + :{* #Mé o
80 10 79 83.5 81 -1 + 3.5 + 1
70 6 70 72.6 71 0 + 2.6 + 1
60 2.5 60 60 60 0 0 0
50 0 52 50 51 + 2 0 + 1
40 -3 43 38 40.5 +3 -2 + 0.5
30 -5 37 31 34 + 7 + 1 + 4.0
20 -7 31 24 27.5 + 1 + 4 + 7.5
10 -9.5 24.5 18 21.0 + 14.5 + 8 + 1
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As1’ ASZ and ASI are plotted in Fig. 13 for comoarison. It is

easily seen in Table II that ASI is an improvement over Ag and Ag?,

]
although As] and ASZ both show superiority in certain regions.

An interesting thing in this case is the positive error occurring
in all three approximations for the low Ag value range. For the high A
range, however, the proper choice of (xo,k) results in a very small error.

In order to improve the fit of the curve, it maybe practical to
make use of a modification factor, MF, in Eq. 1, thus

A s — NS (6)

s X% _MF
Lt ke M)

where MF is used to more accurately fit the real curve in specific regions
of a given curve.

One way of choosing the value of the MF can be done in this way:

When AS = 0.2 X

AS = 0.1 X

-7

- 9.5

Then, based on these two values, using AS S B

1+ 0.957 e~ %i/%o
for (0.2, -7), with k = 0.957.

o = X /| 5957 A

= 4,87
For (0.1, -9.5), with k = 0.957

x" = 4,24
0
Comparing xg of 4.87 or 4.27 with the Xol = 7.043, we find that, for low
(S/I)O, X, is significantly reduced. Then MF may be defined as
_ (4.87 + 4.24)
MF = 7083
= 0.647

- 27 -




Then, a complete descrintion of the performance curve for this
interference is

I

1+ 0,957 o */7.043

1

SRR ey wa me » ME Hobka! o L L
1+ 0.957 P—X//.O4{ MF

Another example will be given in the following, wheoe anterforonce
is a low-frequency sinale-tone (sine wave) very different tror the nnice

-

and "wulsed-tyne interference mentioned in examnles 1 and 7.
Example 3

Interference 250 Hz, CW interference.

The A, vs (S/1)  curve is seen on p. 3-10 (Ref. 44, vlotted a5
a solid line in Fig.14 (fj on Fiq. 6).

Let (As1’ x]) = (0.7, -35 dB)

(Asz' x2) = (0.6, -37 dB)
(AS3’ X3) = (0.5, -39 dB)
Then
(x', k') = (4.53, 0.000189) based on (Ag], ‘1’(As?‘ ,?)

(xg, k") = (4.93, 0.000367) based on (As?’ xZ)(A 3 %3l

(on, koI) - (4.73, 0.000298)
x' o+ x"
. o o _ k' k!
%ol Kot ?

The results for these values are shown in Table II1.
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TABLE 111
COMPARISON N APPROXIMATIFN FORMULA FOR ARTICULATION SCORE (A, )
WITH EXPERIMENTAL CURVE (EXAMPLE 3)
e e o
Ao oRlER)T AL A A A () Az A A A
g e e jon e
1.0 1y onaen + g a0a o A } 0.6 g
: : ‘ | :
6.9 -0 U NLE7E . N o nose4 L o-24 e
O 4 -;' H 4 H 7] ‘W./// '] t —’3 -3n
ST A A DR NERT N L : 1.3
(. ; WA S nen Q) ) -1
T S N L S TS (DL B R N
Nz 24l 03w bonaan - 038 bl ) ‘ -?
N2 A 06 026 L 0.27 ¢ -4 R -3
: | ' ) t .
020 RS O 0 T e b ae 20 S

It 25 interesting *o see that, in this case, A;, AQ and A<I are

almast eqgually qood Aannrosimations, with A; showing a <liaht averall
superiority.  The reason far such an occurrence can be seen in the fallowing
comnarison,

4 an sxample 1
2t -k
\ 0N
« ’ n.2%6
)'” + l’l
.0
?
oo In example 2
x )
ol Y 1.75% .
. 7
x L /.NA4a ’
0 Y4
3




N

¢) In example 3:

A - X
0.4
Lo, Fyy 0 0.085
+ + X|| - +
0 0
8

For this case, Ag is chosen as the desired exnression, i.e.

A T
Q
1+ 0.000367 @ X493

far sinale tone 250 Y4z interference.

Another interesting thina that is worth notina in this examnle
is the averall vessimistic prediction for three exnressions in both
niah and low (S/I)F reqions. This contrasts significantly with what we

nave seen in example 27, where an overall "optimistic" prediction in the
mentioned reqginng i< indicated. This tells us that, for this interference,
the nerformance for the niah (S/I)O region improves much more quickly

v

than is predicted in the medium AS region. in the low (S/I)O range, the

deqradation follows the predicted trend without too much deviation.

In example 7, however, the situation is auite the converse. In
the hiah (/) reaion, the sredicted performance matches the actual value
quite accurately. Ir the low (S/1), region, however, the deqradation
increases more quickly tnan nredicted.

3.2 Digital Systems

Whereas in araloq <y/stems g common measure of nerformance is
articalation score . in higrtal cystems probability of error i< usually
adooted.  Thiv may ne cxnresaed in terms of individual bits, symbol< or
words, as 1 anoropriate in andividual cases.  The error probability
medsure 15, thus, a nena*ive measure whern compared to that used in analon
cystems, i.e. the Jower the errar nrababilityv, the better is the system
nerformarce.

Tynica coylte for hit-error nrobability for diaital svstems are
snown in Fia. o7 far interference due to random noise and sine (continuous)
waven, where the grdinate 14 hit-error rate P, and the abscissa i1s the
predetection s1anal-ta-irterference (nr noise) ratio in dB.

Far corie *yaeo of anterterance, as <hown on fiq. 14 the derived

fanctiomal relationg af Doowith respect to 70, for various detection
seacesses haye heer deofined in termg of Cimnle anaiytic functions. for
arner canes . uct v the TPPSy qyqten s thys i not the rase.  Indeed, the
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functional form ic very comnlicated. MNevertheleon, as in the analng case,
we seek expressions that ¢an give us 8 reasonable fit within certain
desired ranaes.

To hegin with, we characterize the trend of probability of error
for hinary system curves as follows:

a) When {S/1) approaches -, P, approaches 0. while, when (5/1)
annroaches 0, 0.5 serves as the upper iimit.

/ T

b) P usually varies with (5/1) in exponential form.

oY Generaliy speaking, for S/ - 1 lor 0 dBy, Paoval o e oot
accentahle in most systems. The reqion of Py that one 15 most interected
in ranges from 10-2 to better than 10-6, i.e. S/N well above 0 4B,

Because of the qeneral shane of the curves on Fiq. 15, the validity,
of the following relationshins is examined:

] (o N (75
Pe s axn(-x /xo) 7

where n and xg are two parameters whose values can be selected to match
the performances of different systems in the presence of different types
of interference.

x is the predetection sianal-to-interference ratio, exnressed in
the ardinary ratio. Therefore, it varies from 0 to - (in dB, from - -
to + .

From Eq. 7. we find that P, approaches 0 as x goes to -, while
it aoes to 1/2 as x approaches 0, which satisfies condition fa) above.

To determine n and xg, we need at least two known points x5y Poyi)
i . 2. Then, n and X, can be determined from

{‘.n ,_-,p,]\
- \ ! ZPeZ ) [0
n R (&)
.
n -
2
n
X
o T aar )
el

Since this is an anproximation, good accuracy will be obtained
only in certain reaions, beyond which the deviation mav become larae, or
additional correction must bhe added.
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TG see how well Lo, 7 meets requirements. two cxannles are qiven
ir. the fallowinng:

Example )

[

Il systems with randor (Nauss ian) aise anterforence. o thas
case, as shown on Fiq. 15 the functional dependence is:

1 -7
mn A
P o ¢
Since this is of the same form ac La. 7. the value, ot T and «

A
can be estahliched by insnection.  Thus, the oxict nunression i abt ined

for all values of x.
Cxample ?

Coherent PSKE system interfered by random Gaussian noise.

\

Two sets of known noints are nicked to determine (n. 2

resnectivelyv.

For the first set

5dB {3.162), P , = 0.0064

X el

. ) -4
X, © 7B (5.01), P, = 7.6 x10

From Egqs. 8 and ©

n, - 0.8265
|

01 0.621

For the second set

-4
X 7 dB8 (5.01), P < 7.6 x 10
1 el
9.dp (7.¢ - 3.3 e
X dB .94, Pe? 3.3 1
arid
N 060
ﬂ? L Ohf
/0? n.612




Thee two oty of values (xo, n) are auite close, and we choose the inter-
erdyate value as

Xy * 0.617
n=0.86
Figqure 16 and Table 1V comnare the oriaqinal and annroximated data.
TABLE TV

COMPARISON OF COHERENT PSK THEQRETICAL PERFORMANCE CURVE IN GAUSSIAN
NOISE WITH APPROXIMATED CURVE

T ; X'O*. 86
x(dB) ! x{numerical) f P (exact) ; p = l—e 0.618
. ; e , e 2
S _+~—Ww~--~--- <_-I‘L.~_----»,_--v—.—~—~.—
! | - : -
-5 | 0.316 L 2.3 x 107 2.7 x 107"
‘ !
0 ' 1 © 7.9 x 1072 9.9 x 1072
' !
3 | 1.995 L 2.3 x107? 2.67 x 1072
. ]
5 | 3.6 { 6.0 x 107° 6.4 x 1073
7 5.01 65 x10t L 77 %07
9 7.94 o33 x00 ]  33x 070
! 6 -6
10 © 0.0 | 5.0 x 10 EERRRL
‘ t
15 I, | g o nox 08

‘
!

We find from Table IV that qood accuracy is obtained from P = 1072

down to P - 107" It should be noted that the exact form of P_ for CPSK

i(‘r

erfc (Vx).

2

Let us now examine the parameters n and Xo of £tq. 7. First observe
that for
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Bit Error Probaobility, Py

| T T
__!\
——
\\
\\/—————- - erfcyx
e
|0-2__ I 0.86 \‘
® =2 ¢ oels \
lo-?""' \\
10 4
10 °f- \
0 &
4 | i I 1
10 _g ~a 0 ) 8
Predection S/N(x) (dB)
Figure 16 Comparison of Modeled and Theoretical Error Prob-

ability Curves: Digital Case, Example 2
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x = 1(S = N or 3 = 0 dB)
- ]--
1 xg
Pym o, (10)
or X = o independent of n (11)
0
n 2P

Mow select X, such that Pe for x = 1 takes the value 10'3
{any other value could be selected, however 10_3 is perhaps a mean valun
of Pe of interest). We find that Xq = 0.161. Fiaure 17 shows plots of
Eq. 7 for this value of Xo for various values of n. Note that n determines
the shape of the curve and that the value of n = ~ matches the theoretical
curve for CW interference.

Secondly, observe that the curves on Fig. 15 are of the same
general shape except that they are shifted along the horizontal axis.
In other words, a transformation (on the dB scale) of the form

x'(dB) = x(dB) + xs(dB) (12)

applies. Or, numerically,

(13)

as a more general form, where x' is the actual value of S/N and X is

the numerical value of x' at which the reference value of Pe’ peo’ is

obtained, and which defines Xo> i.e. from Eq. 11,

1
SR
eo
If x_ is exnressed in dB, X as given in (13) is
0.23 x(dB)
x =e

S
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.

Bit Error Probability , P,

\ \ "o:‘['t"(apeo)]—I

\ \ in This Case

AN \ %0 =0.161 (Pyo=1073)

1;\ n=0

Figure 17

Signal to Interference Ratio (S/1) ,dB

- x"/x

The Function Pe= > e o
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Finally, note that Eg. 7 can be written in the original form
if we let x = x' and X, is reolaced with 50

Based on the above discussion, to obtain the narameter values in
Eq. 7 graphically, proceed as follows:
Step 1

Prepare the reference curve as in fFig. 17, where Eq. 7 is plotted
against x, with n as the parameter and all the curves pass the point
x = 1(0 d8), Peo' PeO should be chosen as the one that lies well within
the desired ranges of P of interest. In Fig. 17 P = 1073, Note that
the abscissa for x is given in dB values instead of the ordinary ratio.

Calculate x5 using

X, = - {?ﬂ(ZPeoﬂ'4 (18)

instead of Eq. 11.

Step 11

Compare the actual curve to be described; record the value of
x (= xs) corresponding to Peo'

Step 111

Shift the curve to the new position where it passes through P 0
at x = 1(0 dB). €
Step IV

Find the value of n that best fits the real curve in the desired
range.
Step V

With n determined, compute

= %, [exp(o.23)(xsﬂ” (15)

X
00

where X and n are the results of Steps Il and IV, resnectively.
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We then have

which is similar to (7) but in which X is explicitl Adefined.

Thus, one can explore the pnssibility of expressing any combination
of signal and interference performance in terms of the narameters n, x ,
and x_. )
S
4.0 CONCLUSIONS

In this repnort information has been collected showina the relation-
ships between siaqnal-to-interference ratio and the dearadation tn be

experienced in typical diqital and analoa systems, and it has been shown that

analytical relations can be postulated that closely match actual (empirical)
data.

There are two basic tasks to be completed. The first is to
demonstrate how the models develoned can be effectively implemented in
interference prediction work. This will include an evaluation of the
accuracies obtainable with various important combinations of sig.;al modula-
tion and interference, and the refinement of the model where necessary.

The second task is to try to generalize the concepts so as to permit
making estimates of degradation without reference to intermediate emnirical
results. The objective here is to differentiate tynes of signal modulation
and interference by assigning values to a minimum number of narameters, and
to make predictions entirely on the basis of these parameters.
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