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ABSTRACT

In this paper marginal investment costs are assumed known for two kinds of equipment stocks employed to supply telecommunications services: trunks and switching facilities. A network hierarchy is defined which includes important cases occurring in the field and also appearing in the literature. A different use of the classical concept of the marginal capacity of an additional trunk at prescribed blocking probability leads to a linear programming supply model which can be used to compute the sizes of all the high usage trunk groups. The sizes of the remaining trunk groups are approximated by the linear programming models, but can be determined more accurately by alternate methods once all high usage group sizes are computed. The approach applies to larger scale networks than previously reported in the literature and permits direct application of the duality theory of linear programming and its sensitivity analyses to the study and design of switched probabilistic communications networks with multiple busy hours during the day. Numerical results are presented for two examples based on field data, one of which having been designed by the multi-hour engineering method.

1. INTRODUCTION: A DESIGN SYNTHESIS PROBLEM

In this paper we treat telecommunications networks where customer demands for service are specified probabilistically between pairs of junctions according to different hours of the day. Telephone traffic may flow over a direct route which joins two distinct junctions or over an alternate route which is defined in a prespecified network routing hierarchy. Networks which permit alternate routing of traffic are termed switched because switching operations are required to alternately route a call. The network routing hierarchy permits traffic which is blocked on a direct route to be switched through other junctions. The switching process tends to smooth out the peaks of traffic loads which occur throughout the network at different times of the day. Consequently, less equipment may be required to service the overall traffic load on the network than for a similar network without alternate routings.

An example of a network routing hierarchy is given below in Figure 1. It consists of junctions A through H and two different kinds of links joining certain pairs of junctions. A link is merely a dimensionless entity whose existence indicates that telephone calls, collectively termed traffic, may flow in either direction between the two junctions which it joins, without involving any other junction than these two. A dashed line designates a direct link while a solid line designates a final link. If there is a direct link between a call-origination junction and a
call-destination junction, then a telephone connection is first attempted on this link, the first choice route. Should the first choice connection fail, then an attempt is made to alternately route the call by way of final links, and in this case the traffic is referred to as overflow traffic. Arrows in Figure 1 indicate the overflow routing scheme. In case no direct link exists between a call origin and destination, then the call is also routed along the final links. Should a connection on final routes fail, we say that the call is "lost," and the caller must try to place the call again.

![Diagram of a network hierarchy with direct and final links](image)

**Figure 1.** A network hierarchy with direct (---) and final (——) links. Overflow from a direct link onto a final link is indicated by an arrow.

The basic problem attacked in this paper is one of design synthesis: solve for least-cost equipment changes in a given network routing hierarchy which are sufficient to meet altered point-to-point customer demands for service during different times of day to within a prescribed blocking probability. The emphasis is on the provision of a telecommunications service by an optimal use of available equipment. The model we develop includes a probabilistic specification of customer demand by time of day and includes alternate routings, where each direct link has a uniquely specified alternate route in the hierarchy. It is a nonlinear integer program $P$, which takes as a basic "unit" of equipment the concept of a "trunk." The terminology requires elucidation.

In this paper a trunk shall merely refer to a channel which is required in order for a telephone call to transpire between two junctions in either direction. As such, it is a dimensionless quantity. The call carrying capacity of a trunk depends on the probabilistic mechanism underlying customer calling patterns. For example, during a fixed hour a trunk could carry 60 one-minute serially placed telephone calls. Under this discipline the total carried load during the
hour is 3600 call-seconds, denoted 36 CCS. In the language of queueing theory, we observe that the probability of a call being blocked is zero. On the other hand, should a demand for 60 one-minute calls occur simultaneously, then the offered load is still 36 CCS, but only 0.6 CCS is actually carried. The blocking probability is now 59/60.

A collection of trunks joining two distinct junctions is merely referred to as a trunk group. It is convenient to view a link as a trunk group. According to network engineering principles, it has been customary to assume that customer originated calls are generated by Poisson process and are assigned sequentially to a trunk group. These assumptions yield an important property which is fundamental to our development of a good linear programming approximation to the nonlinear integer program \( P \), namely, that the carried load on the last trunk is monotonically decreasing with the number of trunks, see Messerli [13]. The necessary results upon which the linear programming construction is based are proved in the Appendix.

The nonlinear and linear supply models of this paper employ certain concepts of unit costs with respect to both trunking and switching. The definition of "cost" shall be limited to the incremental investment cost of providing a trunk on the direct route between two junctions, and the incremental investment cost of providing a trunk along the uniquely specified alternate route connecting these two junctions. In addition, we shall include unit switching investment costs per CCS as a crude approximation for switching investments stemming from switching calls from one trunk group to another.

Finally, we present linear programming solutions for two network hierarchies occurring in the field, one of which has been designed using nonlinear steepest descent methods, see Eisenberg [5] and Elsner [6]. This section also contains a user's guide for implementation of the model.

2. APPROACHES TO DETERMINE TRUNKING AND SWITCHING REQUIREMENTS TO MEET DEMAND FOR SERVICE

Over the past 30 years it appears that there have been at least two basic approaches to the design synthesis problem discussed in the previous section.

The basic thrust of our paper proceeds according to what we term the first approach to the design problem. It incorporates specific probability distributions for each parcel of traffic, where a parcel is merely that portion of traffic which follows specific routes in the network. Different parcels experience different blocking probabilities, even on the very same trunk group. For example, a given trunk group may accommodate customer originated traffic governed by the Poisson probability distribution, and the group may also accomodate overflow traffic which is "peaked," in the sense that the mean of the distribution is less than its variance. Investigations of the blocking probabilities of individual parcels have been made by Wilkinson [20], Katz [12], and more recently by Deschamps [4].

The pioneering work representing a probabilistic approach which has had widespread use throughout the telecommunications industry is the 1954 paper by Truitt [19]. The generally accepted name of the method reflects the fact that economic considerations are also part of the analysis. The method is termed the "ECCS-method," where the letter "E" stands for "economic." The method was introduced by Truitt for the simplest of routing hierarchies consisting of a triad of junctions with one overflow possibility, and one specific time of day (single hour). The solved-for variables are the specific sizes of all trunk groups.

Further important extensions of the ECCS-method occurred in three directions. First, more accurate refinements of the overflow distributions themselves were made following the
which meet constraints on blocking probabilities for more than one time of day in the same cost minimization model, see Rapp [15] and Eisenberg [6]. It appears that it is necessary to consider overflow traffic for multiple times of day in order to determine trunk group sizes which meet stated blocking probability constraints. In addition, networks based on field data have been reported in Eisenberg [5] and Lsner [6] where potential cost savings may be realized by incorporating multiple times of day.

The second major approach to determine levels of telecommunications equipment appeared in the 1956 paper of Kalaba and Juncosa [11]. Their approach is based on a linear programming model for a classical routing problem having variable link capacities, and as such is a large scale one. Several contrasts to the first approach (embodied in the ECCS method) are apparent.

First, the parcels of traffic in the Kalaba-Juncosa model are deterministic. Traffic originating at junction  and terminating at junction  is a given constant, . Second, demands are specified for each year (or other relevant time period), in contrast to a specification for multiple "hours" within a fixed time period. Consequently, link capacities may be specified for ensuring future periods, but the impact of multiple busy periods within a given period has not been modeled.

In spite of severe deterministic assumptions, the pioneering linear programming model of Juncosa and Kalaba can theoretically accommodate all conceivable routing possibilities, for their traffic variables are indexed by an origin-destination point pair and also an intermediate switching point, over all possible triads.

About 5 years after the Juncosa-Kalaba paper, a series of papers written by Gomory and Hu on communication network flows appeared in the SIAM Journal [8], [9], [10]. Their work occurred over a 4-year period and expanded significantly the size of the linear programming network models that could be treated computationally. They were able to combine features of generalized linear programming decomposition techniques with efficient Ford-Fulkerson methods for solving network subproblems. Gomory and Hu also stressed the importance of including communications demands indexed by time, such as time of day, . They proceeded under the reasonable assumption that the time variable assumes only a finite number of values. Alternatively, one could employ a continuous load curve with time-of-day varying demand.

Gomory and Hu illustrated their computational approach on a 10-node, 20-arc network with demands for two different time periods, and a given set of unit capacity (expansion) costs.

Based on discussions with engineers in the field, principally from the Long Lines Company of AT & T, we have found that both approaches have had significant impact in the actual design of telecommunications networks. The completely deterministic approach (the second approach) has been particularly important in delineating first choice, second choice, etc. alternate routes between pairs of junctions to be used in defining a network hierarchy. Once a network hierarchy is established, economies of scale are then achievable according to optimal use of the underlying probability distributions of originating and alternately routed customer traffic.

A convenient characterization of a network hierarchy, very useful to our approach, is introduced in the next section.
3. CHARACTERIZATION OF A NETWORK HIERARCHY

3.1. The Hierarchy Matrix

Given a network hierarchy such as Figure 1, let us list the junctions, termed points, as \( p_1, p_2, \ldots, p_q \) where \( q \) is a positive integer. By a calling pair we shall mean an ordered pair of distinct points \((a, b)\), "a" being referred to as origin and "b" as destination.

In Section 1 we defined what is meant by direct and final links. Any two distinct points may or may not be joined by a link, but no two points can be joined by both a direct and a final link. Each link may carry traffic for each of its two calling pairs, since traffic may flow in either direction between the two points it joins. For any calling pair \((a, b)\) we assume that a call can be routed via a unique sequence of final links, which we shall term the final routing of the calling pair \((a, b)\).

Let us list the set of final links by the positive integers, \( J = 1, 2, \ldots, K \). We list the set of calling pairs also by positive integers, \( i = 1, 2, \ldots, N \), where \( N = q(q-1) \) is the total number of calling pairs in the network.

For purposes of algebraic representation we display final routing as a matrix which has a row for each calling pair \( i \) and a column corresponding to each final link, \( J \). We term this matrix the hierarchy matrix, denoted \( \Pi \), and specify the entry in the \( i \)-th row and \( J \)-th column to be a nonnegative integer defined as follows:

\[
\pi_{ij} = \begin{cases} 
\text{the integer-valued position of the } J \text{-th final link in the final routing of} \\
\text{calling pair } i, \text{ if final } J \text{ belongs to this sequence} \\
0, \text{ otherwise}
\end{cases}
\]

Observe that the row indices of the nonzero entries in the \( J \)-th column represent all the calling pairs which utilize final \( J \) in the final routing of calls. We denote the set of these nonzero indices \( \Pi_J \).

A certain subset of the calling pairs may also be served by direct links, such as the ones drawn as dashed lines in Figure 1. These calling pairs are known as high usage calling pairs, and the direct links as high usage links. The case where there are no high usage links may be treated without loss of generality as one with high usage links having 0 number of trunks. Each high usage link provides a direct, first choice route exclusively for traffic between its endpoints, in both directions, while the remaining nonhigh usage calling pairs rely solely on final routing. Overflow traffic from a high usage calling pair shall merely follow the uniquely specified final routing for the pair.

Each high usage link is associated with two high usage calling pairs, each with the same points, but oppositely ordered. Thus, if there are \( M \) number of high usage links, there are \( 2M \) number of high usage calling pairs, and \( 2M \) is an even integer. Observe also that \( N \), as the product of an odd and an even integer, is itself an even integer, and so for some integer \( V \), \( N = 2V \).

This discussion suggests relabelling the calling pairs using the integers \(-V, \ldots, 2, 1, 1, 2, \ldots, V\). For instance, \(-1\) and \(-1\) represent pairs of the same two points, but with opposite ordering, meaning the opposite direction for traffic. Let us further specify that the integers \(-M, \ldots, 1, 1, \ldots, M\) are reserved for high usage pairs. Since existence of final
links is assumed and no calling pair is joined by both a direct and a final link, it follows that $M < N$. Moreover, it is a nonhigh usage calling pair if and only if $|i| > M$.

Consider Figure 1 for the purposes of illustration. There are 8 nodes, so there are $8^2 - 8 = 56$ calling pairs. Thus $N = 56/2 = 28$. There are 7 final links, and 8 high usage links, hence 16 high usage pairs, labelled 8, 7, ..., 1, 1, 2, ..., 8. The remaining calling pairs, labelled 28, ..., 9, 9, ..., 28 are serviced only by final routing. A portion of the hierarchy matrix is given in Table 1. The full matrix has 56 rows, and 7 columns.

### Table 1. A Portion of the Hierarchy Matrix of Figure 1

<table>
<thead>
<tr>
<th>Calling Pair and Its Integer Index</th>
<th>Final Link and Its Integer Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AB</td>
</tr>
<tr>
<td>(G,B)</td>
<td>2</td>
</tr>
<tr>
<td>(H,B)</td>
<td>1</td>
</tr>
<tr>
<td>(L,B)</td>
<td>1</td>
</tr>
<tr>
<td>(R,B)</td>
<td>1</td>
</tr>
<tr>
<td>(L,J)</td>
<td>2</td>
</tr>
<tr>
<td>(L,J)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

By labelling the high usage links by the integers 1, ..., $M$, we can have link $I$ correspond to the high usage pairs $1$ and $I$. We then relabel the final links as $M + 1$, ..., $M + K$, and relabel the rows and columns of the hierarchy matrix in the same manner as we did the calling pairs and final links, respectively. Thus, $N$ refers to the first row in the matrix, and $(M + 1)$ the first column, but this departure from orthodox notation is compensated for by added convenience. In practice it is only a matter of defining two label vectors.

To summarize the listings, when we write "link (or trunk group) $L$", "high usage link $I$", and "final link $J$" it shall be understood that $L \in \{1, \ldots, M + K\}$, $I \in \{1, \ldots, M\}$, and $J \in \{M + 1, \ldots, M + K\}$ respectively. Similarly for "calling pair $i$" and "high usage calling pair $i$", $j \in \{-N, \ldots, -1, 1, \ldots, N\}$ and $i \in \{-M, \ldots, -1, 1, \ldots, M\}$ respectively.

### 3.2. Classifying Point-to-Point Offered Loads

For each calling pair $i$ there is a nonnegative demand for traffic denoted a termed *originating traffic*. Traffic is usually stated in units of erlangs, or in hundred call-seconds per hour (CCS) as discussed in Section 1.

Let $J$ be a fixed final link. Traffic parcels offered to $J$ consist of two types: overflow traffic from high usage calling pairs, and final-routed traffic from nonhigh usage calling pairs. The types are distinguished because of their different probability distributions, as seen in the next section.
Because of this distinction, it is useful to separate $H_1$ into two subsets $H_1^a$ and $H_1^b$. In the first subset, $H_1^a = H_1^a \leq 1$, i.e., the high usage calling pairs overflowing onto final link $J$ and $H_1^b = H_1^b > 1$, i.e., those non-high usage calling pairs utilizing $J$ in their final routing.

Because of the distinction, it is useful to separate $H_1$ into two subsets $H_1^a$ and $H_1^b$. In the first subset, $H_1^a = H_1^a \leq 1$, i.e., the high usage calling pairs overflowing onto final link $J$ and $H_1^b = H_1^b > 1$, i.e., those non-high usage calling pairs utilizing $J$ in their final routing.
Assume that calls are assigned sequentially to a trunk group consisting of \( n \) trunks. Let \( \lambda \) denote the average customer arrival rate according to the Poisson distribution. The only assumption required on customer calling time is that it has finite mean \( \mu \). Otherwise, it may be arbitrarily distributed. Under these conditions the probability that all of the \( n \) trunks in the group are busy is given by the classical Erlang-B formula:

\[
B(n,a) = (a^n / n!) \sum_{k=0}^n (a^n / k!)
\]

for \( a = \lambda \mu \), with its units termed erlangs. The history of the original Erlang formula and its important generalizations may be found in Gnedenko-Kovalenko [7] and Syski [18].

An erlang is thus a measure of the flow of traffic per unit time. In the traffic engineering literature an erlang is one call-hour per hour, or equivalently 36 CCS per hour. The "hour" as the unit of time is so standard, it is usually dropped, and one says an erlang is 36 CCS. The value \( a \) in the Erlang formula is termed the mean of the offered load to the given trunk group. The expected overflow traffic is then \( B(n,a) \). With traffic flowing in both directions, similar formulas apply.

Suppose for some integer \( i \), \( -M \leq i \leq M \), a traffic intensity \( a_i \) from high usage calling pair \( i \) is offered to high usage link \( l \) consisting of \( x_l \) number of trunks, where \( l = |i| \). (Through the paper we shall always take \( l = |i| \) in that context.) According to (2) above, the probability that all \( x_l \) trunks are busy is \( B(x_l, a_i + a_i) \), recalling traffic intensity \( a_i \), running in the reverse direction shares the trunks on \( l \). Hence, \( a_i B(x_l, a_i + a_i) \) is the expected amount of traffic overflowing to the first link, \( j \), in the final route sequence of \( i \). Final link \( j \), however, carries other parcels of traffic as well, as seen in Section 3.2: overflows from the other high usage calling pairs represented in \( II_1 \), and traffic from the nonhigh usage pairs represented in \( II_2 \). We next formalize the idea of the quality of service of the network and introduce a useful assumption on the marginal capacity of a trunk group.

### 4.2. Network Quality of Service and an Assumption on Marginal Capacities

The important benefits of being able to compute changes in equipment stock to meet changes in demand were recognized much earlier by Kalaba and Juncosa [11], Gomory and Hu [8], [9], [10] and others. Fortunately, incremental studies on the network hierarchy introduced in Section 3 permit certain simplifying assumptions that make computations attractive. These assumptions relate to the concept of the marginal capacity of an additional trunk at a prescribed blocking probability. The resulting supply model is an optimization which is much simpler than would be possible when constructing a network ab initio. The assumptions and model are now presented.

**DEFINITION:** Assume \( Q_i \), the traffic offered to a given link \( L \) at time \( i \), has a fixed probability distribution, and let \( m(Q_i) \) denote its mean. Given that \( L \) consists of \( x_L \) number of trunks, let \( \mu_L(x_L, Q_i) \) denote the mean of the overflow distribution. The carried load is that portion of the offered load which does not overflow. For the case that \( L \) is a final link \( J \), the quality of service \( \rho_J \) of final link \( J \) is defined by \( \rho_J = 1 - p_J \), where

\[
p_J = \max_{i} \frac{\mu_L(x_L, Q_i)}{m(Q_i)}
\]
Since the overflow is less than the offered load, \( \rho'_j \) lies between 0 and 1. The mean of the carried load is \( m(Q_j) = \mu_j(x_j, Q_j) \). According to the network hierarchy, overflow from any final link is lost. Let us illustrate how these definitions are employed in calculating carried loads on serially connected final links, in a simple example consisting of final links 1, 2, and 3 as shown:

Assume that the only offered loads on 2 and 3 stem from carried loads on 1 and 2, respectively. Assume that there is only one time of day \( t_0 \) and one quality of service \( p \). Thus,

\[
\frac{\mu_j(x_j, Q_j)}{m(Q_j)} = \rho'_j.
\]

and \( m(Q_{j+1}) = m(Q_j) - \mu_j(x_j, Q_j) \) for \( J = 1, 2 \). Hence, \( m(Q_{j+1}) = m(Q_j)p, J = 1, 2 \) and so \( m(Q_3) = m(Q_1)p^2 \).

A formal extension of this argument shows that for any final link \( J \) the mean of the overflow from any high usage calling pair \( i \in \mathbb{N}_J \) is at least

\[
\frac{a_j\bar{B}(x_j, a_j' + a_j')p}{\gamma_j} \geq \rho' (1 - \rho),
\]

providing \( \mathbb{N}_J \) is nonempty and where \( \rho = \max(\rho_j|J = M + 1, \ldots, M + K} \).

**Marginal Capacity Assumption**

Let \( \rho \) be fixed. For each \( J \) we assume that there exist two positive constants \( y_j \) and \( h_j \) such that if \( \tau^+ \) and \( \tau^- \) are two offered loads having probability distributions, and \( m(\tau^+) > 0 \), then

\[
\max_{y_j} \frac{\mu_j \left( x_j + \frac{m(\tau^+)}{\gamma_j}Q_j + \tau^+ \right)}{m(Q_j + \tau^+)} \leq \rho' \quad (= 1 - \rho),
\]

and if \( 0 < m(\tau^-) \leq b_j \) then

\[
\max_{y_j} \frac{\mu_j \left( x_j - \frac{m(\tau^-)}{\gamma_j}Q_j - \tau^- \right)}{m(Q_j - \tau^-)} \leq \rho',
\]

where \( \lfloor x \rfloor \) is the smallest integer greater than or equal to \( x \), termed the integer round up of \( x \), and where \( \lceil x \rceil \) is the largest integer less than or equal to \( x \) termed the integer part of \( x \). \( y_j \) is termed the marginal capacity of an additional trunk at quality of service \( p \).

Inequality (4a) states that when \( \lfloor m(\tau^+)\gamma_j \rfloor \) number of trunks are added to final link \( J \), then at least an additional amount of traffic \( \mu \tau^+ \) is carried. Inequality (4b) states that when \( \lceil m(\tau^-)\gamma_j \rceil \) number of trunks are removed from the trunk group, then the decrease in carried traffic is at most \( \rho \tau^- \).

We assume throughout that each high usage group \( I \) consists of \( x_I \) (integer) number of trunks, and that each final group \( J \) consists of \( y_j \) number of trunks, establishing what we term the existing network. It is further assumed that the existing network can supply all service demanded \( a_j \) for all pairs \( i \) and all times of day \( t \) with the provision of a quality of service \( p \).
4.3. A Nonlinear Integer Programming Formulation for the Network Hierarchy of Section 3

The first task is to develop an expression for the sum of the traffic parcels of Section 3.2 offered to a final link \( J \) of the existing network.

4.3.1. Sum of Overflow Parcels Offered to Final \( J \)

Summing the mean overflows in (3) yields a lower bound for the mean total overflow traffic parcels offered to trunk group \( J \). Let this sum be denoted by \( L^J_{i}(r) \), i.e.,

\[
L^J_{i}(r) = \sum_{\pi} a^i B(\gamma_{\pi}, a^i) a^i \mu^{\pi_{\gamma}} \frac{\pi_{\gamma}}{\pi_{\pi}},
\]

for each final trunk group \( J \), where we define \( \frac{\pi_{\gamma}}{\pi_{\pi}} = 0 \) if \( \pi_{\gamma} = 0 \). (This convention shall be used throughout the paper.) Thus, a term in the summation stemming from calling pair \( i \) is automatically set to 0 if final link \( J \) does not belong to the final routing of \( i \). For the case that \( \Pi_i^J \) is empty, (5) automatically reduces to zero, a case, for example, which does not occur in Figure 1. An upper bound on the total overflow traffic to \( J \) is obtained by deleting the \( \mu \)-term in expression (5).

4.3.2. Sum of Parcels Offered to Final \( J \) from Nonhigh Usage Calling Pairs

For any \( k \in \Pi^J \), it follows analogously to (4) that the expected portion of originating traffic parcel \( a_k \) offered to trunk group \( J \) is \( a_k \mu^{\gamma} \cdot \frac{\pi_{\gamma}}{\pi_{\Pi_i^J}} \), provided that \( \Pi_i^J \) is nonempty. Summing all these parcels of traffic yields a sum which we denote \( L^J_{i}(r) \):

\[
L^J_{i}(r) = \sum_{\gamma \in \Pi_i^J} a_k \mu^{\gamma} \cdot \frac{\pi_{\gamma}}{\pi_{\Pi_i^J}}.
\]

4.3.3. A Constraint on the Sum of All Traffic Offered to Final \( J \)

The maximum total expected offered load \( E_J \), which final group \( J \) of the existing network can service at blocking probability \( 1 - p \) is the maximum, over all times of day \( t \), of the sums of both types of expected offered load parcels. Accordingly,

\[
E_J = \max \{ E^J_{i}(r) + L^J_{i}(r) \}.
\]

Our modeling approach is basically an incremental one involving (i) modified offered loads \( \tilde{a}_i \) for all pairs \( i \), (ii) modifications of the number of trunks \( \hat{\gamma}_i, i = 1, \ldots, M + K \), and (iii) a modification in the network service quality \( \hat{\mu} \). Under these three kinds of modifications, we may define quite analogously to (5) and (6) the expressions

\[
\tilde{L}^J_{i}(r) \text{ and } \tilde{L}^J_{i}(r),
\]

and analogous to (7) write

\[
\tilde{E}_i = \max \{ \tilde{L}^J_{i}(r) + \tilde{L}^J_{i}(r) \}.
\]

The difference \( \tilde{E}_i - E_i \) is the mean of the additional traffic distribution on final link \( J \) and so our assumption on capacities applies. Therefore, if \( \tilde{E}_i - E_i > 0 \), then by case (4.1), only \( \gamma^J = \gamma_i \) number of trunks need be added to final group \( J \), where \( \gamma_i \) is the marginal...
capacity of an additional trunk at blocking probability $\hat{\mu}$. Let $Y_i$ denote the integer number of trunks required in group $J$ in order to service initial demand $E_j$ at the new service quality $\hat{\mu}$. Hence, we obtain a feasibility requirement on the modified $J$ trunk group size $\hat{x}_j$,

$$
\hat{E}_j - E_j \leq Y_j(\hat{x}_j - Y_j)
$$

where $\hat{x}_j$ is integer.

If $\hat{E}_j - E_j < 0$, then we invoke a stronger version of the marginal capacity assumption regarding case (4b). We require that $\tau_j \equiv |\hat{E}_j - E_j|$, a quantity which depends on the $\hat{x}_j$ and certain $\hat{x}_j$ (high usage size) variables, lie within the $0$ to $b_j$ range required in order for (4b) to hold. In other words, when $|\hat{E}_j - E_j| < b_j$ number of trunks are removed from $Y_j$, the resulting number of trunks,

$$
\hat{x}_j = Y_j - 1|\hat{E}_j - E_j|/b_j
$$

may be offered the modified load at blocking probability $(1 - \hat{\mu})$. It follows that the same feasibility requirement as (9) holds for this case too.

The system of inequalities (9), one inequality for each final group $J$, shall determine a set of constraints for the nonlinear supply model, and we shall write these constraints in greater detail when actually specifying the model. But, first we need to take account of the total switched traffic in the network.

4.3.4. Accounting for Total Switched Traffic

Let us work with the modified loads $\hat{a}_i$, modified number of trunks $\hat{x}_j$, and modified service quality $\hat{\mu}$.

Let $\tilde{S}_i$ denote the total switched traffic throughout the network at time $t$. We shall now show that

$$
\tilde{S}_i = \sum_{j=1}^{M} \sum_{k=1}^{M} \{ \hat{a}_i B(\hat{x}_j, \hat{a}_j + \hat{a}_j) \hat{\mu}^{\pi_{j} - 1} \} \left[ \frac{\pi_{j}}{\pi_{j}} \right] + \sum_{j=1}^{M} \sum_{k=1}^{M} \{ \hat{a}_i B(\hat{x}_j, \hat{a}_j + \hat{a}_j) \hat{\mu}^{\pi_{j} - 1} \} \left[ \frac{\pi_{j}}{\pi_{j}} \right].
$$

The amount of overflow traffic from high usage calling pair $i$ destined for final $J$ is $\hat{a}_i B(\hat{x}_j, \hat{a}_j + \hat{a}_j) \hat{\mu}^{\pi_{j} - 1}$. However, before this particular parcel reaches $J$ it must be consecutively switched at the point of origin, and the $(\pi_{j} - 1)$ points along the alternate route. Therefore, in this case the amount of switched traffic is:

$$
\hat{a}_i B(\hat{x}_j, \hat{a}_j + \hat{a}_j) \hat{\mu}^{\pi_{j} - 1}
$$

The same analysis applies to traffic from calling pairs served only by final routing. The traffic switched due to the originating load $\hat{a}_i$, $k \in J$, requiring final $J$ for completion is

$$
\hat{a}_i \hat{\mu}^{\pi_{j} - 1}
$$
We now sum (11) over all high usage pairs and then over all finals. Similarly, (12) is summed over all remaining pairs and then over all finals. Finally, summing these two yields (10).

4.3.5. Cost Assumptions and the Nonlinear Model

Analogous to Eisenberg [5] and Eisner [6] we shall invoke simplifying cost assumptions for trunks and switching. We shall employ unit marginal investment costs per trunk and shall use the same cost for augmenting a trunk group as for diminishing a trunk group. We shall denote the marginal cost per trunk for trunk group $L$ by $c_L > 0$, $L = 1, \ldots, M + K$.

Changes in switching investment costs shall be approximated by using a marginal switching investment cost $c$ per CCS of switched traffic, as for example in Eisenberg [5].

In the absence of real data and analogous to Eisenberg [5] we can merely set $c_L = $1000 for each trunk in group $L$, final or high usage, and also set $c = $62 (per CCS).

We are now ready to state the basic nonlinear programming supply model.

PROGRAM P: Assume an existing network (Section 3) has demands $a_{ij}$ for all pairs $j = 1, \ldots, N$, integer group sizes $x_i$ for high usage and final groups: $L = 1, \ldots, M + K$, and an overall network service probability $\rho$ with marginal capacities $\gamma_j$, $J = M + 1, \ldots, M + K$. Let modified positive demands be denoted by $\tilde{a}_{ij}$, and let $\tilde{\rho}$ denote a modified service probability with marginal capacity $\tilde{\gamma}_j$, $J = M + 1, \ldots, M + K$. Assume that $c_L$ is the cost per trunk on trunk group $L$, $L = 1, \ldots, M + K$, and that $c$ denotes the switching cost per CCS. Let $E_j$ be defined according to (7). Compute

\[ M_P = \min \sum_{j=1}^{M+K} c_L \tilde{x}_j + \tilde{S} \]

from among nonnegative integers $\tilde{x}_j$ for $L = 1, \ldots, M + K$, and real $\tilde{S}$ which satisfy:

\[ \sum_{j=1}^{M+K} \tilde{a}_j \tilde{B} (\tilde{x}_j, \tilde{a}_j', \tilde{a}_j') \tilde{\rho} \left( \frac{\pi_{j \rho}}{\pi_{j \rho}} \right) \left( \frac{\pi_{j \rho}}{\pi_{j \rho}} \right) \]

\[ + \sum_{M+1 \leq j < N} \sum_{k \leq \gamma_j} \tilde{a}_j \tilde{\rho} \left( \frac{\pi_{j \rho}}{\pi_{j \rho}} \right) \left( \frac{\pi_{j \rho}}{\pi_{j \rho}} \right) - E_j \leq \tilde{\gamma}_j (\tilde{x}_j - Y_j) \]

for each final $J$ and each $t$, where $Y_j$ is the required number of trunks in $J$ for a $\tilde{\rho}$ service probability, the $B$-function given in (2), and

\[ \sum_{j=M+1}^{M+K} \sum_{k \leq \gamma_j} \tilde{a}_j \tilde{B} (\tilde{x}_j, \tilde{a}_j', \tilde{a}_j') \tilde{\rho} \left( \frac{\pi_{j \rho}}{\pi_{j \rho}} \right) \left( \frac{\pi_{j \rho}}{\pi_{j \rho}} \right) \]

\[ + \sum_{M+1 \leq j < N} \sum_{k \leq \gamma_j} \tilde{a}_j \tilde{\rho} \left( \frac{\pi_{j \rho}}{\pi_{j \rho}} \right) \left( \frac{\pi_{j \rho}}{\pi_{j \rho}} \right) \leq \tilde{S} \]

for each $t$.

\[ \text{In practice, one rarely takes away existing equipment, but merely waits until the normal growth in message volume takes up the current slack.} \]
Observe that the system of inequalities (13b) is merely (9) with full detail of the terms \( \hat{t}_j \) showing the \( \hat{x}_j \) as variables. On the other hand (13c) merely defines the maximum switched traffic in the network according to (10).

It is obvious that Program P is consistent because the \( \hat{x}_j \) variables may be taken arbitrarily large as well as the \( x \) variable. P must have a finite minimum. Otherwise, some \( \hat{x}_j \) necessarily become arbitrarily large and since all cost coefficients are positive, the objective function would arbitrarily increase which is a contradiction.

Program P is a nonlinear integer programming problem which can be well approximated for practical purposes by a continuous convex program. In fact, even more can be done. Program P can be approximated by a finite linear program based on the special convexity property and monotonicity property of the Erlang \( B \)-function, see Messerli [13]. We focus now on how the linear programming approximation is constructed.

5. A LINEAR PROGRAMMING APPROXIMATION TO THE NONLINEAR PROGRAM P

5.1. The Convexity Properties of the Blocking Probabilities

In engineering practice, the definition of the "load on last trunk" with respect to a trunk group of size \( n + 1 \) which is offered the load "a" is defined by

\[
D(n,a) = B(n,a) - B(n + 1,a)
\]

where the Erlang \( B \)-function is defined in (2), for \( n = 0, 1, \ldots \), with \( B(0,a) = 1 \). Observe that \( D(n,a) > 0 \) for each nonnegative integer \( n \). Messerli [13] gives a proof that for any fixed \( a > 0, D(n,a) \) is strictly decreasing in the nonnegative integer variable \( n \).

\[
D(n + 1,a) < D(n,a)
\]

for \( n = 0, 1, \ldots \).

For "\( a \)" fixed define the polygonal function \( \tilde{B}(\cdot,a) \) from the non-negative reals to the non-negative reals by

\[
\tilde{B}(x,a) = -D(n,a)x + (n + 1)B(n,a) - nB(n + 1,a)
\]

where \( n \) is the integer part, \( \lfloor x \rfloor \), of \( x \). Note that \( \tilde{B}(r,a) = B(r,a) \) for each nonnegative integer \( r \).

The graph of the polygonal function \( \tilde{B}(\cdot,a) \) reveals its convexity and monotonicity properties, which are basic for the construction of the linear program.

For each nonnegative integer \( n \) the left-hand side of (16) defines an affine function on the nonnegative reals. The following cumulative-type expression for this affine function follows from Charnes-Cooper [11], pages 352-353.

For a fixed nonnegative integer \( n \)

\[
-D(n,a)x + (n + 1)B(n,a) - nB(n + 1,a) = 1 + \sum_{r=0}^{\infty} (c_r - c_{r+1}) (x - r)
\]

for every real nonnegative \( x \), where \( c_0 = 0 \) and \( c_r = -D(r,a) \) for \( r = 0, 1, \ldots \).
As strongly suggested by Figure 3, the following proposition yields a uniquely determined system of supporting hyperplanes for the epigraph $K$ of the function $F(x,a)$. The proposition and its three corollaries shall be proved in the Appendix.

**PROPOSITION 1:** Let $K$ be the epigraph of $F(x,a)$, $K = \{(z,x) \in \mathbb{R}^2 | x \geq 0 \text{ and } z \geq F(x,a)\}$. Let $L$ be the set of all $(z,x)$ in $\mathbb{R}^2$ which satisfy the semi-infinite system of linear inequalities

\[(18) \quad z - 1 \geq \sum_{\nu} (c_{\nu} - c_{\nu+1}) (x - r_{\nu}) \]

for $x \geq 0$ and $n = 0, 1, 2, \ldots$.

Then $K = L$ and $K$ is nonempty.

**COROLLARY 1:** Let $x$ be nonnegative real. The $(F(x,a),x)$ satisfies each inequality of (18) strictly except for (i), the inequality indexed by $[x]$ i.e., the inequality

\[z - 1 \geq \sum_{\nu} (c_{\nu} - c_{\nu+1}) (x - r_{\nu}) \]

which it satisfies as an equality, and (ii) possibly the inequality indexed by $[x] - 1$ when $x \geq 1$. The latter inequality is satisfied as an equality if and only if $x$ is a positive integer.

**COROLLARY 2:** Let $n$ be a positive integer and set $K = K \cap \{(z,x) | 0 \leq x \leq 1\}$. Let $L_n$ be the set of all $(z,x)$ which satisfy
\[ z - 1 \geq \sum_{i=0}^{n} (c_i - c_i) (x_i - t_i), \quad x_i \geq 0 \]

for \( n = 0, 1, \ldots, V - 1 \). Then \( K' = L' \).

**Corollary 3.** \((z,x) \in K'\) is an extreme point of \( K' \) if and only if \( x \) is a nonnegative integer and \( z = B(x,u) \).

In view of Figure 3, which reflects the basic integer convexity property (15), these results are intuitively clear. They are formally proved in the Appendix.

### 5.2. The Key Approximation and the Linear Program

We now replace in Program P the \( B \)-function by the polygonal \( \hat{B} \)-function, and the integrality conditions on the \( \bar{\bar{x}}_j \) variables are removed. Finally, upper bounding constraints \( \bar{\bar{x}}_j \leq V_j \) are imposed, where the \( V_j \) are large positive integers.

The next step replaces each term \( \hat{a}^j B(x_j, \bar{a}^j + \hat{a}^j) \) in (13) with the new variable \( z' \) and requires that

\[ \hat{a}^j \hat{B}(x_j, \bar{a}^j + \hat{a}^j) \leq z' \]

The new approximation program so obtained, denoted \( P' \), is the following.

**Program P'**

Same assumptions set as in P. Let \( V_j \) be large positive integers for high usage links. Compute

\[
M_p = \min \sum_{j=1}^{M} c_j \bar{x}_j + \hat{S}
\]

from among reals \( \bar{x}_j \), \( z' \), and \( \hat{S} \) which satisfy:

\[(19a)\]
\[
X_j(t) \leq \bar{x}_j, \text{ where } X_j(t) = \left[ \sum_{t=0}^{\tilde{t}} B_{\tilde{t}}(x_j, \bar{a}_j + \hat{a}_j) \right] \left[ \frac{\pi_{ij}}{\pi_{ij}} \right] + \sum_{j=1}^{M} \hat{a}^j \hat{p}_j \left[ \frac{\pi_{ij}}{\pi_{ij}} \right] - E_j + \bar{\bar{y}}_j \right] \hat{y}_j
\]

for each final \( j \) and each \( t \), and

\[(19b)\]
\[
S(t) \leq \hat{S}, \text{ where } S(t) = \sum_{j=1}^{M} \sum_{t=0}^{\tilde{t}} \left[ B_{\tilde{t}}(x_j, \bar{a}_j + \hat{a}_j) \right] \left[ \frac{\pi_{ij}}{\pi_{ij}} \right] + \sum_{j=1}^{M} \sum_{t=0}^{\tilde{t}} \left[ \hat{a}^j \hat{p}_j \right] \left[ \frac{\pi_{ij}}{\pi_{ij}} \right]
\]

for each \( t \), and

\[(19c)\]
\[
\hat{a}^j \hat{B}(x_j, \bar{a}_j + \hat{a}_j) \leq z'
\]

for each high usage calling pair \( i \) and time \( t \), and

\[(19d)\]
\[
0 \leq \hat{x}_t \leq V_t
\]

for each high usage link \( t \).
It is obvious now in view of Corollary 2 that \( P' \) is equivalent to the finite linear program denoted \( \text{LP}' \), obtained by replacing (19d) with the finite system of linear inequalities

\[
\tilde{a}'_j D(\tilde{a}'_j + \tilde{a}'_j, \tilde{x}_j + z'_j) \geq \tilde{a}'_j (\nu + 1) B(\nu, \tilde{a}'_j + \tilde{a}'_j)
\]

for \( \nu = 0, 1, \ldots, L_j - 1 \), and each high usage pair \( i \) and each \( t \). It is equally obvious that \( \text{Program } \text{LP}' \) is consistent and has a finite minimum since the \( \tilde{x}_j \) variables are bounded and all cost coefficients are positive. Hence \( P' \) itself has optimal solutions.

We now use Corollary 1 of Proposition 1 to discuss the cost effects due to using an optimal solution of \( P' \) as a solution to the integer program \( P \). If high usage size \( \tilde{x}_j^* \) is not an integer, then \( (\tilde{B}(<\tilde{x}_j^*>, \tilde{a}'_j + \tilde{a}'_j), <\tilde{x}_j^*>) \) is in the epigraph of \( \tilde{B}(\nu, \tilde{a}'_j + \tilde{a}'_j) \) for each \( t \), where \( <\tilde{x}_j^*> \) is the integer roundup. The roundup introduces an increase in the total cost associated with high usage group \( J \). \( (<\tilde{x}_j^*> - \tilde{x}_j^*)_{\tilde{z}_j} \), where \( 0 < <\tilde{x}_j^*> - \tilde{x}_j^* < 1 \). An offsetting cost effect from final groups \( J \) and switching \( S \) occurs because from the monotonicity of \( \tilde{B}(\nu, \tilde{a}'_j + \tilde{a}'_j) \), each \( \tilde{z}_j \) does not increase.

Finally, in order to insure quality of service \( \tilde{p} \), noninteger final group sizes \( \tilde{x}_j \) should be rounded up, thereby increasing total costs. Numerical estimates of these various offsetting cost effects due to round up of trunk group sizes determined by \( \text{Program } P' \) have not been obtained. It appears to us that such estimates must stem from numerical experiments on field data. Certainly, as strongly suggested by Figure 3 and Proposition 1 and its Corollaries, integer programming pathologies from straightforward rounding processes do not occur.

Because of the linear inequality system (20), \( \text{Program } \text{LP}' \) may be quite large and for practical purposes it would be useful to obtain an equivalent smaller problem in place of \( \text{LP}' \). The monotonicity of the \( \tilde{B} \)-function, essentially Corollary 1 of Proposition 1, suggests a useful procedure.

5.3. Solving the linear Program \( \text{LP}' \) Through Bounded Variable Reductions

Let \( \text{LP}'_{BD} \) be the bounded variable version of \( \text{LP}' \) obtained by replacing (19e) with

\[
(19e') \quad \alpha_j \leq \tilde{x}_j \leq \beta_j
\]

for each high usage group, and in (20) restrict \( \nu \) to \( \nu = \alpha_1, \ldots, \beta_1 - 1 \) where \( \alpha_1 \) and \( \beta_1 \) are nonnegative integers such that \( \beta_1 - 1 - \alpha_1 \geq 2 \). The following is proved in the Appendix.

PROPOSITION 2: Under the above bounded variable assumptions:

(i) any optimal solution \( (\tilde{x}_j^*, \tilde{S}_j^*, \tilde{z}_j^*) \) of \( \text{LP}'_{BD} \) is feasible for \( \text{LP}' \), and

(ii) if for each high usage group \( J \)

\[
\alpha_j < \tilde{S}_j^* < \beta_j,
\]

then this optimal solution is also optimal for \( \text{Program } \text{LP}' \). Moreover, there exist \( \alpha_1, \beta_1 \) and an optimal solution of \( \text{LP}' \) such that with respect to \( \tilde{x}_j^* \) of that solution, (21) holds.
6. COMPUTER PROGRAM AND RESULTS

6.1. Implementation of the Model

For all but the simplest network hierarchies, the large size of LP' of Section 5.2 warrants the use of the bounded variable reduction program LP'B. Thus, according to Proposition 2 in Section 5.3, we may, in general, restrict $\hat{\chi}_i$ in (19c') to a range of 4 integers, that is, $\beta_i - \alpha_i = 3$ for each high usage link $l$. This in turn restricts $\nu$ to a range of 3 integers in (20). We shall also specify that there are a finite number, $T$, of periods (hours) during the calling day. For LP'B, the variables and constraints which occur are accounted for in Table 2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Number</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Usage</td>
<td>$\hat{\chi}_i$</td>
<td>$M$</td>
</tr>
<tr>
<td>Final</td>
<td>$\hat{\chi}_j$</td>
<td>$K$</td>
</tr>
<tr>
<td>Switch</td>
<td>$S$</td>
<td>1</td>
</tr>
<tr>
<td>Overflow</td>
<td>$z'_j$</td>
<td>$2m \times T$</td>
</tr>
<tr>
<td>Constraint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(19b)</td>
<td></td>
<td>$K \times T$</td>
</tr>
<tr>
<td>(19c)</td>
<td></td>
<td>$T$</td>
</tr>
<tr>
<td>(20)</td>
<td></td>
<td>$2M \times 3 \times T$</td>
</tr>
<tr>
<td>(19c')</td>
<td></td>
<td>$2M$</td>
</tr>
</tbody>
</table>

For example, in Figure 1, $K = 7$, $M = 8$, and taking $T = 3$ we have a total of 64 variables and 184 constraints.

Let $A$ denote the constraints system of LP'B, where $\xi = [\xi_1, \xi_2, S, z'_j]^T$. It is easy to see that $A$ is a sparse matrix: indeed, roughly 98% of its entries are zeros. Thus it requires some attention to enter each of these into its proper row and column. Figure 4 is a "blueprint" for the matrix $A$.

Calculating the entries of $A$ requires computation of the erlang $B$-formula, (2) at integer values. However, the factorial terms involved quickly become too large for direct computation. Given some positive offered load $a$ and positive number of trunks $n$, the following recursion is used:

$$B(n,a) = \frac{aB(n-1,a)}{n + aB(n-1,a)}; \quad B(0,a) = 1.$$  

The "load on the last trunk" $D(n,a)$ which also appears in (20) merely requires computation of $B(n,a)$ and $B(n+1,a)$.

We need data on both the existing network and the modified network. As a simplifying assumption let us take $\rho = \hat{\rho}$, meaning the quality of service is to be maintained at the same level. The necessary data then consist of $a_j$ and $a_j'$ for each calling pair $j$ and for each time $t$, $\rho$, $\gamma_j$ and $\tilde{\gamma}$ for each final $J$, and the sizes of the links on the existing network, $x_l$ for each link $L$. Observe that since $\tilde{\rho} = \rho$, $\gamma_j = x_j$ for each final $J$, see Section 4.3.3. The hierarchy matrix introduced in Section 3.1 contains all the necessary information about final routing.
<table>
<thead>
<tr>
<th></th>
<th>$\bar{X}$</th>
<th>$S$</th>
<th>$Z^1$</th>
<th>$Z^2$</th>
<th>SUM:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2M$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2M$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(20) \[
\begin{cases}
6M & \text{High Usage Group} \\
6M & \text{Overflow}
\end{cases}
\]

(19b) \[
\begin{cases}
K & \text{Final Group} \\
T & \text{Switch}
\end{cases}
\]

(19c) \[
\begin{cases}
6M+K+1 & \text{Overflow}
\end{cases}
\]

(19d) \[
\begin{cases}
2M & \text{Switch}
\end{cases}
\]

SUM: \[T \times (6M + K + 1) + 2M\]

Fig. 4. Structure of constraint $A$-matrix.
With matrix $A$ arranged as in Figure 4, the entries can be managed easily. Note that the block of the first $M + K + 1$ columns repeats itself for each time period while the overflow block shifts $2M$ columns for each consecutive time period. For $t = 1$, the first $6M + K + 1$ rows of $A$ can be filled by the following piece of computer program. (Refer to Figure 5.)
Rows corresponding to (20):

FOR \( I = 1 \) STEP 1 UNTIL \( M \) DO
FOR \( J = 1 \) STEP 1 UNTIL 3 DO
BEGIN
\[
A[6*(I-1) + J, I] = -\bar{a}^1 D(\alpha_I + J - 1, \bar{a}^1_I);
\]
\[
A[6*(I-1) + J + 3, I] = -\bar{a}^1 D(\alpha_I + J - 1, \bar{a}^1_I);
\]
\[
A[6*(I-1) + J, 2M + K + 1 + I] :=
\]
\[
\]
END;

Rows corresponding to (19b) and block \( A_0 \) of Figure 5:

FOR \( I = M + 1 \) STEP 1 UNTIL \( M + K \) DO \( A[5M + I, I] = -\gamma_I \);
FOR \( I = 1 \) STEP 1 UNTIL \( M \) DO
FOR \( J = M + 1 \) STEP 1 UNTIL \( M + K \) DO
BEGIN
\[
A[5M + J, 2M + K + 2 - I] := IF \pi_{-\nu} = 0 THEN 0
\]
ELSE \( p_{-\nu} \); \( \nu^{-1} \);
\[
A[5M + J + 2M + K + 1 + I] := IF \pi_{\nu} = 0 THEN 0
\]
ELSE \( p_{\nu} \); \( \nu^{-1} \);
END;

The row corresponding to (19c):
\[
A[6M + K + 1, M + K + 1] := -1;
\]
FOR \( I = 1 \) STEP 1 UNTIL \( M \) DO
FOR \( J = M + 1 \) STEP 1 UNTIL \( M + K \) DO
BEGIN
\[
A[6M + K + 1, 2M + K + 2 - I] := IF \pi_{-\nu} = 0 \)
THEN \( A[6M + K + 1, 2M + K + 2 - I] \)
ELSE \( A[6M + K + 1, 2M + K + 2 - I] + p_{-\nu} \); \( \nu^{-1} \);
\[
A[6M + K + 1, 2M + K + 1 + I] := IF \pi_{\nu} = 0 \)
THEN \( A[6M + K + 1, 2M + K + 1 + I] \)
ELSE \( A[6M + K + 1, 2M + K + 1 + I] + p_{\nu} \); \( \nu^{-1} \);
END;

Computing the right-hand side of the constraint system is straightforward, although (19b) involves \( E_j \), the maximum load offered to final group \( J \) during the calling day, and it is the sum of many terms.
6.2. Numerical Examples

The model was implemented on two test examples, and the resulting bounded variable linear programs were solved at the Carnegie-Mellon University Computation Center on a DEC-20 machine using single-precision arithmetic.

6.2.1. First Example: A Network Based on California Field Data

We apply Program P of Section 4.3.5 to the network given in Eisenberg [5] and Elsner [6], which in turn is based on Gardena, California field data. The hierarchical structure of the network is given in Figure 6 below.

In this network there is only one originating office labelled $p_0$, and 43 terminating offices, labelled $p_1$ through $p_{43}$. This means that there is a demand for traffic associated with each of the 43 calling pairs $(p_i,p_j)$, $i = 1, \ldots, 43$. All other ordered pairs of points are ignored. Every calling pair is also a high usage calling pair. The high usage links are labelled by the integers 1 through 43, and the finals by 44 through 87. Finals 45 through 87 which connect office $p_{44}$, the tandem switch, with each terminating office, are referred to as tandem completing groups. The overflow hierarchy is indicated in Figure 6.

The hierarchy matrix, which has 43 rows (one for each calling pair) and 44 columns (one for each final), consists only of a single column of 1's (for final 44) next to a square $(43 \times 43)$ block with 2's along the diagonal, and 0's elsewhere. In fact, this hierarchy is so simple that the matrix itself need not be stored, since several statements written in a computer code can determine the entries of (19b) and (19c).

**Base Demand**

We assume that the network is constructed *ab initio*, namely all the initial demands between pairs of offices are zero and all initial trunk sizes are zero. According to (7), then, it follows that $L_i = 0$ for $i = 44, \ldots, 87$.

**Incremental Demand**

Positive incremental demands $A_i'$ in CCS for each calling pair $i$ and $t$ are given in columns 2 and 3 of Table 3 below. As in [5] and [6], we take a marginal capacity of 30 CCS for all final groups and neglect blocking probability on the final link 44. Similarly, unit costs are $1000$ per trunk and $562$ switching cost per CCS incurred only at the tandem switch. With these specifications Program P of Section 4.3.5 becomes the following one.

![Diagram of a network hierarchy based on Gardena, CA data. Eisenberg [5]](image)
Find $M = \min \{ 1000 \left| \sum_{i=1}^{8} x_i \right| + 62 \tilde{S} \}$

subject to

$$\sum_{i=1}^{4} \tilde{d}_i' B(\tilde{x}, \tilde{a}_i') \leq 30 \tilde{x}_{44} \text{ for } t = 1, 2$$

$$\tilde{a}_i' B(\tilde{x}, \tilde{a}_i') \leq 30 \tilde{x}_{44} \text{ for } t = 1, \ldots, 43$$

for $t = 1, 2$

and

$$\sum_{i=1}^{4} \tilde{d}_i' B(\tilde{x}, \tilde{a}_i') \leq \tilde{S} \text{ for } t = 1, 2$$

where the $\tilde{x}_i$ are all nonnegative integers.

The above nonlinear integer program was approximated by the linear program derived by the methods of Section 5.2, which was then solved using suitable bounded variable reductions based on Section 5.3. The bounds of the high usage group sizes were chosen by our prior knowledge of Eisenberg's [5] and Elsner's [6] solutions. An optimal linear programming solution so obtained is termed the incremented network. Table 3 presents an incremented network and includes the overflows from the high usage trunk groups to the final trunk group 44.

Table 4 compares the sizes of the high usage trunk groups occurring in our incremented network with those computed in Eisenberg [5] and those computed in Elsner [6]. Finally, Table 5 gives some overall comparisons among the three solutions.

Remarks on Tables 3, 4, and 5

In Tables 3 and 4 each linear programming-determined high usage group size $x$, except #43, satisfies either (a), $x < 10^{-6}$ or (b), $x - \lfloor x \rfloor < 10^{-3}$, and hence an integer is reported. High usage group #43 is truncated to 3 decimal places as are all overflows, the final group size, and tandem completing group sizes.

Eisenberg's multihour noninteger solution is not given in [5], and consequently the costs in Table 5 may be higher than for the noninteger solution.

Elsner's descent algorithm obtains a solution with a lower total cost than an integerized solution. The use of an approximation to the Erlang B-function (2) applicable to noninteger high usage trunk group sizes may account for this difference.

6.2.2. The Second Example: Figure 1's Network Hierarchy

We solve Program IP of Section 5.2 applied to the network hierarchy of Figure 1 of Section 1 with the following specification of input data.

Base Demand

Traffic demand is assigned to all 56 pairs of points of Figure 1 by daytime, evening, and nighttime according to three basic kinds of pairs:
TABLE 3—Specification of Incremented Offered Load Demands for Example 1 and an Optimal Linear Programming Solution with all Overflows from High Usage Groups

<table>
<thead>
<tr>
<th>Trunk Group</th>
<th>Offered Loads (CCS)</th>
<th>Overflow (CCS)</th>
<th>High Usage Trunks</th>
<th>Tandem-Completing Trunks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hour 1</td>
<td>Hour 2</td>
<td>Hour 1</td>
<td>Hour 2</td>
</tr>
<tr>
<td>1</td>
<td>60</td>
<td>140</td>
<td>3.746</td>
<td>41.978</td>
</tr>
<tr>
<td>2</td>
<td>119</td>
<td>9</td>
<td>16.271</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>82</td>
<td>20</td>
<td>10.260</td>
<td>0.045</td>
</tr>
<tr>
<td>4</td>
<td>305</td>
<td>76</td>
<td>20.002</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>0</td>
<td>13.636</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>59</td>
<td>7</td>
<td>9.179</td>
<td>0.007</td>
</tr>
<tr>
<td>7</td>
<td>102</td>
<td>56</td>
<td>9.795</td>
<td>0.901</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>161</td>
<td>21.305</td>
<td>1.632</td>
</tr>
<tr>
<td>9</td>
<td>366</td>
<td>230</td>
<td>22.406</td>
<td>0.838</td>
</tr>
<tr>
<td>10</td>
<td>469</td>
<td>310</td>
<td>20.256</td>
<td>0.598</td>
</tr>
<tr>
<td>11</td>
<td>115</td>
<td>115</td>
<td>14.595</td>
<td>14.595</td>
</tr>
<tr>
<td>12</td>
<td>144</td>
<td>34</td>
<td>16.871</td>
<td>0.013</td>
</tr>
<tr>
<td>13</td>
<td>206</td>
<td>335</td>
<td>3.691</td>
<td>44.757</td>
</tr>
<tr>
<td>14</td>
<td>310</td>
<td>650</td>
<td>0.270</td>
<td>89.490</td>
</tr>
<tr>
<td>15</td>
<td>284</td>
<td>319</td>
<td>13.718</td>
<td>24.987</td>
</tr>
<tr>
<td>16</td>
<td>93</td>
<td>152</td>
<td>7.072</td>
<td>33.258</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
<td>24</td>
<td>5.452</td>
<td>9.599</td>
</tr>
<tr>
<td>18</td>
<td>74</td>
<td>325</td>
<td>0.017</td>
<td>73.351</td>
</tr>
<tr>
<td>19</td>
<td>102</td>
<td>158</td>
<td>4.424</td>
<td>23.041</td>
</tr>
<tr>
<td>20</td>
<td>137</td>
<td>322</td>
<td>1.414</td>
<td>71.323</td>
</tr>
<tr>
<td>21</td>
<td>222</td>
<td>247</td>
<td>10.744</td>
<td>18.096</td>
</tr>
<tr>
<td>22</td>
<td>252</td>
<td>390</td>
<td>3.621</td>
<td>43.919</td>
</tr>
<tr>
<td>23</td>
<td>448</td>
<td>194</td>
<td>21.335</td>
<td>0.006</td>
</tr>
<tr>
<td>24</td>
<td>176</td>
<td>86</td>
<td>19.991</td>
<td>0.697</td>
</tr>
<tr>
<td>25</td>
<td>83</td>
<td>29</td>
<td>10.640</td>
<td>0.227</td>
</tr>
<tr>
<td>26</td>
<td>98</td>
<td>21</td>
<td>17.146</td>
<td>0.056</td>
</tr>
<tr>
<td>27</td>
<td>158</td>
<td>74</td>
<td>13.236</td>
<td>0.291</td>
</tr>
<tr>
<td>28</td>
<td>124</td>
<td>36</td>
<td>18.491</td>
<td>0.110</td>
</tr>
<tr>
<td>29</td>
<td>54</td>
<td>25</td>
<td>7.253</td>
<td>0.700</td>
</tr>
<tr>
<td>30</td>
<td>38</td>
<td>1</td>
<td>8.102</td>
<td>0.000</td>
</tr>
<tr>
<td>31</td>
<td>31</td>
<td>17</td>
<td>5.149</td>
<td>1.196</td>
</tr>
<tr>
<td>32</td>
<td>140</td>
<td>46</td>
<td>15.286</td>
<td>0.077</td>
</tr>
<tr>
<td>33</td>
<td>96</td>
<td>30</td>
<td>16.195</td>
<td>0.262</td>
</tr>
<tr>
<td>34</td>
<td>122</td>
<td>62</td>
<td>17.587</td>
<td>1.410</td>
</tr>
<tr>
<td>35</td>
<td>163</td>
<td>57</td>
<td>14.962</td>
<td>0.057</td>
</tr>
<tr>
<td>36</td>
<td>163</td>
<td>72</td>
<td>14.962</td>
<td>0.247</td>
</tr>
<tr>
<td>37</td>
<td>296</td>
<td>238</td>
<td>17.134</td>
<td>4.745</td>
</tr>
<tr>
<td>38</td>
<td>33</td>
<td>28</td>
<td>5.933</td>
<td>4.071</td>
</tr>
<tr>
<td>39</td>
<td>240</td>
<td>3</td>
<td>15.806</td>
<td>0.000</td>
</tr>
<tr>
<td>40</td>
<td>136</td>
<td>7</td>
<td>13.783</td>
<td>0.000</td>
</tr>
<tr>
<td>41</td>
<td>54</td>
<td>4</td>
<td>7.253</td>
<td>0.000</td>
</tr>
<tr>
<td>42</td>
<td>52</td>
<td>35</td>
<td>6.546</td>
<td>2.063</td>
</tr>
<tr>
<td>43</td>
<td>206</td>
<td>9</td>
<td>13.108</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Totals of Columns

<table>
<thead>
<tr>
<th>Offered Loads</th>
<th>Overflow</th>
<th>High Usage Trunks</th>
<th>Tandem-Completing Trunks</th>
</tr>
</thead>
<tbody>
<tr>
<td>6712</td>
<td>5154</td>
<td>508.643</td>
<td>508.643</td>
</tr>
<tr>
<td></td>
<td></td>
<td>306.997</td>
<td>30.921</td>
</tr>
</tbody>
</table>
### TABLE 4. Comparison of Optimal High Usage Trunk Group Sizes
Computed by the Multihour Method, A Descent Method, and Linear Programming for the Gardena Network

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4.42</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>5.25</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>3.78</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>11.97</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1.47</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2.81</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>4.64</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>10.32</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>14.10</td>
<td>14</td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>17.57</td>
<td>18</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>5.37</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>7</td>
<td>6.20</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>10</td>
<td>10.81</td>
<td>11</td>
</tr>
<tr>
<td>14</td>
<td>16</td>
<td>18.58</td>
<td>19</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>12.14</td>
<td>12</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>5.43</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1.08</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>8.92</td>
<td>9</td>
</tr>
<tr>
<td>19</td>
<td>5</td>
<td>5.74</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>8</td>
<td>9.36</td>
<td>9</td>
</tr>
<tr>
<td>21</td>
<td>10</td>
<td>9.78</td>
<td>10</td>
</tr>
<tr>
<td>22</td>
<td>12</td>
<td>12.58</td>
<td>13</td>
</tr>
<tr>
<td>23</td>
<td>17</td>
<td>16.73</td>
<td>17</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>7.41</td>
<td>7</td>
</tr>
<tr>
<td>25</td>
<td>4</td>
<td>3.83</td>
<td>4</td>
</tr>
<tr>
<td>26</td>
<td>5</td>
<td>4.43</td>
<td>4</td>
</tr>
<tr>
<td>27</td>
<td>7</td>
<td>6.75</td>
<td>7</td>
</tr>
<tr>
<td>28</td>
<td>6</td>
<td>5.44</td>
<td>5</td>
</tr>
<tr>
<td>29</td>
<td>3</td>
<td>2.64</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>1.86</td>
<td>2</td>
</tr>
<tr>
<td>31</td>
<td>2</td>
<td>1.60</td>
<td>2</td>
</tr>
<tr>
<td>32</td>
<td>6</td>
<td>6.06</td>
<td>6</td>
</tr>
<tr>
<td>33</td>
<td>5</td>
<td>4.35</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>6</td>
<td>5.40</td>
<td>5</td>
</tr>
<tr>
<td>35</td>
<td>7</td>
<td>6.92</td>
<td>7</td>
</tr>
<tr>
<td>36</td>
<td>7</td>
<td>6.93</td>
<td>7</td>
</tr>
<tr>
<td>37</td>
<td>12</td>
<td>11.84</td>
<td>12</td>
</tr>
<tr>
<td>38</td>
<td>2</td>
<td>1.77</td>
<td>2</td>
</tr>
<tr>
<td>39</td>
<td>10</td>
<td>9.70</td>
<td>10</td>
</tr>
<tr>
<td>40</td>
<td>6</td>
<td>5.90</td>
<td>6</td>
</tr>
<tr>
<td>41</td>
<td>3</td>
<td>2.59</td>
<td>3</td>
</tr>
<tr>
<td>42</td>
<td>3</td>
<td>2.61</td>
<td>3</td>
</tr>
<tr>
<td>43</td>
<td>9</td>
<td>8.48</td>
<td>8.997</td>
</tr>
<tr>
<td>Totals</td>
<td>287</td>
<td>305.56</td>
<td>306.997</td>
</tr>
</tbody>
</table>
TABLE 5. Comparisons of Total Number of Trunks, Switching Costs, and Total Costs for the Multihour, Descend, and Linear Programming Solutions of the Gardner Network

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td># High Usage Trunks</td>
<td>287</td>
<td>305.56</td>
<td>306.997</td>
</tr>
<tr>
<td># Final Trunks</td>
<td>39</td>
<td>NA*</td>
<td>16.955</td>
</tr>
<tr>
<td># Tandem Compl.</td>
<td>NA</td>
<td>NA</td>
<td>30.921</td>
</tr>
<tr>
<td>Switching Cost</td>
<td>$44,640</td>
<td>NA</td>
<td>$31,537</td>
</tr>
<tr>
<td>Total Cost</td>
<td>$405,315</td>
<td>$385,500</td>
<td>$386,410</td>
</tr>
</tbody>
</table>

*NA = not available

1) each of the pairs (4, C) and (C, A) receive 500 CCS during daytime and 0 during the other two periods.

2) each pair which includes exactly one of the pairs A or C receives 100 CCS during daytime and 0 during the other two periods, and

3) each pair which excludes both points A and C receives 75 CCS during daytime, 200 CCS during evening, and 100 CCS during nighttime.

These choices were imagined upon viewing points A and C as "commercial" points and viewing all other points as "residential." They represent particular choices of the inputs \( a_j \), \( j = 1, \ldots, 56 \), of Program LP'. Analogous to the first example we assume that the cost per trunk is $1000, that the switching cost is $62 per CCS, the quality of service is 0.99, and that the marginal capacity of a trunk in a final group is 30 CCS. However, we did not neglect blocking on the final links. Using these inputs and the hierarchy of Figure 1, an optimal solution to LP was obtained termed the base network.

Incremented Demand

Assume that an increase in demand of 20% occurs uniformly among all of the 56 calling pairs. With all other inputs to LP' remaining unchanged an optimal solution was obtained, termed (as before) the incremented network.

Moreover, Program LP' was solved under three additional restrictions on the time \( t \), namely, all high usage links be sized according to: (a) daytime loads, (b) evening loads, and (c) nighttime loads, respectively. These restricted solutions result from the requirement that the network be "engineered" according to a fixed single hour, respectively. This is in contrast to the multihour solutions of the base and incremented networks, and provides a test of reasonableness of the multihour solutions.

For purposes of computer usage, the size of LP' was reduced by the bounded variable restrictions of Proposition 2 of Section 5.3. For example, setting the \( V_j \) bounds in (19e) at 25 for each high usage group yields a 64 variable linear program with 1240 constraints. This program was solved by solving a finite sequence of much smaller bounded variable programs (64 variables, 184 constraints). The results are given in Table 6 below.
Observe that the multihour (incremented network) solution has a total cost which is less than each of the single hour design total costs, although the single evening hour solution is only 94% larger than the multihour solution. Apparently, the opportunity of engineering final groups $AB$ and $AC$ at another time, namely daytime, permits a slight saving in total cost.

7. CONCLUSIONS

In this paper it is recommended that linear programming be used to solve for changes in trunk group and switching equipment requirements necessary to provide for altered demands for telecommunications services and altered demands for service qualities. Obtaining solutions to this basic problem is a major goal of our supply model which seeks to minimize total incremental investments in both trunking and switching subject to these constraints.

The linear programming model distinguishes high usage trunk groups from final trunk groups according to the role each plays in the network hierarchy. The important subset of high usage group variables may be solved for by linear programming, and, in general, the costs due to straightforward integer rounding of these groups tend to be offsetting and integer round-off procedures easily maintain overall network quality of service.

<table>
<thead>
<tr>
<th>Total Links and Integer Index</th>
<th>Base Network</th>
<th>Incremented Network</th>
<th>Single Hour Designs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Daytime</td>
<td>Evening</td>
</tr>
<tr>
<td>B</td>
<td>9</td>
<td>29,830</td>
<td>35,005</td>
</tr>
<tr>
<td>AC</td>
<td>10</td>
<td>28,740</td>
<td>30,404</td>
</tr>
<tr>
<td>AD</td>
<td>11</td>
<td>52,760</td>
<td>63,467</td>
</tr>
<tr>
<td>BF</td>
<td>12</td>
<td>14,224</td>
<td>17,041</td>
</tr>
<tr>
<td>CI</td>
<td>13</td>
<td>40,049</td>
<td>48,000</td>
</tr>
<tr>
<td>CG</td>
<td>14</td>
<td>40,049</td>
<td>48,000</td>
</tr>
<tr>
<td>CI</td>
<td>15</td>
<td>52,824</td>
<td>63,416</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>High Usage Links and Integer Index</th>
<th>Time</th>
<th>Daytime</th>
<th>Evening</th>
<th>Nighttime</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>5</td>
<td>17</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>B</td>
<td>5</td>
<td>17</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>5</td>
<td>18</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>E</td>
<td>6</td>
<td>18</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>F</td>
<td>7</td>
<td>18</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>H</td>
<td>8</td>
<td>18</td>
<td>21</td>
<td>21</td>
</tr>
</tbody>
</table>

| Total Switched Traffic (CCS)     | 8492 | 10173.11| 13764.04| 10135.47 | 13451.15 |
| Total Cost (1000)               | $957.4 | $1143.3 | $1402.3 | $1154.0 | $1290.0 |

Observe that the multihour (incremented network) solution has a total cost which is less than each of the single hour design total costs, although the single evening hour solution is only 94% larger than the multihour solution. Apparently, the opportunity of engineering final groups $AB$ and $AC$ at another time, namely daytime, permits a slight saving in total cost.
Caution must be exercised, however, in the selection of the sizes of the final trunk groups because of the use of the marginal capacity assumption in the linear programming model. In practice, the actual values of the final group variables can be determined by methods which do not depend on the marginal capacity assumption, principally Wilkinson's Equivalent Random Method [21, 101]. This method is needed because of the various peakedness effects that occur in the probability distributions of alternate routed traffic, see also Deschamps [4].

The question of whether the linear program \( P \) provides optimal solutions varying integral numbers of high usage trunk group sizes is still an open one. A related class of nonlinear integer programs which are solvable as linear programs is treated in Meyer [14], where various unimodularity assumptions are made. These assumptions do not apply in general to the class of network problems treated in this paper. The results of our linear programming experiments on two simple networks in the field may stimulate research on this question.

We shall leave the linear programming duality developments for a later paper. It appears that sensitivity and postoptimality analyses will be indeed useful for network design synthesis. Fortunately, by Proposition 1 and its corollaries it appears that a much smaller list of active dual variables will be required than the total number of constraints in program \( L P^* \).

Future work should also incorporate more than one alternate route in the network hierarchy, even though for many networks in the field the first and second choice routes are predominant. Many networks given in the literature are included within the linear programming model of this paper. Large scale network optimizations made available through the modeling approach of this paper should enhance an effective integration of the supply model with decentralized economic demand model for telecommunications services.

We conclude with an observation shared by Edward A. Silver and Stephen A. Smith, expressed in personal correspondence, that there is an interesting equivalence between telephone engineering and replenishment inventory systems, see [16] and [17]. Perhaps the design of more complex telecommunications network hierarchies may have application to the design of more complex replenishment inventory systems.
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Appendix

PROOFS OF PROPOSITION I, THREE COROLLARIES OF PROPOSITION I, AND PROPOSITION 2

PROPOSITION I. Let \( K \) be defined as
\[
K = \{(x_1, x) \in \mathbb{R}^2 | x \geq 0 \text{ and } z \geq \hat{B}(x, z)\}.
\]
Let \( L \) be the set of all \((x_1, x)\) in \( \mathbb{R}^2 \) which satisfy the semi-infinite system of linear inequalities
\[
(1) \quad z - 1 \geq \sum_{i=1}^{n} (c_i - c_{i+1}) (x - r) \quad \text{and} \quad x \geq 0
\]
for \( n = 0, 1, \ldots \).

Then \( K = L \) and \( \hat{K} \) is nonempty.

PROOF. Nonemptiness of \( \hat{K} \) is most easily seen by observing that \((1,0) \in \hat{K} \) since
\[
\hat{B}(1,0) = B(1,0) = 1
\]
Let \((x_1, x)\) be an arbitrary point in \(\hat{K}\). Assume throughout that \( n = \lfloor x \rfloor \), the integer part of \( x \). Applying (1) to Section 5.1 gives
\[
z \geq D(n,a)x + (n + 1)B(n,a) - nB(n + 1,a),
\]
and hence from (1) we have
\[
(2) \quad z - 1 \geq \sum_{i=1}^{n} (c_i - c_{i+1})(x - r).
\]
Thus, \((x_1, x)\) satisfies the particular inequality of (1) indexed by the nonnegative integer \(n\).

Consider now any integer \(n, n \geq \bar{n} + 1\) and write
\[
\hat{B}(x,a) - 1 + \Delta_i = \sum_{i=1}^{n} (c_i - c_{i+1})(x - r)
\]
where \( \Delta_i = \sum_{r=1}^{n} (c_r - c_{r+1})(x - r) \). Now for any integer \( r, \bar{n} + 1 \leq r \leq n \), it follows that \( x - r < 0 \) because \( \bar{n} \leq \bar{x} < \bar{n} + 1 \leq r \). In addition, \( c_r - c_{r+1} > 0 \) for each nonnegative integer \( r \), and therefore \( \Delta_i \leq 0 \) for each integer \( n, n \geq \bar{n} + 1 \). Hence,
\[
(3) \quad z - 1 \geq \hat{B}(x,a) - 1 > \hat{B}(\bar{x},a) - 1 + \Delta_i = \sum_{i=1}^{n} (c_i - c_{i+1})(x - r),
\]
for each integer \( n, n \geq \bar{n} + 1 \).

(2) and (3) together show that \((x_1, x)\) satisfies all those inequalities of (1) indexed by \( n, n \geq \bar{n} \). We now check that \((x_1, x)\) also satisfies those inequalities indexed by nonnegative integers \( n, n \leq \bar{n} - 1 \).

If \( n = 0 \), there is nothing to check for there are no such \( n \). For \( n \geq 1 \), let \( n \) satisfy \( 0 \leq n \leq n - 1 \) and write
\[
\hat{B}(x,a) - 1 = \sum_{i=1}^{n} (c_i - c_{i+1})(x - r) + \Delta_i.
\]
where $\Delta^* = \sum_{c_i} (c_i, c_{i+1}) (x - r)$. For each integer $t, n + 1 \leq r \leq n$, it follows that $x - r \geq 0$ and $c_i, c_{i+1} > 0$ as before. Hence, $\Delta^* \geq 0$, and hence,

$$z - 1 \geq \hat{B}(x,a) - 1 \geq \sum_{r=0}^{n} (c_r - c_{r+1}) (x - r)$$

for each integer $n, 0 \leq n \leq n - 1$. The latter finite system of inequalities (10) together with (2) and (3) show that $(z,x)$ satisfies (1), implying $K \subseteq L$ and in particular $L$ is nonempty.

The other inclusion $L \subseteq K$ is trivial because any $(z,x)$ in $L$ satisfies in particular

$$z - 1 \geq \sum_{r=0}^{n} (c_r - c_{r+1}) (x - r).$$

Using (16) and (17) again shows $z \geq \hat{B}(x,a)$, i.e., $(z,x) \in K$.

**COROLLARY 1.** Let $x$ be nonnegative. Then $(\hat{B}(x,a), x)$ satisfies each inequality of (1) strictly except for (6), the inequality indexed by $[x]$, which it satisfies as an equality, and (ii) possibly the inequality indexed by $[x] - 1$ when $[x] > 1$. The inequality $[x] = 1$ is satisfied as an equality if and only if $x$ is a positive integer.

**PROOF:** Let $z = \hat{B}(x,a)$. Application of (3) shows that $(z,x)$ satisfies each inequality indexed by $n, n \geq n + 1$, strictly, where $n = [x]$. By (16) and (17) of Section 5.1, it follows that $(z,x)$ satisfies the inequality determined by $n$ as an equality.

It only remains to prove that the inequalities indexed by nonnegative integers $n, n \leq n - 2$ are satisfied strictly. There is nothing to check if $n \leq 1$. For $n \geq 2$, let $u$ be any integer $0 \leq u \leq n - 2$. Then

$$\hat{B}(x,a) - 1 = \sum_{r=0}^{n} (c_r - c_{r+1}) (x - r) + A + (c_{n+1} - c_n) (x - n)$$

where $A = \sum_{r=0}^{n} (c_r - c_{r+1}) (x - r)$.

Since $n \leq x \leq n + 1$, it follows that $(c_n - c_{n+1}) (x - n)$

$\geq 0$ and $A > 0$. Hence,

$$\hat{B}(x,a) - 1 > \sum_{r=0}^{n} (c_r - c_{r+1}) (x - r)$$

for each integer $n, 0 \leq n \leq n - 2$.

The last assertion follows from examining

$$\hat{B}(x,a) - 1 = \sum_{r=0}^{n} (c_r - c_{r+1}) (x - r) + (c_n - c_{n+1}) (x - n)$$

where $n = [x] > 1$. For the inequality indexed by $[x] - 1$ is satisfied as an equality if and only if $x - n = 0$.

It will be useful later to include upper bounds on the $x$-variables in the set $K$. The following corollary states that in this case one only needs a finite number of the inequalities of (1).

**COROLLARY 2.** Let $\Gamma$ be a positive integer and set $K = K \cap \{(z,x) \mid 0 \leq x \leq \Gamma\}$. Let $L'$ be the set of all $(z,x)$ which satisfy
\[
\frac{1}{1} = \sum_{i=0}^{\infty} (\alpha_i - \epsilon_i) (1 - \epsilon_i) = \frac{1}{1}
\]

for \(\epsilon_i = 0, 1\) then \(K = 1\)

**Proof.** \(I = \{x \in [0, 1] : x \leq 1\}\) Then by Proposition 1 \(K = 1\). Since \(K\) is a convex set, the optimal point \(z\) of \(I\) falls immediately that \(I = 1\). On the other hand, if \(x = 1\) and \(n \leq 1\), then \(\nu(x, n) = 1\), and membership in \(I\) implies

\[
1 = \sum_{i=0}^{\infty} (\alpha_i - \epsilon_i) (1 - \epsilon_i)
\]

Using (17) followed by (146) we find that \(z = \beta(x, n)\) implying \(z < x, n\) \(K\).

On the other hand, if \(n = 1\), then necessarily \(x = 1\). Moreover,

\[
z = \frac{1}{1} = \sum_{i=0}^{\infty} (\alpha_i - \epsilon_i) (1 - \epsilon_i)
\]

But the right hand side equals by (17),

\[
1 = \sum_{i=0}^{\infty} (\alpha_i - \epsilon_i) (1 - \epsilon_i)
\]

which is merely \(1 = \beta(x, n)\). Therefore, in this case

\[
z < \beta(x, n)
\]

and \(z, x, n \in K\). Thus, in either case \((z, x, n) \in K\) which implies \((z, x, n)\) satisfies the entire inequality system (1) by Proposition 1. Hence, \((z, x, n) \in K\) and hence \(I \leq I\) (i.e., \(I \leq I\)) which yields \(K = I\).

**Corollary 2.** \((z, x, n)\) is an extreme point of \(K\) if and only if \(x\) is a non-negative integer and \(z = \beta(x, n)\).

**Proof.** There are only two variables \(z\) and \(x\) in the linear inequality system (1). Hence, extreme points can only occur on the boundary of \(K\) at the intersection of a pair of linearly independent equations. By Corollary 1, a pair of linearly independent equations arise if and only if \(x\) is a non-negative integer, and moreover, each non-negative integer does satisfy two (adjacent) linearly independent equations. This includes the special cases of the endpoints where for \(x = 1\), the additional inequality \(z \leq 1\) is used and at \((1, 1, 1)\) the inequality \(x \leq 1\) is used.

**Proposition 2.** Under the bounded variable assumptions made in Section 3.3:

1. Any optimal solution \((\alpha_1, \alpha_2, \alpha_3, \alpha_4)\) to LP is feasible for LP and
2. If for each high-usage group 1
   \[
   x_1 \leq 1
   \]

then this optimal solution is also optimal for program LP. Moreover, there exist \(n\) and \(x\) so that LP is feasible for LP such that with respect to \(\alpha\) of that solution, (148) holds.

**Proof.** If \(\alpha_1 \leq 1\) is strictly satisfied for any \(i\) and high usage calling path \(n\) then \(\alpha_1 \leq 1\) may be decreased to its lower bound without affecting feasibility. Thus \((\alpha_1, \alpha_2, \alpha_3, \alpha_4)\) is optimal for LP and \(x_1 \leq 1\) for each high usage calling path. By Corollary 1 for each
high usage calling part \( \alpha \) \((2,3,4)\) satisfies (20) for every nonnegative integer. Since \( z' \leq z'' \) and \((19)\) and \((19)\) are already satisfied, it follows that \((\alpha'), \beta', \gamma'\) satisfies all the constraints of \(\text{LP} \). This proves (10).

The first part of (11) follows from linear programming duality theory. Because of \((21)\), the two dual variables stemming respectively from the two bounding constraints on \(x_j\) are both zero. Hence, one may delete these constraints in \(\text{LP}_{10}\), and the same dual optimal solution prevails. Therefore, by duality \((\alpha'), \beta', \gamma'\) is optimal for the relaxed-variable constrained program \(\text{LP} \). The remaining statement of part (11) follows from Corollary 1 and the fact that the nonnegative integers \(\alpha_j, \beta_j\) satisfy \(\beta_j \geq 2 \).
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ABSTRACT

A system deteriorates due to shocks received at random times, each shock causing a random amount of damage which accumulates over time and may result in a system failure. Replacement of a failed system is mandatory, while an operable one may also be replaced. In addition, the shock process causing system deterioration may be controlled by continuous preventive maintenance expenditures. The joint problem of optimal maintenance and replacement is analyzed and it is shown that, under reasonable conditions, optimal maintenance rate is decreasing in the cumulative damage level and that beyond a certain critical level the system should be replaced. Meaningful bounds are established on the optimal policies and an illustrative example is provided.

1. INTRODUCTION

In this section, we first introduce the reliability problem treated in this paper, provide a background in terms of the relevant literature, and summarize our assumptions and results.

A. Problem Statement

Consider a system that receives shocks at random points in time, each shock causing a random amount of damage which accumulates over time. As the cumulative damage level increases, the rate at which the system generates revenue declines and the probability of its failure increases. Replacement of a failed system is considered mandatory, while an operable one may also be replaced, a forced replacement being costlier than a voluntary one. In addition to replacement, the damage process can also be influenced by preventive maintenance expenditures; higher expenditure rates buffer the system more effectively, and hence decrease probabilistically the frequency of occurrence of shocks as well as their severity. Our problem is to determine an optimal policy that specifies a sequence of replacement and maintenance expenditure schedules so as to maximize the expected discounted net profit generated by the system over an infinite planning horizon.
B. Background Literature

The extensive literature on control of stochastically deteriorating systems has been surveyed by McCall [10] and Pierskalla and Voelker [11]. Of particular relevance here is the work by Taylor [15], Feldman [6,7] and Abdel-Hameed and Shimi [1] on optimal replacement of a system that is subject to shocks and failure, based on the theory of optimal stopping in Markov processes. On the other hand, Thompson [16] and Kainen and Schwartz [8] employ optimal control theory to characterize the time pattern of optimal maintenance expenditures that retard the system failure rate. In the former class of models the only decisions available are whether to replace the system or not, while in the latter class the state of the system at any time is described as being either working or failed. Our model incorporates the essential features of both of these two classes in that it allows for varying degrees of preventive maintenance (in addition to the replacement action) as well as a more detailed description of system deterioration (in addition to its description as working or failed). Our analysis is based on the methodology of stochastic dynamic programming, as in Derman [5], Ross [13] and others. Some preliminary work along these lines may be found in Chikte [12] and Chikte and Kozin [4].

C. Overview of Assumptions and Results

In Section 2, we define the state of the system in terms of its cumulative damage level, which increases randomly due to occurrence of shocks and is influenced by continuous maintenance expenditure and instantaneous replacement actions. The probabilistic rate at which damage accumulates is assumed to be decreasing in the maintenance expenditure rate (Assumption P1). Upon receiving a shock, the system may fail instantaneously with a probability that is assumed to be increasing in the resulting damage level but at a diminishing rate (Assumption P2). If the system does fail, it must be replaced instantaneously by a new one at a fixed cost, even if it does not fail, it may still be replaced voluntarily at a lower cost (Assumption P3). An operating system continuously generates revenue at a rate which decreases, but at a diminishing rate, as the cumulative damage level builds up (Assumption P4). Finally, we also introduce a condition (Assumption R) which ensures a profitable system operation (as in Theorem 4).

In Section 3, we first show that the maximum infinite horizon expected discounted net profit from system operation decreases at a diminishing rate as the cumulative damage level increases (Theorem 1). We then show that it is optimal to replace the system voluntarily as soon as its cumulative damage level exceeds a critical threshold (Theorem 2). As to the optimal preventive maintenance policy, we show that the maintenance expenditure rate should be reduced as the cumulative damage level builds up to the critical value (Theorem 3). Finally, we derive (in Theorem 5) meaningful bounds on the optimal policy. In particular, we show that postponement of voluntary replacement cannot be optimal if the extra profit from system operation until the next shock cannot justify the extra cost due to a possible failure and replacement at that shock. We also show that the optimal maintenance expenditure rate is always strictly less than the rate at which the system currently generates revenue.

Section 4 provides an example that illustrates the model and the results and Section 5 concludes the paper with some remarks on the type of information required for implementation.

2. MODEL FORMULATION

In this section, we first establish the notation and define the basic components of our model, then we present the assumptions made and finally we describe the overall model dynamics.
A. Notation and Definitions

Let a nonnegative random variable \( V \) denote the cumulative damage level of the system in operation at time \( t = 0 \); it is the sum total of the damages suffered due to shocks received by the system by time \( t \).

The damage process affecting \( V \) is controlled by means of a continuous preventive maintenance expenditure rate \( m \in [0, M] \), where (the budget) \( M > 0 \). Maintenance is aimed at protecting the system from the undesirable environment so as to retard the rate at which shocks are received and to dampen the magnitudes of damages inflicted by them. Let \( \lambda(m) > 0 \) be the probabilistic rate at which shocks occur if the maintenance rate is \( m \). Thus, if the maintenance rate is a constant \( m \) through time, the time interval between successive shocks is exponentially distributed with the mean \( \frac{1}{\lambda(m)} \). Let a nonnegative random variable \( I \) denote the magnitude of damage caused by a shock and let \( G(I|m) \) be the cumulative distribution function of \( I \), parameterized by the maintenance rate \( m \). Thus, \( \lambda(m)I[G(I|m)] \) is the probabilistic rate at which shocks causing damage in excess of \( I \) occur if the maintenance expenditure rate is \( m \).

If \( A(0) = x \) is the damage level just prior to time \( t \) and if the system receives a shock at time \( t \), causing an additional damage of magnitude \( y \) (so that \( A(t) = x + y \)), then the system may fail instantaneously with a probability denoted by \( p(y) \), depending on the new cumulative damage level \( z \), while with probability \( 1 - p(y) \) it endures the shock and continues to operate. If the system fails at time \( t \), it must be replaced immediately by a new one at the forced replacement cost \( C < 0 \). Even if the system survives the shock, it may still be replaced instantaneously at a voluntary replacement cost \( C > 0 \). In either case, the replacement decision at time \( t \) will be denoted as \( d_t = 1 \), while \( d_t = 0 \) corresponds to the nonreplacement decision.

If \( A(0) = x \geq 0 \), let \( r(x) > 0 \) denote the instantaneous rate at which the system generates revenue from its operation. Suppose that future revenues and costs are discounted continuously at rate \( r > 0 \), so that \( e^{-rt} \) is the present value of one dollar earned \( t \) time units from now.

By a (replacement and maintenance) policy \( \delta \) we mean a pair \((\delta_1, \delta_2)\) of functions of the system state \( x \), denoted as \( \delta : [0, \infty) \rightarrow [0, 1] \) and \( \delta_2 : [0, \infty) \rightarrow [0, M] \). Here, the replacement rate \( \delta_1 \) specifies replacement of the system in state \( x \) (which is mandatory if the system is down) if \( \delta_1(x) = 1 \), while \( \delta_1(x) = 0 \) specifies the nonreplacement decision. Similarly, if the system is in state \( x \), the maintenance rate \( \delta_2 \) specifies a maintenance expenditure rate \( \delta_2(x) \in [0, M] \). In light of the results by Stone [14] and Prika [12] on controlled jump processes, it is reasonable to stipulate that \( \delta \) revises the replacement and maintenance decisions every \( \gamma \) time units, depending on the state of the system then.

Finally, let \( E \) denote the net expected discounted return from employing the policy \( \delta \) over an infinite planning horizon, starting with a system in state \( x = 0 \). Let \( E \) be the maximum possible return obtainable. A policy \( \delta^* \) is said to be optimal if \( E(x) = E^*(x) \) for all \( x \geq 0 \). In order to characterize the optimal return function \( E^* \) and the optimal policy \( \delta^* \), we need to make certain assumptions on the model parameters.

B. Assumptions

Regarding the effectiveness of preventive maintenance expenditure in damping the shock process, we assume that higher expenditure rates \( m \) protect the system better and as such...
result in lower probabilistic rates \( \lambda(m) [1 - G(x|m)] \) at which additional damages in excess of any given quantity \( x \) occur. This is analogous to the stochastic monotonicity assumption, as, for example, in Derman [5]. As to the system failure process, it is reasonable to suppose that the system may fail only at shock times and that the probability \( p(z) \) of its failure increases in the resulting cumulative damage level \( z \) but only at a decreasing rate. We state these probabilistic assumptions as

**Assumption P**

(i) For any fixed \( x \geq 0 \), \( \lambda(m) [1 - G(x|m)] \) is continuous and nonincreasing in \( m \in [0,M] \). In particular, taking \( x = 0 \), \( \lambda(m) \) is continuous and nonincreasing in \( m \in [0,M] \).

(ii) The failure probability \( p(z) \) is nondecreasing and concave in the cumulative damage level \( z \geq 0^* \).

With respect to the economics of the system operation, we assume that an operating system in state \( x \geq 0 \) generates revenue at rate \( r(x) \) which is nonincreasing and convex in the cumulative damage level. This reflects a degradation in the system performance as the damage accumulates but at a diminishing marginal rate. On the replacement cost side, we assume that the cost \( C_r \) of replacing a failed system is higher than the cost \( C_1 \) of a voluntary replacement of a working system (possibly due to the salvage value differential), thereby providing an incentive to replace the system before failure. Also, to make this system operation and replacement a worthwhile undertaking, it is essential that the cost \( C_r \) of a voluntary replacement be compensated for by the present value \( r(0)/\alpha \) of the infinite horizon revenue that a system maintained in mint condition would generate. We summarize these economic conditions as

**Assumption E**

(i) The revenue rate \( r(x) \) is nonnegative, bounded, nonincreasing and convex in the damage level \( x \geq 0 \) and \( r(0)/\alpha > C_r \).

(ii) The replacement costs \( C_r \) and \( C_r \), satisfy \( C_r > C_r > 0 \).

The above assumptions, \( P \) and \( E \), will be used to characterize properties of the optimal value function \( V \) and the maintenance and replacement rules (in Theorems 1, 2 and 3), while to show that \( V \) is positive (in Theorem 4) and to provide bounds on optimal policies (in Theorem 5) we impose the following simple and easily verifiable condition on the problem parameters, which ensures that the overall operation of the system is a profitable one.

**Assumption R**. There exists an \( m^* \in [0,M] \) such that \( m^* \leq \lim r(x) \) and \( [r(0) - m^*]/\alpha + \lambda(m^*)] \geq C_r \).

It says that the net expected discounted profit generated by a new system that is maintained at a small enough expenditure rate \( m^* \) until the next shock makes up for the cost of a failure replacement that might be necessary. Generally speaking, if the revenues generated by operating the system are "high" enough in relation to the replacement costs, if the shock

---

*It is possible to relax Assumption \( P(m) \) by requiring that \( p(z) \) be concave only on the region of values of \( z \) on which \( p^* \) is not equal to one.*
process is sufficiently "slow" and "mild" and if the failure probability is "small" enough, then it is possible to make the system operation a profitable one; Assumption R constitutes one particular set of such conditions.

C. The Model Dynamics

Under a policy \( \delta = (\delta_1, \delta_2) \), the cumulative damage process \( \{X_t; t \geq 0\} \) evolves as a nonterminating pure jump process as follows. If the state of the system is operation at time \( t \) is \( X_t = x \) and if the replacement rule specifies \( \delta_1(x) = 1 \) then the system is renewed instantaneously, yielding \( X_{t+1} = x \) at a voluntary replacement cost \( C_1 \), while \( \delta_1(x) = 0 \) leaves the system state unchanged until the next shock. Given \( X_t = x \geq 0 \), the maintenance policy specifies a continuous maintenance expenditure rate \( \delta_2(x) \) and thus yields

\[
\int_0^\infty v(x) \rho(x) e^{-\lambda(x)v(x)} ds = [r(x) - \delta_2(x)]/[\alpha + \lambda(\delta_2(x))],
\]

as the expected discounted profit until the next shock. Similarly, the net return from the next shock onwards will be discounted by the expected discount factor

\[
\int_0^\infty e^{-\lambda(\delta_2(x))} e^{\lambda(\delta_2(x))} ds = \lambda(\delta(x))/[\alpha + \lambda(\delta_2(x))].
\]

The next shock causes damage of magnitude \( v \) according to the distribution \( G(dy|m) \), so that the postshock state is \( X_{t+1} = x + v \). At that instant the system fails with probability \( p(x + v) \), in which case it must be replaced (i.e., \( \delta_1(x + y) = 1 \)) at cost \( C_2 \), so that \( X_{t+2} = 0 \). If the system does not fail, which happens with probability \( 1 - p(x + v) \), and if \( \delta_1(x + y) = 1 \), the system is replaced at cost \( C_1 \) and \( X_{t+1} = 0 \), while if \( \delta_1(x + y) = 0 \) then the system continues to operate in state \( X_{t+1} = x + v \). In any case, \( \delta_2(X_{t+1}) \) is the expenditure rate at which the system is maintained until the following shock, and the process repeats.

Our objective is to investigate an optimal decision rule \( \delta^* = (\delta_1^*, \delta_2^*) \) which specifies the replacement and maintenance decisions \( \delta_1^*(x) \) and \( \delta_2^*(x) \) as functions of the cumulative damage level \( x \) at each shock instant, so as to yield the maximum expected discounted net return \( V^*(x) = V(x) \) for each \( x \geq 0 \). In the next section, we analyze this problem in the stochastic dynamic programming framework.

3. OPTIMAL RETURN, REPLACEMENT AND MAINTENANCE

In subsection A below, we first provide the dynamic programming functional equation satisfied by the optimal return function \( V(x) \), which is then shown to possess, under Assumptions P and F, certain "nice" properties. In subsection B, we make use of these properties of \( V \) to characterize the structure of optimal rules \( \delta_1^* \) and \( \delta_2^* \), while in subsection C, Assumption R is employed to derive interesting bounds on \( \delta_1^* \) and \( \delta_2^* \).

A. The Optimal Return Function

In order to analyze the optimal return \( V(x) \), we first define \( V_n(x) \) as the maximum expected discounted profit over an infinite time horizon, starting with a system in state \( x \) and given that exactly \( n \) more shocks will eventually occur. This is analogous to the approach in Lippman [8] and enables us to interpret \( n \) as the time index, yielding the Bellman dynamic programming recursion in a discrete time format as follows.
For all \( n = 1, 2, \ldots \), and \( x \geq 0 \),

\[ V_n(x) = \max \{ V_{n-1}(0) - C_n, U_n(x) \}, \]

where

\[ U_n(x) = \max_{w \in [y]} T_n V_{n-1}(x), \]

and the operator \( T_n \) is defined by

\[ T_n \{ V \} (x) = \int_0^\infty \left[ V_{n-1}(x + y) \left[ 1 - p(x + y) \right] + \left[ V_{n-1}(0) - C_n \right] p(x + y) \lambda(m) G(dy[m]) \right] / \left[ \alpha + \lambda(m) \right], \]

and

\[ V(x) = \max \{ r(0)/\alpha - C_1, r(x)/\alpha \}. \]

These equations may be interpreted as follows. If the system in state \( x \) facing \( n \) more shocks is replaced voluntarily, the net optimal return would be \( V_{n-1}(0) - C_n \), since \( n \) more shocks still remain. On the other hand, maintaining it at rate \( m \) yields \( r(x)/\alpha + \lambda(M) \) as the expected discounted profit until the next shock, according to (1). If the next shock is of magnitude \( x \) (determined according to \( G(dx'[m]) \)), the optimal return from then on is \( V_{n-1}(x + y) \), provided the system survives the shock (i.e., with probability \( [1 - p(x + y)] \)) and \( V_{n-1}(0) - C_n \), otherwise, discounted by the expected discount factor \( \lambda(m)/\alpha + \lambda(m) \), as in (2). Finally, with no more threat of future shocks (i.e., \( n = 0 \)), maintenance expenditures are unnecessary and we may or may not replace the system, which will be operated from then onwards without further deterioration.

**Lemma 1:** Under Assumptions P and E, for each \( n = 0, 1, 2, \ldots \), the functions \( V_n(x) \) and \( U_n(x) \) are bounded, nonincreasing and convex in \( x \geq 0 \).

**Proof:** Boundedness follows from

\[ r(0)/\alpha \geq V_n(x) \geq \{ M + C_n \lambda(M) \} / \alpha, \]

since \( r(0) \) is the highest rate of return obtainable, while, in the worst case, infinitely many shocks occur and each requires a failure replacement in spite of employing the maximum possible maintenance rate. To prove monotonicity and convexity of \( V_n \) by induction on \( n \), note from (6) and Assumption E (i) that \( V_n \) has these properties. Suppose that \( V_{n-1} \) is nonincreasing and convex. From (3) and Assumption E (ii) we have \( V_{n-1}(x + y) \geq V_{n-1}(0) - C_n \). Using this, together with the induction hypothesis and Assumption P, it can be checked that, for each \( n \), the integrand in (5) is nonincreasing and convex in \( x \). This, together with Assumption E (i) yields monotonicity and convexity of \( T_n V_{n-1} \) for each \( n \). Since these properties are preserved under the maximization operation, we have \( U_n \) and hence \( V_n \) nonincreasing and convex.

Q.E.D.

From the definition of \( V_n \), it is easy to see that \( V_n \leq V_{n-1} \) for all \( n = 1, 2, \ldots \), i.e., permitting more shocks cannot improve the total return obtainable. Thus, the sequence of functions \( \{ V_n, n = 0, 1, 2, \ldots \} \) is bounded as in (7) and nonincreasing, so that \( V = \lim_{n \to \infty} V_n \) exists and is the maximum net expected discounted return over an infinite horizon, given that an unlimited number of shocks will eventually occur. By standard contraction mapping arguments, \( V \) is the unique solution to the following functional equation, which is similar to (3) and (4).

\[ V(x) = \max \{ V(0) - C_1, U(x) \}, x \geq 0 \]

where
\( U(x) = \max_{m \in [0, M]} T_m V(x) \)

and \( T_m \) is the operator defined in (5).

Since the properties of \( U_n \) and \( V_n \) is Lemma 1 are preserved upon taking limits as \( n \to \infty \), we have the following.

**THEOREM 1**: Under Assumptions P and E, the optimal value functions \( U(x) \) and \( V(x) \) are bounded, nonincreasing and convex in \( x \geq 0 \).

### B. Optimal Replacement and Maintenance Policy

From (8), it is clear that the optimal replacement rule \( \delta_1^* \) specifies the replacement decision \( \delta_1^*(x) = 1 \) in state \( x \) if and only if \( V(x) = V(0) - C_1 \). Similarly, the optimal maintenance rule \( \delta_2^* \) specifies in state \( x \), the smallest expenditure rate \( \delta_2^*(x) \) which attains the maximum of \( T_m V(x) \) in (9) over \( m \in [0, M] \); our continuity and compactness assumptions assure the existence of this maximizer.

We first show that, in our model, the optimal replacement rule \( \delta_1^* \) has the well known control limit form (as in the models of Derman [5], Ross [13], Taylor [15], Feldman [6,7] and others).

**THEOREM 2**: Under Assumptions P and E, there exists an \( x^* \in [0, \infty) \) such that \( \delta_1^*(x) = 1 \) if and only if \( x \geq x^* \).

**PROOF**: By monotonicity of \( U \) and definition of \( \delta_1^* \), we may define

\[
(10) \quad x^* = \inf \{ x \geq 0 : V(0) - C_1 \geq U(x) \}.
\]

Q.E.D.

Next, we show that the optimal preventive maintenance expenditure rate is nonincreasing in the damage level of the system. This may be viewed as a stochastic analog of the result of Kamen and Schwartz [8] and Thompson [14], wherein the optimal maintenance rate is shown to be decreasing in the chronological age of the system. Indeed, it is reasonable to expect a reduction in continuous maintenance as instantaneous replacement becomes more imminent.

**THEOREM 3**: Under Assumptions P and E, the optimal maintenance rate \( \delta_2^*(x) \) is nonincreasing in \( x \in [0, x^*) \), where \( x^* \) is given by (10).

**PROOF**: If \( x < x^* \), then from (8) and Theorem 1 we have \( V(x) = U(x) \), which can be seen to be equivalent to

\[
(11) \quad U(x) = \max_{m \in [0, M]} [r(x) - m - f(x,m)]
\]

where

\[
(12) \quad f(x,m) = \int_0^\infty \left[ [V(x) - V(x+y)] + [V(x+y) - V(0) + C_2] \rho(x+y) \right] d(y|m).
\]

Take \( x_1 \leq x_2 < x^* \), so that we need to show that \( \delta_2^*(x_1) \geq \delta_2^*(x_2) \). We first show that \( f(x_2,m) - f(x_1,m) \) is nondecreasing in \( m \in [0, M] \). Now

\[
(13) \quad f(x_2,m) - f(x_1,m) = \int_0^\infty \rho(x_1,x_2,y) d(y|m)
\]
By monotonicity and convexity of $V$ (Theorem 1) and monotonicity of $\rho$ (Assumption P (ii)), the second term in the above expression is nonincreasing in $y$. Also monotonicity of $V$, concavity of $\rho$ and the inequality $V(x) - V(0) + C_2 \geq V(x) - V(0) + C_1 \geq 0$ (since $C_2 \geq C_1$ and $V$ satisfies (8)) imply that the third term is nonincreasing in $y$. Thus, $g(x_1, x_2, y)$ is nonincreasing in $y$. This, coupled with Assumption Ni) now implies that $g(x_1, x_2, m)$ is nondecreasing in $m \in [0, M]$. Since $\delta_1^*(x)$ attains the maximum on the right hand side of (11), the above implies that $\delta_1^*(x_2) \geq \delta_1^*(x_1)$, whenever $x_2 \geq x_1$, because otherwise we would have

$$
[r(x_2) - \delta_1^*(x_2) - f(x_2, \delta_1^*(x_2))] < [r(x_1) - \delta_1^*(x_1) - f(x_1, \delta_1^*(x_1))]
$$

i.e.

$$
[r(x_2) - \delta_1^*(x_2) - f(x_2, \delta_1^*(x_2))] + [r(x_1) - \delta_1^*(x_1) - f(x_1, \delta_1^*(x_1))]
$$

contradicting optimality of $\delta_1^*(x)$ when in state $x$.

Q.E.D.

Thus, by Theorems 2 and 3, the higher the state of deterioration of the system the less should be the maintenance effort to prevent further deterioration and, as soon as the deterioration level exceeds a critical value, the system should be replaced by a new one.

C. Bounds on Optimal Policy and Return

So far, with Assumptions P and E, there is no guarantee that even the optimal policy will result in a profitable system operation over the long run. This is precisely the purpose of Assumption R, as the following Theorem 4, shows and this fact will also be needed to establish bounds on $V^*$ and $\delta_1^*(x)$ in Theorem 5 below.

THEOREM 4: With Assumptions P, E and R, the optimal return $V(x)$ is positive for all $x \geq 0$.

PROOF: Consider a policy $\delta = (\delta_1, \delta_2)$, where $\delta_1(x) = 1$ and $\delta_2(x) = m^*$ for all $x \geq 0$, where $m^*$ is as in Assumption R; thus $\delta$ replaces the system at every shock and always specifies the constant maintenance rate $m^*$. The total expected discounted return, starting in state $x$ and following this policy $\delta$, is, therefore

$$
V_\delta(x) = [r(x) - m^*/\alpha + \lambda(m^*) + \lambda(m^*)] r(0) - m^*/\alpha + \lambda(m^*)]\n$$

where

$$
K(x) = C_1 + (C_2 - C_1) \int_0^\infty \rho(x+y)G(dy|m^*)
$$
is the expected replacement cost upon receiving a shock. Since \( C_2 \geq K(x) \geq K(0) \), we have
\[
V_*(x) \geq [r(x)-m^*/[\alpha + \lambda (m^*)] + \lambda (m^*)/\alpha \{[r(0)-m^*/[\alpha + \lambda (m^*)]-C_2]\} > 0,
\]
by Assumption R. Since \( V(x) \geq V_*(x) \) for all \( x \), the proof is completed.

Q.E.D.

Our final objective is to derive bounds on the optimal policy \( \delta^* \).

**THEOREM 5:** Under Assumptions P, E and R, we have
\[
\begin{align*}
(15) & \quad x^* \leq b, \\
\text{where } b &= \inf B, \\
B &= \{ x \geq 0; \ \max_{m \in [0,M]} \{|r(x) - m|/\lambda(m) - (C_2 - C_1) \int_0^\infty \rho(x+y) G(dy|m)| \leq 0 \} \}
\end{align*}
\]
and
\[
(16) \quad \delta^*_k(x) < r(x), \ x \in [0,x^*).
\]

**PROOF:** To prove (15), in view of (8), it suffices to show that \( V(x) > U(x) \) whenever \( x \in B \). Suppose \( x \in B \) and \( V(x) = U(x) \). Now
\[
U(x) \leq \max_{m \in [0,M]} \{ r(x) - m + \int_0^\infty \{ V(x)[1-\rho(x+y)] \\
+ [V(0) - C_2] \rho(x+y) \lambda(m) G(dy|m)]/[\alpha + \lambda(m)] \\
\leq V(x) \max_{m \in [0,M]} \{|\lambda(m)/[\alpha + \lambda(m)]| \} \\
+ \max_{m \in [0,M]} \{|r(x) - m + \int_0^\infty [-V(x)] \\
+ V(0) - C_2] \rho(x+y) \lambda(m) G(dy|m)]/[\alpha + \lambda(m)] \} \\
\leq V(x) \max_{m \in [0,M]} \{|\lambda(m)/[\alpha + \lambda(m)]| \} \\
+ \max_{m \in [0,M]} \{|r(x) - m + \int_0^\infty (C_2 - C_1) \rho(x+y) \lambda(m) G(dy|m)]/[\alpha + \lambda(m)] \} \\
\leq V(x) \max_{m \in [0,M]} \{|\lambda(m)/[\alpha + \lambda(m)]| \} \\
< V(x),
\]
yielding a contradiction. In the above argument, the first inequality follows from \( V(x+y) \leq V(x) \) (Theorem 1), the third one from \( V(x) \geq V(0) - C_1 \), the fourth one from the fact that \( x \in B \) and the last one from \( V(x) > 0 \) (Theorem 4). To prove (16) by contradiction, suppose that \( \delta^*_k(x) > r(x) \) for some \( x \in [0,x^*). \) Then
\[
V(x) = U(x) \\
= [r(x) - \delta^*_k(x)] + \int_0^\infty \{ V(x+y)[1-\rho(x+y)] \\
+ [V(0) - C_2] \rho(x+y) \lambda(\delta^*_k(x)) G(dy|\delta^*_k(x))] /[\alpha + \lambda(\delta^*_k(x))] \\
\leq \lambda(\delta^*_k(x))/[\alpha + \lambda(\delta^*_k(x))] \int_0^\infty \{ V(x+y)[1-\rho(x+y)] \\
+ [V(0) - C_2] \rho(x+y) G(dy|\delta^*_k(x))
\]
\[
\begin{align*}
\leq & \lambda (\delta_1^*(x))/[\lambda + \lambda (\delta_1^*(x))][V(x)] \\
& + \int_0^\infty [V(0) - C_1^* - V(x)]p(x + y)G(dy)G(\delta_1^*(x)) \\
\leq & V(x)\lambda (\delta_1^*(x))/[\lambda + \lambda (\delta_1^*(x))] \\
< & V(x),
\end{align*}
\]
again yielding a contradiction. Here the first two equalities follow from the definitions of \(x^*\) and \(\delta_1^*\), respectively. The first inequality follows from the hypothesis that \(\delta_1^*(x) \geq r(x)\), the second inequality from monotonicity of \(V\), the third one from \(x < x^*\) and the last one follows by positivity of \(V\).

Q.E.D.

The bound in (15) may be interpreted in terms of a "one-stage-look-ahead" stopping policy, as, for example, in Ross [13, p. 183]. Suppose we postpone the voluntary replacement of an operating system until the next shock in the hope of "squeezing" additional revenue out of it. However, such a postponement would involve the risk of a higher forced replacement cost due to possible failure the next shock might cause. The first part of Theorem 5 in essence juxtaposes these two conflicting factors in specifying an optimal replacement strategy. It asserts that if the net expected revenue until the next shock, \([r(x) - m]/\lambda (m)\), cannot at the least overcome the expected extra cost \((C_2 - C_1^*) \int_0^\infty p(x + y)G(dy)\) due to possible failure replacement at the next shock, for any choice of maintenance rate \(m\), then it is best to replace the system right away instead of waiting. The second part of the theorem says that "living beyond one's means" cannot be the best maintenance strategy, even in a favorable environment, i.e., that the optimal maintenance rate is always strictly less than the rate at which the machine generates revenues, as given in (16).

4. AN EXAMPLE

In this section, we illustrate the model and results by providing explicit solutions for a specific example. Consider a system which fails when the cumulative damage first exceeds a prespecified threshold \(d\) (see, e.g., Buckland [2], Section 1-10), so that the failure probability function \(p(\cdot)\) is given by

\[
p(z) = \begin{cases} 
0 & \text{if } 0 \leq z < d \\
1 & \text{if } z \geq d
\end{cases}
\]

which is trivially nondecreasing and concave on \([0,d]\) as per (the footnote of) Assumption P(ii). Suppose that the shock rate \(\lambda (m) \equiv \lambda > 0\), independent of the maintenance rate \(m \in [0,M]\), and that each shock causes either zero damage (so that the system survives) with probability \(m/M\) or damage of magnitude \(d\) (resulting in a system failure) with probability \(1 - m/M\), i.e., the distribution of damage caused by a shock is

\[
G(y|m) = \begin{cases} 
m/M & \text{if } 0 \leq y < d \\
1 & \text{if } y \geq d
\end{cases}
\]

Then, \(\lambda (m) [1 - G(y|m)]\) is (linearly) decreasing in \(m\), as required in Assumption P(i). We may take the economic parameters \(r\), \(C_1\) and \(C_2\) to be arbitrary ones satisfying Assumption E, although for expositional simplicity we take the reward function \(r(x)\) to be strictly decreasing and convex in \(x\) (e.g., \(r(x) = ke^{-x}\) with \(k > 0\)) and, to rule out trivial solutions, we suppose that
The optimality equations (8) and (9) now become

\[ V(x) = \max \left\{ V(0) - C_1, U(x) \right\} \]

where

\[ (\alpha + \lambda) U(x) = \max_{m \in [0, M]} \left[ r(x) - m + \lambda \left[ V(x) m/M + (V(0) - C_2) (1 - m/M) \right] \right]. \]

The optimal solutions \( V, \delta_1^*, \delta_2^* \) depend upon relative magnitudes of certain problem parameters, as given in the following three disjoint and exhaustive cases. In each case, it can be verified in a straightforward manner that the given solutions satisfy (20) and (21).

**CASE (i):** \( C_2 - C_1 > M/\lambda \).

In this case, the optimal return is the convex nonincreasing function given by

\[ V(x) = \begin{cases} 
[r(x) - M]/\alpha & \text{if } x \leq x^* \\
[r(0) - M]/\alpha - C_1 & \text{if } x > x^*
\end{cases} \]

where the critical replacement level \( x^* \) satisfies

\[ r(x^*) = r(0) - \alpha C_1. \]

In light of (19) and the strict monotonicity of \( r \), we have \( x^* < d \) and that \( x^* \) is unique. As for the maintenance rule, we have \( \delta_1^*(x) = M \) for all \( x \in [0, x^*) \), specifying the maximum maintenance rate until replacement, since in this case the replacement cost differential is higher than the maximum maintenance cost until failure.

**CASE (ii):** \( C_2 - C_1 \leq M/\lambda < C_2. \)

In this case the solution turns out to be

\[ V(x) = \begin{cases} 
[r(x) - M]/\alpha , & 0 \leq x \leq \bar{x} \\
[r(0) + \lambda (r(0) - M)/\alpha - C_2] / (\alpha + \lambda) , & \bar{x} < x \leq x^* \\
[r(0) - M]/\alpha - C_1 & x > x^*
\end{cases} \]

where \( x^* \) satisfies

\[ r(x^*) = r(0) - \alpha C_1 - M + \lambda (C_2 - C_1) \]

and \( \bar{x} \) satisfies

\[ r(\bar{x}) = r(0) - \alpha (C_2 - M/\lambda). \]

Again, \( \delta_1^* \) specifies replacement whenever \( x \geq x^* \). The optimal maintenance policy \( \delta_2^* \) is of the "bang-bang" type and is specified in terms of the switchpoint \( \bar{x} \) (which is less than \( x^* \) since \( (C_2 - C_1) \leq M/\lambda) \) as follows:

\[ \delta_2^*(x) = \begin{cases} 
M & \text{if } 0 \leq x < \bar{x} \\
0 & \text{if } \bar{x} \leq x < x^*
\end{cases} \]

From (26), note that \( \bar{x} \) is increasing in \( C_2 \).

**CASE (iii):** \( C_2 - C_1 < C_2 \leq M/\lambda \).

In this final case, we get
where the control limit $x^*$ satisfies

$$r(x^*) = r(0) - (\alpha + \lambda) C_1$$

and identically zero maintenance rate (i.e., $\delta^*(x) = 0$ for all $x \in [0, x^*)$) is optimal.

In all three cases, from (23), (25) and (29), we observe that the optimal control limit $x^*$ is decreasing in $C_2$ (or $(C_2 - C_1)$) and increasing in $C_1$. Similarly, the switch-point $\bar{x}$ at which the optimal maintenance rate switches from $M$ to 0 is increasing in $C_2$ (or $(C_2 - C_1)$) and decreasing in $C_1$. Thus, the higher the replacement cost differential $(C_2 - C_1)$, the greater should be the intensity of preventive maintenance and replacement effort. For a concrete example, consider $d = 1$, $r(x) = 1 - x$ and $C_1 > 0$ fixed. Then Figure 1 displays the parametric behavior of the optimal critical value $x^*$ (shown by the solid line) and the optimal switch point $\bar{x}$ (shown by the broken line) as the forced replacement cost $C_2$ is varied.

Finally, notice that under optimal policy, in cases (i) and (ii) at most one replacement ever takes place, while in case (iii) the system is replaced at every shock. In short, our analysis has delineated conditions under which it will be optimal to actually utilize the maintenance capability available for buffering the system completely from shocks.

5. CONCLUDING REMARKS

In this paper, we have integrated the problems of determining optimal preventive maintenance and replacement schedules for a system that is subject to stochastic deterioration and failure induced by a shock process. Under reasonable assumptions, we have proved that the maximum obtainable return and the optimal policies have appealing features and we have illustrated these by means of an example. We conclude the paper by discussing some implementational aspects of the model.
In practice, the state of the system \( x \) may be observed in terms of some convenient surrogate measure of system efficiency, accuracy or wear such as the production (or revenue) rate, fraction defective produced, energy consumption rate, etc. Accounting and financial information may be used to estimate the discount rate and replacement costs \( C_1 \) and \( C_2 \), which depend upon such economic factors as wage levels, prices and opportunity costs of lost production during replacement delays. Statistical estimation of the parameters \( \lambda \) and \( G \) of the shock process and the failure probability \( p \) would require observations on the system performance together with simulation experiments. The numerical computation of optimal policy itself would require discretization of the performance space and maintenance rates \( m \), so that standard algorithms such as the policy improvement routine (see, e.g., Ross [13]) can be employed. Given the simple structure of the optimal policy, its implementation may be based on a control chart type procedure by establishing control limits \( \{x_1^*, x_2^*, \ldots, x_n^*\} \) on the system deterioration level \( x \), so that, if \( x > x_n^* \), the system should be replaced; otherwise if \( x_{n-1}^* < x < x_n^* \), it should be maintained at an expenditure rate \( m \), greater deterioration corresponding to smaller expenditures. The selection of control limits may also be based on simulation studies.
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ABSTRACT

This paper is a state-of-the-art review of the literature related to optimal maintenance models of systems subject to failure. The emphasis is on work appearing since the 1976 survey, "A Survey of Maintenance Models: The Control and Surveillance of Deteriorating Systems," by W.P. Pierskalla and J.A. Voelker, published in this journal.

1. INTRODUCTION

Maintenance involves planned and unplanned actions carried out to retain a system in or restore it to an acceptable condition. Optimal maintenance policies aim to minimize downtime while providing for the most effective use of systems in order to secure the desired results at the lowest possible costs. Proper maintenance techniques have been emphasized over the past two decades due to increased complexity of systems, increased quality requirements and rising costs of material and labor. The two old concepts of maintenance: loving care (the reliability of the equipment is directly proportional to the frequency of maintenance), and emergency replacement (operate equipment until it is inoperable) may not be optimal. Both methods lead to improper maintenance, excessive breakdowns, and high costs. Since the 1965 and 1967 surveys on maintenance by McCall and Barzilovich [335,34], a great deal of research has been done in the field of optimal maintenance modeling, involving the aspects of optimal preventive and preparedness maintenance policies. Tables 1-3 give the references in various classifications. Some references appear more than once in Table 1 because these papers consider two or more topics related to maintenance models. Also, some papers are not referred to in Table 2 because the topics of these papers were not concerned with any specific model type.

2. OPTIMAL MAINTENANCE MODELS

The literature related to optimal maintenance models is classified as follows:
Optimal Maintenance Models

1. Deterministic Models
2. Stochastic Models
   A. Under Risk
   B. Under Uncertainty
      1. Simple System
      2. Complex System
         a. Preventive Maintenance (periodic, sequential)
         or
         b. Preparedness Maintenance (periodic, sequential, opportunistic).

Optimization techniques employed for obtaining optimal maintenance policies include the following:

- Linear programming
- Nonlinear programming
- Dynamic programming
- Pontryagin maximum principle
- Mixed-integer programming
- Decision theory
- Search techniques
- Heuristic approaches

The characteristics of each optimal maintenance model considered in this survey will be explained briefly.

2.1 Deterministic Models

These models incorporate the following assumptions:

- The outcome of every maintenance action is nonrandom.
- Maintenance action restores the system to its original state.
- The purchase price and salvage value of the system are taken as given functions of its age.
- Aging (wore and tear) increases the costs of operating the system.
- Aging failure is not necessarily operational failure.
- All failures are new, and can be observed instantaneously.
- By prolonging the operating life of the system through maintenance, costs are incurred and benefits may increase.

The optimal maintenance policy for deterministic models is periodic and the times between successive maintenance actions must be equal.

2.2 Stochastic Models Under Risk

Risk is a time-dependent property that is measured by probability. For stochastically failing equipment under risk, it is impossible to predict the exact time of failure; but the distributions of the time to failure of each component of the system are known.
2.2.1 Simple System Preventive Maintenance Model (periodic, sequential)

This model utilizes the following assumptions:
- The system time to failure is a random variable with known distribution.
- The system is either operating or failed.
- Failure is an absorbing state.
- Maintenance action regenerates the system immediately upon completion.
- The intervals between successive regeneration points are independent random variables.
- The maintenance cost is generally higher if undertaken after an operational failure than before.

The optimal policy for various assumptions is as follows:
- For systems with unlimited lifetime, the optimal preventive maintenance policy is the strictly periodic one—i.e., maintain system at failure or at an age $t$, whichever occurs first.
- For systems with constant failure rate (exponential), maintain at failure.
- For systems with increasing failure rate (Weibull, gamma, ..., etc., for some parameter values), maintain on progressive schedule.
- For systems with limited lifetime (process with a relatively short lifetime, or equipment subject to rapid technological change), the best preventive policy is the sequential one. This sequential policy recalculates the maintenance age $t$ after each overhaul—It actually attempts to minimize the expected cost of system operation over the remaining life of the process.

2.2.2 Simple System Preparedness Maintenance Model (periodic, sequential)

This model utilizes the following assumptions:
- The system time to failure is a random variable with known distribution.
- The actual state of the system is known with certainty only at the time of inspection or maintenance.
- Failure is an absorbing state.

2.2.3 Complex System Preventive Maintenance Model (periodic, sequential, opportunistic)

This model is an extension of 2.2.1 for complex systems. The optimal policy for various assumptions is as follows:
- If the parts constituting the complex system are interconnected in such a way that they can be considered as stochastically and economically independent, then the optimal maintenance policy for this complex system reduces to that of the simple system, i.e., employ a periodic or sequential preventive maintenance policy for each separate part.
• If individual parts cannot be considered as stochastically and economically independent, then a policy called the opportunistic maintenance policy will be more effective. Under this policy, the maintenance of a single uninspected part depends on the state of one or more continuously inspected parts. The opportunistic maintenance policy is advantageous when the cost of a joint maintenance action is less than the sum of the cost of the separate maintenance actions.

• If a complex system is composed of a large collection of identical units of equipment, then a block maintenance policy may be advantageous. Under this policy, each unit is replaced on failure, and all units are replaced at periodic intervals, $T, 2T, 3T, \ldots$, without regard to individual unit age. Scheduled and unscheduled maintenance can be combined. Consequently, this policy is easier to implement, and results in lower administrative and maintenance costs.

2.2.4 Complex System Preparedness Maintenance Model
(periodic, sequential, opportunistic)

This model is an extension of 2.2.2 for complex systems. The optimal policy for various assumptions is as follows:

• If the complex system is under continuous surveillance, then this model reduces to the preventive maintenance model described under 2.2.3.

• If the complex system is not inspected, then the only maintenance policy to secure the highest level of preparedness is replacement.

2.3 Stochastic Models Under Uncertainty

For stochastically failing equipment under uncertainty, the exact time of failure and the distribution of the time to failure are not known.

2.3.1 Preventive Maintenance Model for Simple and Complex Systems

The optimal policy for various assumptions is obtained as follows:

• When the system is new or failure data are not known, the minimax techniques are applied.

• When information about the system (failure rate, \ldots etc.) is partially known, Chebyshev-type bounds are applied.

• When subjective beliefs about the system failure are known, Bayesian adaptive techniques are applied.

2.3.2 Simple (complex) System Preparedness Maintenance Model

The techniques of minimax strategies, Chebyshev-type bounds and Bayesian adaptive policies can be applied to this model as explained under item 2.3.1.
## TABLE 1. General Classification

<table>
<thead>
<tr>
<th>Type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization Techniques</td>
<td>5, 13, 18, 42, 103, 140, 141, 188, 195, 197, 219, 244, 248, 252-256, 357-367, 383, 418, 442, 480, 487, 497</td>
</tr>
</tbody>
</table>
TABLE 2. Classification of Maintenance Models by Type

<table>
<thead>
<tr>
<th>Type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>7, 26, 41, 42, 120, 128, 234, 264, 335, 365, 366, 380, 384, 394, 395, 401, 442, 487</td>
</tr>
<tr>
<td>Stochastic, Under Risk</td>
<td></td>
</tr>
<tr>
<td>Preparedness</td>
<td>10, 32, 43, 56, 73, 81, 92, 100, 104, 106, 170, 179, 211, 213, 237, 241, 243, 253, 259, 297-300, 324, 338, 342, 343, 369, 403, 411, 435, 469, 485</td>
</tr>
<tr>
<td>Opportunistic</td>
<td>19, 47, 199, 316, 353-355, 384, 392, 402, 437, 483, 493, 511, 512</td>
</tr>
<tr>
<td>Stochastic, Under Uncertainty</td>
<td>10, 18, 34, 43, 75, 86, 90, 100, 104, 105, 117, 118, 125, 126, 132, 157, 167, 173, 185, 195, 209, 236, 252, 255, 373, 417, 418, 422, 433, 436</td>
</tr>
</tbody>
</table>

TABLE 3. Classification by Type of Applicable Optimization Techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Theory</td>
<td>1-4, 6-11, 14-39, 43-139, 142-190, 192-218, 220-226, 228-243, 245, 249-251,</td>
</tr>
<tr>
<td></td>
<td>259-337, 359, 361-370, 372-376, 385-387, 390-396, 400-441, 443-460, 463-479,</td>
</tr>
<tr>
<td></td>
<td>481, 483-496, 500-524</td>
</tr>
<tr>
<td>Dynamic Programming</td>
<td>401-42, 191, 199, 219, 244, 246, 252, 255-258, 360, 442, 462, 480, 488</td>
</tr>
<tr>
<td>Linear Programming</td>
<td>103, 271, 497</td>
</tr>
<tr>
<td>Mixed-Integer Programming</td>
<td>384-497</td>
</tr>
<tr>
<td>Nonlinear Programming</td>
<td>191, 227, 247, 248, 257</td>
</tr>
<tr>
<td>Pontryagin's Maximum Principle</td>
<td>5, 13, 140, 141, 389, 447, 482</td>
</tr>
<tr>
<td>Search Techniques</td>
<td>339, 371, 377</td>
</tr>
<tr>
<td>Simulation Techniques</td>
<td>374, 397, 499</td>
</tr>
</tbody>
</table>
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ABSTRACT

Problems of bounding \( Pr \{ X > Y \} \), when the distribution of \( X \) is subject to certain moment conditions and the distribution of \( Y \) is known to be of convex-concave type, are treated in the framework of mathematical programming. Juxtaposed are two programming methods: one is based on the notion of weak duality and the other on the geometry of a certain moment space.

INTRODUCTION

Let \( X \) and its cumulative distribution function \( F(\cdot) \) represent the strength variation of a certain system, and let \( Y \) and its c.d.f. \( G(\cdot) \) represent the variation of the stress to which the system is subject. When \( X \) and \( Y \) are statistically independent, the quantity \( R = Pr \{ X > Y \} = \int G(t) \, dF(t) \) is commonly referred to as the reliability of the system. The problem of estimating \( R \) has been addressed in the literature in a variety of different contexts. Among such contributions are Birnbaum and McCarty's [2] nonparametric procedures for confidence intervals, Govindarajulu's [7] improvement on Birnbaum and McCarty's work via asymptotic normality of \( R \), Church and Harris' [4] parametric procedures for UMVU estimation and confidence intervals, Enis and Geisser's [6] Bayesian inferences on \( R \), and Bhattacharyya and Johnson's [1] generalization to multicomponent systems. In this study, we are interested, rather, in bounding \( R \) with respect to \( F \) for fixed \( G \), and in determining the corresponding extremal distributions \( F^* \).

We note that this problem is a slight modification of the classical variational problem underlying the Tchebycheff inequality; we need only replace \( G \) in the expression for \( R \) by a fixed symmetric set characteristic function, and then maximize \( R \) subject to given values of the first two moments of \( X \). We note as well that both problems are special cases of what in Karlin and Studden [9] (Ch. XII), are called "generalized Tchebycheff problems," which are treated there, essentially, by the duality theory of linear programming.

The fact that problems of the Tchebycheff type can be solved effectively in the framework of linear programming theory has also been documented, for example, in Isii [8], Whittle [17], and Pyne [13]. In this paper, we treat the optimization of \( R \) through programming approaches, which, though kindred in spirit to the above, do seem to be especially well tailored to our problem, when the further assumption is made that \( G \) is "strictly unimodal, i.e., is strictly convex to the left of some point, and strictly concave to the right.
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The first approach, essentially a linear specialization of the weak duality argument of David and Kim [5], recommends itself for its simplicity, but fails when extremal distributions do not exist. The second approach, based on the geometry of a certain moment space, does succeed in such situations, but is less direct. We note in passing that Brook's [3] bounding of moment generating functions offers still a third programming alternative for the optimization of \( R \). In Sec. 2, we outline the first method in conjunction with a certain pair of linear programs \((P_1, D_1)\), and the second method in conjunction with a certain geometrically motivated program \( P_1 \). Sec. 3, devoted to the first method, illustrates the construction of extremal c.d.f.'s in the context of two simple examples. Sec. 4 illustrates the second method, using the examples of Sec. 3.

2. LINEAR PROGRAMMING FORMULATIONS

Define the following classes of functions:

\( \mathcal{G} \): The class of "generalized c.d.f.'s" \( F \) of the form \( \xi F \), where \( \xi \geq 0 \) and \( F \) a c.d.f. on the line.

\( \mathcal{D} \): The class of discrete c.d.f.'s \( F \) on the line with at most \( n + 1 \) jumps.

\( \mathcal{G} \): The class of c.d.f.'s \( G \) on the line that are strictly convex to the left of 0, and strictly concave to the right.

\( \mathcal{G} \): The class of c.d.f.'s \( G \) on the line that are strictly concave on \([0, \infty]\) and identically 0 otherwise.

\( \mathcal{G} = \mathcal{G} \cup \mathcal{G} \). Further, we assume that a \( G \in \mathcal{G} \) possesses probability density function \( g(\cdot) \).

For a given \( \mathbf{h}(t) = (h_1(t), \ldots, h_n(t)) \), where each \( h_k(t) \) is a piecewise continuous function on the line, let \( CH[\mathbf{h}(E_t)] \) denote the convex hull generated by \( \mathbf{h}(t) \) when we vary \( t \) over the line. For a given point, \( \mathbf{h} = (h_1, \ldots, h_n) \in CH[\mathbf{h}(E_t)] \), we formulate a linear program:

\[
P_1: \begin{align*}
& \text{maximize} \int G(t) \, dF(t) \\
& \text{subject to} \int dF(t) = 1 \\
& \int h_k(t) \, dF(t) = b_k, \quad 1 \leq k \leq n \\
& F \in \mathcal{F}
\end{align*}
\]

where \( G \) is a fixed c.d.f. in \( \mathcal{G} \).

We note that the underlying space \( \mathcal{F} \) in (2.2), being free from normalization, is a convex cone. Exploiting the cone structure of both (2.1) and (2.2) in conjunction with standard dual cone theory (Luenberger [10], p. 157), and Sposito [15], (p. 261)), we may write down a linear program formally dual to \( P_1 \):

\[
D_1: \begin{align*}
& \text{minimize} \lambda^T \beta' \\
& \text{subject to} \lambda^T \eta(t) \geq G(t), \quad \forall t \in E_1, \\
& \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \in E_{n+1},
\end{align*}
\]

where \( \beta \equiv (1, h) \) and \( \eta(t) \equiv (1, h(t)) \).
Note first, by (2.1) and (2.3), that, if \( F^0 \) is feasible for \( P \) and \( \lambda^0 \) is feasible for \( D \), then

\[
\int G(t) \, dF^0(t) \leq \int \lambda^0 \eta(t) \, dF^0(t) = \lambda^0 \beta^0.
\]

Therefore, as suggested in David and Kim [5], and Pukelsheim [12], if we find a feasible solution pair \( (F^*, \lambda^*) \) that satisfies

\[
\int [\lambda^* \eta(t)] \, dF^*(t) = 0,
\]

then \( (F^*, \lambda^*) \) is in fact an optimal pair for \( (P^*_1, D_1) \). and, certainly, \( F^* \) satisfying (2.6) will need to concentrate its mass on the "set of osculation"

\[
T(\lambda^*) = \{ \tau \in E \mid \lambda^* \eta(\tau) \, dF^*(\tau) = 0 \}.
\]

whose cardinality is bounded usually by \( n + 2 \), when the functions \( \{G(t), \eta(t)\} \) are linearly independent on the line. (See Karlin & Studden [9].) Sec. 3 contains detailed demonstrations on how to construct an extremal c.d.f. \( F^* \) (which turns out to be supported at only \( n \) points in one example, and \( (n-1) \) points in another example).

Now, with special reference to the second approach, consider the following program \( P^*_1 \), an essentially finite dimensional version \( P^*_1 \):

\[
P^*_1: \text{maximize} \int G(t) \, dF^*(t)
\]

subject to \( \int h_k(t) \, dF^*(t) = h_k, 1 \leq k \leq n \)

and \( F^* \in \mathcal{F} \).

The fact that \( P^*_1 \) and \( P^*_2 \) yield the same optimal value follows from the general considerations in Rogosinski [14] and Mulholland and Rogers [11]. The reduction of \( P^*_1 \) to \( P^*_2 \) provides a useful geometric version of our problem, in that the class \( \mathcal{F} \) of \( P^*_1 \) generates the convex hull \( CH[\Gamma] \) of the trace

\[
\Gamma = \{ x = (x_1, \ldots, x_n) \mid x_k = h_k(t), 1 \leq k \leq n, \text{ and } x_{n+1} = G(t) \text{ for some } t \in E \}.
\]

Hence, we are led to the equivalent program

\[
P^*_2: \ \sup \ x_{n+1}
\]

where \( C = CH[\Gamma] \) and \( L = \{ x \mid x_k = h_k, 1 \leq k \leq n, x_{n+1} \in E \} \).


Since the set \( C \) in \( E_{n+1} \) is convex, the optimal value \( x_{n+1}^{*} \) of \( P^*_2 \) may be obtained by associating this value with a suitable supporting hyperplane \( H_x \) of \( C \) at the boundary point \( (h_1, \ldots, h_n, x_{n+1}^{*}) \). Finding the equation for \( H_x \) is not easy, however, since \( C \) is known only through \( \Gamma \). In Sec. 4 the problem of finding \( H_x \) is attacked by considering \( H_x \) as a certain limit of all hyperplanes in \( E_{n+1} \) that cut or touch the set \( \Gamma \).

3. ILLUSTRATION OF THE FIRST APPROACH

**Example 1.** We wish to find the maximum reliability \( R^* \) of a system whose strength distribution \( F \) is known to have mean \( 0 \) and variance \( b > 0 \), when the distribution of the stress
to which the system is subject is given by a known continuous c.d.f. \( G \) in \( \mathcal{G} \). We compute \( R^* \) via constructing of an extremal c.d.f. \( F^* \). (Remark: There is no loss of generality in fixing the common value of the mean of \( F \) and the mode of \( G \) at zero. If their common value is in fact, say, a positive value \( M \), then the corresponding \( F^* \) is obtained by shifting \( F^* \) obtained below to right by \( M \).) Specializing the program pair \( (P,D) \) of Sec. 2 to this problem, we find the program pair

\[
P_I: \quad \text{maximize } \int G(t) \, dF(t)
\]
subject to

\[
\begin{align*}
\int dF(t) &= 1 \\
\int t \, dF(t) &= 0 \\
\int t^2 \, dF(t) &= h,
\end{align*}
\]
and \( F \in \mathcal{G} \).

\[
D_I: \quad \text{minimize } \lambda_0 + \lambda_2 \, b
\]
subject to \( \lambda_0 + \lambda_1 \, t + \lambda_2 \, t^2 \geq G(t), \, \forall t \in E_1 \),
and \( \lambda = (\lambda_0, \lambda_1, \lambda_2) \in E_3 \).

The osculating set \( T(\lambda^*) \) of Sec. 2 now is the set of \( \tau \)'s where the parabola \( P(\tau) \equiv \lambda_0 + \lambda_1 \cdot \tau + \lambda_2 \cdot \tau^2 \) lying above the "convex-concave" function \( G(\tau) \) touches \( G(\tau) \). At such \( \tau \), the derivatives \( P'(\tau) \) and \( G'(\tau) \) must coincide, and, since \( P'(\tau) \) is linear and \( G'(\tau) \) is either "increasing-decreasing" if \( G \in \mathcal{G} \) or "identically zero-decreasing" if \( G \in \mathcal{G}_2 \), there can be at most two such \( \tau \)'s. We recall from Sec. 2 that the spectrum of \( F^* \) must be contained in \( T(\lambda^*) \). Hence, in view of restriction (3.2), the spectrum of \( F^* \) consists of exactly two points \( s \) and \( t \) (with respective weights \( p \) and \( 1-p \)), which, in addition, must be of opposite sign in view of restriction (3.1), say, \( s < 0 < t \).

Pooling all our findings and restrictions, we write down the following nonlinear relations in the six unknowns \( s, t, p, \lambda_0, \lambda_1, \lambda_2 \):}

\[
\begin{align*}
(3.5) & \quad \lambda_0 + \lambda_1 \cdot s + \lambda_2 \cdot s^2 = G(s), \\
(3.6) & \quad \lambda_0 + \lambda_1 \cdot t + \lambda_2 \cdot t^2 = G(t), \\
(3.7) & \quad \lambda_0 + \lambda_1 \cdot \tau + \lambda_2 \cdot \tau^2 = G(\tau), \\
(3.8) & \quad \lambda_0 + 2\lambda_1 \cdot \tau = g(\tau), \\
(3.9) & \quad \lambda_2 > 0.
\end{align*}
\]

Moreover, the optimality condition (2.6) adds the further requirement

\[
(3.10) \quad G(s) \cdot p + G(t) \cdot (1-p) = \lambda_0 + \lambda_2 \cdot b.
\]

Solving (3.5)-(3.10) for the six unknowns reduces to finding a positive \( t \) (and negative \( s = -h/t \)) satisfying

\[
(3.11) \quad \frac{1}{2}[g(t) + g(-h/t)] \cdot [t + h/t] = G(t) - G(-h/t).
\]

For \( G \in \mathcal{G}_1 \), relation (3.11) implies that \( t \) should be chosen such that the area under the density \( g(t) \) between \(-h/t\) and \( t \) equals the area of the trapezoid formed by the four points \( (t, b/t, 0), (-h/t, g(-h/2t)), (t, g(t)), (t, 0)) \). For \( G \in \mathcal{G}_2 \), it turns out as well that we are to equate the area under \( g(t) \) between \( 0 \) and \( t \) with the area of the triangle formed by points \( (t, b/t, 0), (t, g(t)), (t, 0)) \).
\section*{4. HISTORICAL STRUCTURE OF THE SECOND APPROACH}

\textbf{Example 2.} (Example 2 of Sec. 3) Specializing of the formulation of $P_H$ in Sec. 2 yields
\[ P_{H_0} = \sup_{\lambda} \lambda, \]
where
\[ \lambda = \lambda_0 + \lambda_1 \tau + \lambda_2 \sqrt{1}, \quad \text{and} \quad \lambda_0 = G(t); \]
(4.1)
and
\[ \nu = [x \mid x_1 = b_1, x_2 = b_2, \text{and} x_1 \in E_3]. \]
(4.2)

Since no triple of distinct points of $\Gamma$ can be collinear, any such triple determines a hyperplane that cuts or touches $\Gamma$. The idea of our second approach is then to find a "best triple" that yields the highest hyperplane at $h = (b_1,b_2)$ among the collection $H$ of all "qualified" triples $w$. In what follows, using the unimodality of $G$, we are able to reduce $H$ to the collection $\Gamma$ of "qualified" pairs $w$ of distinct points in $\Gamma$.

To see this in detail, we first introduce the notation $H(S)$ for the projection of the set $S$ into the plane $x_1 = 0$. Now partition $\Gamma$ into $\Gamma_-$ and $\Gamma_+$, where $\Gamma_-$ is the left side of $\Gamma$, corresponding to $t < 0$, and $\Gamma_+$ is the right side of $\Gamma$, corresponding to $t \geq 0$, and define $H = CH[H[S]]$, $H' = \{w \mid w \in H \text{ and any two of the three points of } w \text{ in } \Gamma \}$, with the remaining point in $\Gamma$. Also, define $h(w;h) = \text{height at } h \text{ of the hyperplane determined by a triple } w$. (Note that $P_{H_0}$ is equivalent to find $\sup h(w;h).$)

Using essentially the convexity of $G(t)$ for $t < 0$, it can be demonstrated that

\textbf{Lemma 1.} For any triple $w \in H$, there is a triple $w' \in H'$ such that $h(w';h) \geq h(w;h)$. Hence, $\sup_{w} h(w;h) = \sup_{w'} h(w;h)$. Next, we define the collection of pairs


1 = \{v| one point of v in I' and the other point in v is I\}, and also \(h : \mathbb{R}[H\{v\}]\).

Using the strict concavity of \(G(t)\) for \(t \geq 0\), we find

**Lemma 2** \( \sup_{v \in I} h(v; b) = \sup_{v \in I} h(v; b) \).

To evaluate the right hand side of the above, we need an explicit expression for \(h(v; b)\): Parametrizing by the same angle \(\alpha\) between \(H(\mathbb{R}[v])\) and \(H(I')\), and redefining \(h\) accordingly, we write

\[
 h(\alpha; b) = G(-\beta - \alpha \tan \alpha) \cdot \delta + \alpha \cdot \tan \alpha \]

\[
 = G(\alpha + \delta \cot \alpha) \cdot \alpha \tan \alpha / \delta + \alpha \tan \alpha),
\]

where

\[
 \delta = 1 - \frac{1}{2}(b - \beta), \quad \alpha = 1 + \frac{2}{2}(b + \beta), \quad \text{and} \quad \alpha \in (\alpha, \pi/2).
\]

A further reparametrization by \(p = \frac{\delta}{\alpha} + \alpha \tan \alpha\) (and redefining \(h\) accordingly), yields

\[
 h(p; b) = p G(\delta) + (1 - p) G(\alpha) / (1 - \alpha), \quad p \in (0, 1).
\]

With the expression (4.3) for \(h\), the monotonicity of \(G\) allows the conclusion that

\[
 \sup_{v \in I} h(v; b) = \sup_{v \in I} h(v; b).
\]

Moreover, if \(h \neq h\), then there does not exist an extremal c.d.f. achieving the optimal value \(G(r)\) of \(P_{\frac{1}{2}}\), corresponding to the fact that \(I'\) is not bounded. If \(h_1 = h_2 > 0\), however, there is an extremal c.d.f. (degenerate at \(h_1\) achieving \(G(r)\)).

**Example 3** (Example 1 of Sec. 3). In this case, (4.1) and (4.2) of Example 1 are replaced by

\[
 H_1 = \{x| x_1 = 0, x_2 = b, \text{and} \ x_1 = G(t) \text{ some} \ t \in I_1]\]

\[
 H_2 = \{x| x_1 = 0, x_2 = b, \text{and} \ x_1 = G(t) \text{ some} \ t \in I_1}\]

Following the analogous argument, we reparametrize \(x \in I'\), the modification of (1) pertinent to (4.4) and (4.5) by \(u \in [0, \pi]\), where the angle \(u\) is between the line extending \(H(\mathbb{R}[x])\) and the \(x_1\)-axis.

For given \(h = (0, 1)\), by letting \(p = 1/2 \tan u\), we find

\[
 h(p; b) = G(p + r(p)) - \{r(p) + p/2r(p)\}
\]

\[
 + G(p - r(p)) - \{r(p) + p/2r(p)\},
\]

where \(r(p) = (p^2 + h)^{1/2}\).

It is easy to check that \(h(p; b)\) is concave on \((-\infty, 0]\) and convex on \((0, \infty)\) in view of the fact that \(G(t)\). Differentiating (4.6) with respect to \(p\) and setting it equal to 0 yields

\[
 G(p + r(p)) + G(p - r(p)) - \{G(p + r(p)) - G(p - r(p))\} / r(p),
\]

which is to be solved for the \(p^*\) in \((-\infty, 0]\) that maximized (4.6). We note that (4.7) does reduce to (3.11) with \(t = p + r(p)\).
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ABSTRACT

In discounted Markov decision processes bounds on the optimal value function can be computed and used to eliminate suboptimal actions. In this paper we extend these procedures to the generalized Markov decision process. In so doing we forfeit the contraction property and must base our analysis on other procedures. Duality theory and the Perron-Frobenius theorem are the main tools.

1. INTRODUCTION

In this paper a finite state and action, infinite horizon, generalized Markov decision process consists of a finite set of states denoted by $S$; a finite set of actions $A_i$ for each $i \in S$; an immediate reward $c_{ij}$ for each $i \in S$ and $a \in A_i$; and a weighted "generalized probability" $p_{ij}$ for each $i, j \in S$ and $a \in A_i$. Let $\Delta = \bigtimes_i A_i$ denote the set of decisions. For $\delta \in \Delta$, $c_{ij}$ refers to the $s \times 1$ reward vector where $c_{ij}$ is the immediate reward for using action $\delta(i)$ in state $i$ and $P_{ij}$ is the $s \times s$ generalized probability matrix associated with using decision $\delta$. A generalized Markov decision process requires that

1. $P_{ij} \geq 0$ for each $i \in \Delta$
2. $p_{ij} < 1$ for at least one $i \in \Delta$
3. $D = \{v : v \succeq P_{ij} + c_{ij}, \delta \in \Delta\} \neq \emptyset$

where $p_{ij}$ is the spectral radius of the square matrix $P_{ij}$.

Let $\mathcal{L}(\cdot)$ and $\mathcal{L}(\cdot)$ be defined over $R^+$ where

$\mathcal{L}_A(v) = P_{ij}v + c_{ij}$

and

$\mathcal{L}(v) = \text{V-Max}_{\delta \in \Delta} \mathcal{L}_A(v)$

where V-Max means vector maximization. Since each $P_{ij}$ is isotone (i.e., $x \succeq v$ implies $P_{ij}x \succeq P_{ij}v$, $\mathcal{L}_A$, and $\mathcal{L}$ are accordingly isotone. Notice that $\mathcal{L}$ may not be a contraction mapping or even an $N$-stage contraction mapping and thus may not possess a unique fixed point [2]. Since $D \neq \emptyset$, it is easy to show that $\mathcal{L}$ has at least one fixed point [7,8]. Let $F = \{v : v = \mathcal{L}(v)\}$ be the set of fixed points of $\mathcal{L}$. We wish to solve
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This problem is well defined and is motivated in [7,8].

Such problems were studied in [7] as a generalization of [8] and encompass traditional discounted Markov decisions [6], the discounted processes investigated by Veinott [17] and the more general processes resulting from the duals to linear programs with (hidden) Leontief Substitution Systems and (hidden) essentially Leontief Substitution Systems. The latter two cases include such applications as completely-ergodic nondiscounted Markov decision processes [9], shortest path problems (with or without cycles), and the stopping model of Denardo and Rothblum [3].

It has long been known in the context of the traditional discounted Markov decision process [10,12,13,15] and more recently in the discounted processes of Veinott [17] that bounds of the form \( l \leq v^* \leq u \) can be constructed and used to eliminate inferior actions from further consideration as potential candidates of an optimal stationary policy [4,5,11,12,13,15].

In this paper we extend the development and usage of bounds on \( v^* \) to the generalized Markov decision setting. Since most results in the literature were developed using a contraction argument and the generalized process does not usually possess this property, we must utilize a slightly different set of machinery. We will rely heavily on duality theory and the Perron-Frobenius theorem (see Varga [16] or Seneta [14]).

2. NOTATION AND PRELIMINARY RESULTS

Let \( x \) and \( y \) be two vectors. Write \( x \geq i \) (respectively, \( x > i \)) if \( x_i \geq i \) (respectively, \( x_i > i \)) for every \( i \). Also write \( x \geq y \) if \( x \geq v \) but \( x \neq y \). Let \( E(x) = \{ z : z \leq x \} \) and if \( T \) is a set, let \( L(T) = \bigcup_x L(x) \). If \( P \) is a square matrix, \( p(P) \) will denote the spectral radius of \( P \). If \( P \geq 0 \) and square then the Perron-Frobenius theorem gives us that \( P \varepsilon = p(P)x \) for some \( x \geq 0 \) and \( p(P) \geq 0. \) \( (I - P)^{-1} \) exists and is nonnegative if \( p(P) < 1 \).

From [1,18] we have that \( v^* \) is given by some \( \delta \in \Delta \) where \( p(P, \delta) < 1 \) and \( v^* = (I - P, \delta)^{-1} \varepsilon \). In this paper we are interested in finding \( v^* \) by successively iterating \( \mathcal{L} \). That is, \( v^n = \mathcal{L}^n(v^0) \) where \( v^0 \) is an initial guess of \( v^* \). Let \( C = \{ v : v^* = \lim v^n \} \) be the set of all starting points leading to \( v^* \) under the successive application of \( \mathcal{L} \). \( C \neq \emptyset \) since \( v^* \in C \). In both the discounted Markov decision process and Veinott's discounted process \( C = \mathbb{R}^n \). In general, however, \( C \neq \mathbb{R}^n \) [7,8]. A useful result obtained by Koehler [7,8] is that \( L(C) \subseteq C \) so, since \( v^* \in C \), \( L(v^*) \subseteq C \). The following short example gives a case where \( L(v^*) = C \). The problem is:

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>( P_{ij}^0 )</th>
<th>( \delta^i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

It is readily determined that \( v^* = 0 \), \( D = F = \{ \lambda c : \lambda \geq 0 \} \) and \( \mathcal{L}(v^*) = \{ x : x \leq 0 \} \) where \( e \) is a vector of ones. For any starting vector \( v^0 \) we get for \( n \geq 2 \)

\[
\mathcal{L}^n(v^0) = \begin{cases} \max (0,v^0) \\ \max (0,v^0) \end{cases}
\]
where $h = 1$ and $l = 2$ if $n$ is even and $h = 2$ and $l = 1$ if $n$ is odd. Hence, $\mathcal{J}(v^0)$ converges if and only if $\nu^0 \leq 0$, i.e., $v^0 \in L(v^*)$.

From a practical point of view, it is easy to pick a point of $L(v^*)$. For example, let $v^0 = Md$ where $M \leq 0$ and $d > 0$. Thus, since $L(v^*)$ may be convex and picking points of $L(v^*)$ is relatively easy, when we restrict attention to the case where $v^0 \in L(v^*)$ we do so without much practical loss of generality. In the previous section we defined $D = \{v : v \geq P_s v + c^\delta, \delta \in \Delta\} = \{v : v \geq \mathcal{J}(v^*)\}$. We wish to express this set in one further way. Define the vector $f_a^v$ by

$$
\begin{cases}
1 - P_s^v & i = j \\
- P_s^v & i \neq j
\end{cases}
$$

where $i, j \in S$ and $a \in A$. Let $F^v$ be a matrix having each $f_a^v$ as a row where $a \in A, i \in S$. Corresponding to $F^v$, let $c$ be a vector of the $c^\delta$ values. Then we can write $D$ as $D = \{v : F^v v \geq c\}$. The matrix $F$ is essentially Leontief [7] and since $p(P) < 1$ for some $\delta \in \Delta$, the set $\{x : Fx > 0, x \geq 0\}$ is nonempty [18].

3. ELIMINATION OF SUBOPTIMAL ACTIONS

Suppose one has bounds $l$ and $u$ such that $l \leq v^* \leq u$. If action $a \in A$, is part of an optimal policy, then the inequality $v_i \geq \Sigma P_s^v v_i + c^\delta$ must be tight at $v^*$. Clearly then, if the above inequality is never tight in the polytope $B = \{x : l \leq x \leq u\}$ it cannot be tight at $v^*$ and should be eliminated from further consideration. A typical test for checking this condition is if

$$
\Sigma P_s^v u_i + c^\delta < l
\tag{1}
$$

then $a$ is suboptimal (see [5,11,12,13,15] for such examples).

A tighter test results directly from duality theory. The inequality $v_i \geq \Sigma P_s^v v_i + c^\delta$ is not tight in $B$ if and only if

$$
\bar{c}^\delta > 0 \text{ and } (1 - P_s^v) (u_i - l) < \bar{c}^\delta
\tag{2}
$$
or

$$
\bar{c}^\delta < 0 \text{ and } \Sigma_{i \neq i} f_a^v (u_i - l) > \bar{c}^\delta
$$

where $\bar{c}^\delta = c^\delta - \Sigma f_a^v l_i$.

Notice that the test in (1) can never eliminate an action when $\bar{c}^\delta > 0$ but that (2) allows this condition. Anything eliminated by test (1) is removed by (2).

4. BOUNDS FOR THE GENERALIZED PROBLEM

We begin our development of bounds on $v^*$ by considering the restricted case where $\Delta = \{\delta\}$ and $p(P_s) < 1$. That is, we wish to determine bounds on $v^* = (I - P_s)^{-1} c^\delta$. Both Porteus [12] and, indirectly, Veinott [17] have investigated this case. Porteus first transforms the process into an equivalent one where the new transition matrix $P_s$ has all equal row sums (which are necessarily less than 1.0). Once this has been accomplished, bounds such as [10,12,13,15] can be computed. Here we do not transform the data.

For the time being, let us suppress $\delta$. Let $d > 0$ but otherwise arbitrary. Let $a$ and $b$ satisfy
We wish to develop bounds of the form
\[ I = v^{n+1} + \alpha d \leq v^* \leq v^{n+k} + \beta d = u \]
where \( k \) is a nonnegative integer. Here \( v^* = \mathcal{F}(v^n) \), \( v^n \in C = R^X \) and \( \lim v^n = v^* \).

Since \( P^k \) is isotone, from (3) we have
\[ aP^k d \leq P^k v^{n+1} - P^k v^n \leq bP^k d. \]
Multiply (5) by \( P \) to get
\[ aP^{k+1} d \leq P^{k+1} v^{n+1} - P^{k+1} v^n \leq bP^{k+1} d \]
and add this to (5). We get
\[ a(I + P)P^k d \leq P^k v^* - P^k v^n \leq b(I + P)P^k d. \]
Repeating this procedure and taking limits gives
\[ a(I - P)^{k+1} d \leq P^k v^* - P^k v^n \leq b(I - P)^{k+1} d. \]

PROPOSITION 1: Let \( v^* = P^n v^* + c \) where \( P \geq 0 \) and \( p(P) < 1 \). Let \( v^{n+1} = P^n v^* + c \) and \( d > 0 \). \( a \) and \( b \) are such that
\[ ad \leq v^{n+1} - v^n \leq bd \]
and \( k \geq 0 \) and integral, then
\[ \alpha d + v^{n+k} \leq v^* \leq \beta d + v^{n+k} \]
where
\[ \beta \geq 0 \quad \text{if} \quad b = 0 \]
\[ \beta \geq \frac{b\gamma}{d} \quad \text{if} \quad b > 0 \]
\[ \beta \geq \frac{b\gamma}{d} \quad \text{if} \quad b < 0 \]

and
\[ \alpha \leq 0 \quad \text{if} \quad a = 0 \]
\[ \alpha \leq \frac{a\gamma}{d} \quad \text{if} \quad a > 0 \]
\[ \alpha \leq \frac{a\gamma}{d} \quad \text{if} \quad a < 0 \]
where
\[ \gamma(X) = \text{Max (Min) } x'P^k d \]
subject to
\[ x'd - x'Pd = 1 \]
\[ x'(I - P) \geq 0. \]

PROOF: We will prove the result for \( \beta \) and note that the proof for \( \alpha \) follows in a similar manner. Let \( v \equiv b(I - P)^{k+1} P^k d \geq v^* - v^{n+k} \) as given in (6). Then, by duality, \( v \leq \beta d \) if and only if \( x'(I - P) \geq 0 \) implies \( \beta x'(I - P)d \geq bx')^k P^k d \). Notice that \( x'(I - P) \geq 0 \) implies \( x \geq 0 \) since \( (I - P)^{k+1} \geq 0 \). Also, since \( p(P) < 1 \), using the Perron-Frobenius theorem we
get that \( x'(I - P) = 0 \) if and only if \( x = 0 \) and \( x'(I - P) \geq 0 \) whenever \( x \geq 0 \) gives \( x'(I - P) \geq 0 \). There is such an \( x \geq 0 \) (use \( x' = d'(I - P)^{-1} \)). Hence, \( \beta \) must satisfy

\[
\beta \geq \frac{b\lambda^k P^k d}{x'(I - P)d}
\]

whenever \( x'(I - P) \geq 0 \) with \( x \geq 0 \). Enumerating the cases where \( b = 0, b < 0 \) and \( b > 0 \) gives the results of the theorem. We need only show that the objective function of the linear programs is bounded for all feasible points. Suppose this is not true. Then there is a \( \tilde{z} \geq 0 \) such that \( \tilde{z}'d - \tilde{z}'Pd = 0 \) or \( \tilde{z}'(I - P)d = 0 \). Since \( d > 0 \) and \( \tilde{z}'(I - P) \geq 0 \), \( \tilde{z}'(I - P) = 0 \). This gives that \( \tilde{z} = 0 \), a contradiction.

Some useful cases follow.

**COROLLARY 1:** When \( k = 0 \),

\[
\tilde{y} = \frac{1}{1 - \theta} \quad \chi = \frac{1}{1 - r}
\]

and when \( k = 1 \)

\[
\tilde{y} = \frac{\theta}{1 - \theta} \quad \chi = \frac{r}{1 - r}
\]

where

\[
\theta(r) = \max (\min) \ x'Pd
\]

s.t.

\[
x'd = 1
\]

\[
x'(I - P) \geq 0.
\]

Note that \( \theta \) and \( r \) are both strictly less than 1.0.

**COROLLARY 2:** If \( d \) is an eigenvector of \( P \) with \( Pd = \lambda d \), then

\[
\tilde{y} = \chi = \frac{\lambda^k}{1 - \lambda}
\]

Most of the bounds reported for discounted Markov decisions fall into one of the two cases given above. Usually \( d \) is a vector of ones.

While determining \( \tilde{y} \) or \( \chi \) is, in general, a nontrivial task, one can usually obtain useful bounds on \( \tilde{y} \) and \( \chi \) and use these. For example, the Perron-Frobenius eigenvector is a feasible solution so

\[
\tilde{y} \geq \frac{\lambda^k(P)}{1 - \lambda(P)} \geq \chi \geq 0.
\]

Also, as is commonly known,

\[
\max \frac{(Pd)}{d} \leq \rho(P) \leq \min \frac{(Pd)}{d}.
\]

The dual problems also provide bounds although one must obtain tight enough upper bounds to be meaningful.

We now return our attention to determining bounds for the generalized Markov decision process. In the following we assume \( \psi^0 \in L(v^*) \) so that
\[ p^0 = v^0 \]

and

\[ t^{n+1} = \text{Max} (t^n, v_n^{n+1}) \]

provides us with a lower bound to \( v^* \) at each iteration. An upper bound is not as easy to derive.

In the unlikely event that \( \delta^* \) is known, one can use the upper bound developed in Proposition 1 since

\[ P^b_h . (v_n^{n+1} - v^n) \leq bP_h^b . d \]

plus

\[ P^k_h . (v_n^{n+1} - v^n) \leq bP_h^{k+1} . d \]

gives

\[ P^k_h . (v_n^{n+1} - v^n) - P_h^k . v^n \leq b(I - P_h^k)P_h^k . d \]

or, in the limit,

\[ P^k_h . v^* - P_h^k . v^n \leq b(I - P_h^k)^{-1}P_h^k . d. \]

That is,

\[ v^* - \mathcal{L}_h . (v^n) \leq b(I - P_h^k)^{-1}P_h^k . d. \]

The resulting bound is

\[ v^* \leq \mathcal{L}_h . (v^n) + \beta d \leq v^{n+1} + \beta d \]

where \( \beta \) is given in Proposition 1 and \( \mathcal{L}_h \) and \( \chi \) correspond to \( P_h^k \). For \( k = 0 \) we get \( v^* \leq v^n + \beta d \) and for \( k = 1 \) we get \( v^* \leq \mathcal{L}_h . (v^n) + \beta d \leq v^{n+1} + \beta d. \)

We realize, of course, that if \( \delta^* \) is known, one would ignore all other \( \delta \in \Delta \) and work only with \( \delta^* \). A more reasonable case is if \( \delta^* \) is unknown but \( \mathcal{L}_h \) is known. Since \( v^0 \leq v^* \), \( v^{n+1} \geq v^n \) for all \( n \) unless \( v^n = v^* \). Hence, \( v^{n+1} - v^n \leq \beta d \) implies \( b > 0 \). Thus, knowledge of \( \mathcal{L}_h \) is sufficient for determining an upper bound on \( v^* \).

As an illustration of (8) and the elimination procedure of (2) consider the following example:

\[
\begin{array}{c|c|c|c|c}
\text{State} & \text{Action} & P^e_{e'} & c_{e'} \\
\hline
1 & 1 & 0 & 2 & 2 \\
2 & 0 & 1 & 3 \\
2 & 1 & 2 & 0 & -6 \\
2 & 1 & 0 & -3 \\
3 & 0 & 0 & -1 \\
\end{array}
\]

Note that no \( P_h \) has all its rows less than one. Here

\[ v^* = \begin{bmatrix} 2 \\ -1 \end{bmatrix} \]

\[ \delta^* = \begin{bmatrix} 2 \\ 3 \end{bmatrix} \]

\[ p(P_h) = 0 \]
Let $\gamma_k = 1$ for $k = 1$.

Let $v^0 = -10e$. Then

$$v^1 = \begin{bmatrix} 1 \\ -1 \end{bmatrix}$$

so

$$v^1 - v^0 = \begin{bmatrix} 3 \\ 9 \end{bmatrix}.$$ 

Let $b = 9$ and $\beta = 9$. Then,

$$\begin{bmatrix} -7 \\ -1 \end{bmatrix} \leq v^* \leq \begin{bmatrix} -7 \\ -1 \end{bmatrix} + \begin{bmatrix} 9 \\ -2 \end{bmatrix}.$$ 

Using the elimination procedure of (2) we get

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>$\overline{c'}^0$</th>
<th>Test Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-19</td>
<td>-18</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>-9</td>
<td>-9</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Suppose neither $\delta^*$ nor $\gamma_k$ is known. Consider the following. Let $\Delta' \subseteq \Delta$ such that $\delta^* \in \Delta'$, $\delta \in \Delta'$ implies $p(\delta) < 1$ and if $\delta(i) = \delta(i)$ for some $\delta \in \Delta'$ for each $i = 1, \ldots, s$ then $\delta \in \Delta'$. A special case is $\Delta' = \{8\}$. After appropriate permutations we could write $F = (F_1, F_2)$ where $F_1$ corresponds to $\Delta'$. The matrix $F_1$ is totally Leontief and has several desirable features, one of which is that the set $\{x; F_1 x = 0, x \geq 0\}$ is empty [18]. Let $F_1 = B - Q$ where each column of $Q$ looks like $e, -e'$ where $e = \delta(i)$ for some $\delta \in \Delta'$. $B$ then has unit vector columns and each row has at least one $+1$.

In a manner analogous to the procedures leading to (6) and (8) we can determine conditions on $\beta$ such that

$$bd \leq (1 - P_h)u$$

$$u \leq \beta d$$

for all $\delta \in \Delta'$ and thus obtain an upper bound to $\gamma_k$. System (9) can be written as

$$bd \leq F_1 u \quad k = 0$$

$$u \leq \beta d$$

and

$$bQ' d \leq F_1 u \quad k = 1$$

$$u \leq \beta d.$$ 

The following result follows:

**PROPOSITION 2.**

Let $d > 0$ and $\beta$ satisfy

$$v^{n+1} - v^n \leq bd.$$
where \( v^0 \in L(v^*) \) and \( v^\sigma = L(v^\sigma) \). Let \( F_1 \) be constructed as given above. Then
\[
v^* \leq v^0 + \beta d
\]
if \( k = 0 \) and
\[
\beta \geq b \text{ Max } d'x
\]
s.t.
\[
d'F_1x = 1
\]
\[
F_1x \geq 0
\]
\[
x \geq 0
\]
or if \( k = 1 \) and
\[
\beta \geq b \text{ Max } d'Qx
\]
s.t.
\[
d'F_1x = 1
\]
\[
F_1x \geq 0
\]
\[
x \geq 0
\]
PROOF: Let \( g = bd \) if \( k = 0 \) and \( g = bQ'd \) if \( k = 1 \). Then \( g \leq F_1u, u \leq \beta d \) has a solution if and only if \( x \geq 0, F_1x \geq 0 \) implies \( \beta d'F_1x \geq g'x \). The rest follows as in Proposition 1 except here we note that the constraint set is bounded since \( \{x: F_1x = 0, \, x \geq 0\} \) is empty.

The dual linear programs provide upper bounds to the solutions of the problems in Proposition 2 and these in turn are upper bounds to \( \bar{\gamma}_h^* \). The bounds of Proposition 2 are used as
\[
v^* \leq v^0 + \beta d
\]

The final case we consider is when no \( \Delta' \) can be determined due, perhaps, to the necessity of knowing that \( \delta^* \in \Delta' \). In such a case one is faced with the unpleasant task of determining a \( \bar{\gamma}_h \) for each \( \delta \in \Delta \) where \( p(P_h) < 1 \) and then using the largest such value in determining \( \beta \). This would involve solving
\[
\text{(10)} \quad \text{Max } x'P_h d
\]
s.t.
\[
x'd - x'P_h d = 1
\]
\[
x'(I - P) \geq 0
\]
\[
x \geq 0
\]
for each \( \delta \in \Delta \). Unbounded or infeasible problems can be ignored. While this procedure would be a considerable task, if a decision problem is to be solved a large number of times with only the \( c'' \) elements changing, then it may be of value to determine a bound for \( \beta \) in this fashion.

As an example, the optimal solution values to (10) for each \( \delta \in \Delta \) of the problem in Example I are:
Thus, without knowledge of $\delta^*$ one would have to use $\beta \geq 2b$. Note also that $\Delta' = \{(1), (2)\}$ and the procedure of Proposition 2 would have led to $\beta \geq 2b$ also.

As a final note, it is not always possible to abstract a $\Delta' \subseteq \Delta$ containing all $\delta \in \Delta$ having $p(P, \delta) < 1$ with no $\delta \in \Delta'$ having $p(P, \delta) \geq 1$. For example,

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>$P_{st}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

we find that $p(P, \delta) < 1$ only for $\delta = \{(1), (2)\}$. This set does not qualify for a $\Delta'$ set since $\delta = \{(1), (2)\}$ has $p(P, \delta) = 1$; yet $\delta(1)$ and $\delta(2)$ are represented in the set. Hence, one may have to use (10) instead of Proposition 2.
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ABSTRACT
Recent research has led to several surrogate multiplier search procedures for use in a primal branch and bound procedure. As single constrained integer programming problems, the surrogate subproblems are also solved via branch and bound. This paper develops the inner play between the surrogate subproblem and the primal branch and bound tree which can be exploited to produce a number of computational efficiencies. Most importantly, a restarting procedure which reduces the need to solve numerous surrogate subproblems at each node of a primal branch and bound tree. Empirical evidence suggests that this procedure greatly reduces total computation time.

1. INTRODUCTION
Consider the general integer linear programming problem:

\[(P) \quad \text{Min } c^T x \text{ subject to } A x \leq b \]

where \( S = \{ x \geq 0: G x \leq h, x \text{ satisfies some discrete constraints} \} \). Here, \( A \) and \( G \) are \( m \times n \) and \( q \times n \) matrices respectively, with all vectors having the appropriate dimension.

The surrogate relaxation of the problem \((P)\) associated with any \( v \geq 0 \) is

\[(P') \quad \text{Min } c^T x \text{ subject to } v(A x - b) \leq 0.\]

If we define the function

\[ v(\cdot) = \text{The value of an optimal solution to problem } (\cdot) \text{ if one exists and } +\infty \text{ if the problem is infeasible.} \]
then clearly \( v(P^*) \) provides a lower bound on \( v(P) \) for any \( v \geq 0 \). The best such bound is achieved by the surrogate dual.

\[
\max_{(D_\lambda)} |v(P^*)|,
\]

Only in rare integer programs would one expect such a dual problem to directly produce a solution to \( (P) \). Thus, the importance of duals in integer programming centers on their ability to produce bounds for a branch-and-bound procedure. By careful partitioning of the constraints of a problem into those which are relaxed \( Ax \leq b \), and those which are enforced \( x \in S \), problems, \( (P^*) \), can be created which are easier to solve than \( (P) \). Thus the bound \( v(P^*) \) is easier to obtain, and searches over \( v \geq 0 \) will produce improved bounds. The successful application of duality in a branch-and-bound scheme can be seen to depend on the quality of these bounds and the ease of computing the bounds, since one must repeat the procedure over and over with different candidate sets.

Recent research (see Karwan and Rardin [6]) has produced a number of surrogate multiplier search procedures. Empirical results [5] suggest surrogate duals may close a significant fraction of the gap between the values of the lagrangian dual and the primal problems.

In this paper, the intent is to more fully develop the inner play between the surrogate dual and the primal in a branch-and-bound procedure. When the two are considered conjunctively a number of advantages are gained beyond the providing of a bound by the surrogate dual. A number of general observations will first be made with respect to the surrogate dual. Then specific issues or parts of the general branch-and-bound procedure will be developed in their relationship with the surrogate dual.

2. SURROGATE SUBPROBLEMS

Consider the surrogate relaxation of \( (P) \) for any \( v \geq 0 \). Note that \( (P^*) \) is itself an integer linear programming problem with a single main constraint \( v(Ax - b) \leq 0 \). Thus, it is a knapsack problem with a set of side constraints, \( x \in S \). A number of solution techniques have appeared in the literature for the case of \( S = \{ x : x \geq 0, x \text{ bounded above} \} \). Basically these can be divided into two categories, dynamic programming procedures and branch-and-bound or implicit enumeration procedures. For a good review of the dynamic programming procedures, see Garfinkel and Nemhauser [3]. It will soon become evident that a branch-and-bound procedure will be more convenient in solving \( (P^*) \), because the relation between the primal and knapsack branch-and-bounds can be exploited. Moreover, Cabot [1], Kolesar [7], Fayard and Plateau [2], and Greenberg and Hegerich [4], among others, have developed branch-and-bound procedures which proved computationally more efficient than the dynamic programming approaches. Finally, Karwan and Rardin [6] have shown that each surrogate relaxation need not be solved optimally. Only a feasible solution with value less than or equal to the incumbent solution value of the surrogate dual is necessary for terminating the solution of \( (P^*) \). By solving \( (P^*) \) via a branch-and-bound procedure such solutions are readily available, require no extra computations, and lead to fewer iterations (choices of \( v \)) in solving \( (D_\lambda) \). In a dynamic programming procedure, however, a feasible solution is generally not available until optimality is obtained so that \( (P^*) \) must be solved completely. For these reasons, and more to become apparent upon seeing the inner play with \( (P) \), the remainder of this paper assumes surrogate relaxation subproblems are best solved via a branch-and-bound procedure.
Role of the Primal Incumbent in \((P^*(T))\)

In branch-and-bound procedure, the set of feasible solutions to \((P)\) is partitioned into independent subsets by an enumeration which places additional constraints on integer variables. The unenumerated portion of \((P)\) is represented by a list of candidate problems, each of which is simply \((P)\) with certain additional constraints \(x \in T\) appended. To facilitate the discussion, we define \(P(T)\) to be the same as \((P)\) except that \(x\) is restricted to \(x \in T\). We also define \(v^*(P)\) to be the value of the best currently known feasible solution to \((P)\), i.e., the value of the incumbent solution used to provide an upper bound on the optimal solution value.

Note that \(v(D_s(T))\) is being employed as a bound for some candidate problem \(P(T)\) in the primal branch-and-bound procedure. However, \(v(P^*(T))\) is a valid bound in \(P(T)\) for all \(v \geq 0\), not just the \(v\) which maximizes \(v(P^*(T))\). Thus, \((D_s(T))\) need not be solved optimally if \(v(P^*(T))\), for some \(v\) used on the way to solving \((D_s(T))\), is sufficient to fathom \(P(T)\), i.e., \(v(P^*(T)) \geq v^*(P)\).

Conversely, the value of the incumbent in the primal, \(v^*(P)\), may be used as an upper bound in solving any \((P)\). That is, if no completion of a candidate problem in \((P)\) can produce a solution with value less than \(v^*(P)\), that candidate problem in \((P)\) may be fathomed. If all candidate problems in the knapsack \((P(T))\) fail to produce a solution with value less than \(v^*(P)\), then it can be concluded that \(v(P(T)) \geq v^*(P)\) so that the candidate problem \(P(T)\) may be fathomed in the primal.

3. CONDITIONAL BOUNDS AND BRANCHING VARIABLES

The rationale for the interaction between the two branch-and-bound procedures with respect to conditional bounds and branching rules can perhaps best be understood via a 0-1 integer programming example. Later a procedure for the general case will be presented. Consider Figure 1 which presents a branch-and-bound tree for the problem \((P^*(T))\) where \(P(T)\) is a given candidate problem from the primal tree. This tree may result from the application of any branch-and-bound procedure for solving \((P(T))\). The solution is found at node 8 with value \(v^*\). Since the full tree is shown and an optimal solution has been found, \(v^*, v^2, \ldots, v^T\) must all be \(\geq v^*\).

Now a number of important observations may be made. If \(v^*\) is accepted as the optimal solution value for \((D_s(T))\) and the candidate problem \(P(T)\) is not able to be fathomed \((v^* < v^*(P))\) then a branching variable must be chosen and a conditional bound computed for each of the two new nodes created in the primal tree. Note that if \(x_1\) is chosen as the branching variable, then a valid bound on any solution to \((P(T \setminus \{x_1 = 1\}))\) is given by \(v = \min(v^*, v^1)\). Also, since \(v^*\) was the optimal value of \((P(T))\), \(v \geq v^*\). So even though \(v^* < v^*(P)\), it is possible that the bound \(v \geq v^*(P)\) so that no completion of \((P(T \setminus \{x_1 = 1\}))\) will ever need be considered. It follows that \(x_1\) is a good candidate for a branching variable in the primal tree. Note that a conditional bound for branching on \(x_1\) may be taken as \(\min(v^*, v^0, v^3)\) for \(x_1 = 0\) and \(\min(v^*, v^0, v^1)\) for \(x_1 = 1\). One problem is that all of the end nodes for which \(x_1\) is a free variable must be included (hence \(v^*\)) in calculating both bounds. \(x_1\) is the only variable for which no free end nodes may exist, and we will choose it as the branching variable.

What is required to implement the branching procedure suggested above is the saving of the minimum value or bound on the end nodes for each of the two sides of the tree defined by the first branching variable. An end node may be recognized as one from which a fathoming occurs. Thus, before fathoming it is necessary to determine which side of the tree one is on to check to see if the bound on that node is less than the saved bound for that side of the tree.
and if necessary, replace that saved bound. Then after solving $(P^*(T))$ one will have $v(P^*(T))$ as the bound on one side (v' in Figure 1), and a bound saved for branching on the nonoptimal side of the tree $(\min(v',v))$ in Figure 1).

![Diagram](image)

4. INTERACTION OF THE SURROGATE SEARCH MASTER PROBLEMS

The two surrogate dual algorithms which appear most promising as discussed in Karwan and Rardin [6] both keep a list of the $x$'s generated by each surrogate relaxation and solve a master problem involving these $x$'s to obtain a new surrogate multiplier $v$. These master problems, one for each candidate problem in a primal branch-and-bound procedure, may be seen to interact in such a way as to save a great deal of time in solving $(D_1)$ at any proceeding node in a primal tree.

Consider the primal branch-and-bound tree shown in Figure 2 for a 0-1 integer linear programming problem. Assume that a master problem, or at least a list of the $x$'s generated in solving $(D_1(\phi))$ at node 0, has been kept and it is now time to branch on $x_1$. Scan the master problem at node 0 and place all $x', i=1,2, \ldots, k$ which satisfy $x_i = 0$ in a new master problem for solving $(D_1(T))$ at node 1 of the primal tree. All solutions $x \in S$, $x_1 = 1$ such that $cx' < v(D_1(T))$ have been made infeasible by the optimal surrogate multiplier at node 0. If one is to include $v(D_1(\phi))$ as a bound after branching on $x_1$, then all of these $x$'s must be included in the master problem at node 1. This is valid since the candidate problem at node 1 is a most constrained version of $(P)$, and all the $x$'s put in the master problem satisfy this extra constraint.
This procedure may be continued as follows. In solving $D_i(T)$ at node 1, possibly more $x$'s are generated. When branching to node 2, all $x$'s in the master problem at node 1 with $x_4 = 0$ may be put in the master problem to begin solving the surrogate dual at node 2.

Any candidate problem may be chosen to be explored next in a branch-and-bound procedure and a number of strategies have been suggested. The "last-in first-out" or LIFO procedure always chooses the most recently added member of the candidate list to explore. Referring to Figure 2, the nodes have been numbered in the order in which a LIFO procedure might explore them. Hence, the order of branching is from node 0 to node 1 to node 2 and to node 3 at which time node 3 is fathomed, either because the incumbent solution to $P$ was exceeded, a feasible solution was obtained, or it was determined that $x_1 = 0$, $x_4 = 0$ and $x_5 = 1$ precluded any feasible solution to $P$. Thus "back-tracking" goes to node 4 which is also fathomed, leading back to node 5. In a LIFO procedure note that there are never more than two nodes at any given level of the tree, a level being defined by the number of fixed variables or extra constraints on $P$. For instance in Figure 2, the fathoming of nodes 2 and 5 must occur before node 6 is chosen as the node from which to branch. In large integer programming problems, where many $x$'s from previous surrogate master problems are to be stored, storage can be a main concern and it is minimized by using the LIFO branching procedure.

![Figure 2](image-url)

**Figure 2** Example of a Primal Branch-and-Bound Tree

The master problem interactions can be shown to be very efficient in terms of a LIFO branching procedure for $P$. Again consider Figure 2 and the following use of a "current table" and a "save table." At node 0, the master problem consists of the following $x$'s, say for $n =$ dimension of $x = 5$. 

\[ x_1 = 1, \quad x_1 = 0 \]
\[ x_4 = 1, \quad x_4 = 0 \]
\[ x_3 = 0, \quad x_3 = 1 \]
Branching takes place to node 1. Those \( x \)'s which have \( x_1 = 0 \) (\( x^1 \) and \( x^4 \)) are placed in the "current table" for the "current" or next-to-be-explored candidate problem. The other \( x \)'s (\( x^2 \) and \( x^3 \)) are placed in the "save table" and it is noted that at level 1 of the tree, the next open slot in the save table is in row 3. Node 1 is now explored and some new \( x \)'s are generated and put in the current table which becomes

\[
\begin{align*}
  x^1 & : 00111 \\
  x^2 & : 10101 \\
  x^3 & : 01100 \\
  x^4 & : 11010 \\
\end{align*}
\]

Now it is time to branch to node 2, so those \( x \)'s which have \( x_4 = 0 \) remain in the current table, i.e., \( x^2 \) and \( x^3 \). \( x^1 \) and \( x^6 \) are placed in the save table and it is noted that the next open slot in the save table at level 2 of the tree is 5.

The current table is now

\[
\begin{align*}
  x^2 & : 01100 \\
  x^3 & : 00101 \\
\end{align*}
\]

and the save table is

\[
\begin{align*}
  x^1 & : 00111 \quad L = 1 \\
  x^2 & : 10101 \\
  x^3 & : 11010 \\
  x^4 & : 01011 \\
\end{align*}
\]

Assume that, in contrast to Figure 2, fathoming occurs at node 2, possibly after generating some more \( x \)'s. Now the current table can be cleared since it is no longer necessary to explore any candidate problem with \( x_1 = 0 \) and \( x_4 = 0 \). In fact, these \( x \)'s will never be generated or needed again, since either \( x_1 \) or \( x_4 \) or both will always be fixed at 1 in any future candidate problems. Now the LIFO branching procedure goes to node 5 with \( x_1 = 0 \) and \( x_4 = 1 \). But some of these \( x \)'s are stored in the save table from the last slot in the save table (5 - 1 = 4) back to the next available slot stored after the previous level, level 1, which is slot number 3. These are put in the current table which is now

\[
\begin{align*}
  x^1 & : 00111 \\
  x^6 & : 01011 \\
\end{align*}
\]

and the save table is now

\[
\begin{align*}
  x^2 & : 10101 \\
  x^4 & : 11010 \\
\end{align*}
\]

 Possibly more \( x \)'s are generated at node 5 and placed in the current table. A fathoming then occurs at node 5 and a "backtracking" takes place to node 6. The "other side" of level 2 has been explored so the backtracking must be to level 1. The current table is again cleared and the elements in the save table from the last slot to the first slot for level 1 savings (slot 1) are placed in the current table. The procedure continues, with only two lists being necessary to
easily store, update, and use all of the x's generated by solving surrogate relaxations throughout the primal branch-and-bound procedure. Note that no x's will be regenerated using this procedure, and again that once the current candidate problem is fathomed those x's may be taken out of storage.

The following is a formal outline for branching and fathoming while employing the current and save tables in a LIFO branching procedure for a general integer linear programming problem. Let

\[ L \] = current level in primal branch-and-bound tree

\[ T_{ij}, T_{ij}^+ \] = two new candidate problems created at level \( L \), \( T_{ij}^+ \) is candidate problem chosen to explore next

\[ SAVBND(L) \] = bound saved for candidate problem at level \( L \) which is not being explored next

\[ NXSV \] = next available slot of the save table

\[ NXCR \] = next available slot of the current table

\[ NSV(L) \] = next available slot of the save table at level \( L \) in the primal tree

\[ \nu^*(P) \] = incumbent solution value to \( P \)

**Branching:**

If \( SAVBND(L) \) < \( \nu^*(P) \), place all x's from the current table satisfying \( x \in T_{ij} \) into the save table, updating \( NXSV \). In any case, let \( NSV(L) = NXSV \) and remove all x's satisfying \( x \in T_{ij}^+ \) from the current table, closing up the current table and updating \( NXCR \). Determining if \( x \in T_{ij} \) is done simply by checking the single component of \( x \) upon which the branching occurred.

**Fathoming:**

Clear the current table by setting \( NXCR = 1 \). If \( T_{ij}^- \) has already been explored, \( SAVBND(L) = +\infty \). If \( SAVBND(L) \geq \nu^*(P) \) replace \( NXSV \) by \( NSV(L-1) \) and \( L \) by \( L-1 \) until a candidate problem is found to explore. Place rows \( NSV(L-1) \) to \( NSV(L) \) from the save table into the current table. Update \( NXCR \).

After branching or fathoming more x's are generated while solving \( (D_i(T)) \) and placed in the current table until it is time to branch or fathom again.

Although formally developed here for a LIFO branching procedure, the current and save table concept can be used for any primal branching procedure (e.g., least lower bound) by scanning a single save table for x's which satisfy the constraints on the present candidate problem. As seen above, this scanning is done very efficiently in the LIFO procedure by simply keeping an indicator \( (NSV(L)) \) for each level \( (L) \) of the primal tree. In any case, when a candidate problem is fathomed, the appropriate x's may be taken out of storage and will never be needed or regenerated again.

5. **COMPUTATIONAL ANALYSIS**

A set of randomly generated 0-1 integer programming test problems (see Karwan [5]) was used to demonstrate the developments discussed in this paper. A LIFO branching procedure was employed in the primal branch-and-bound tree and the LRMP procedure, (see Karwan and Rardin [6]) was the surrogate dual multiplier search procedure employed.
Table 1 presents the results of employing the above techniques on three problem sizes with a low and a high density and five replications per cell. One of the principal causes for interest in surrogate duals is improvement in bounds. The percent of the LP to IP gap closed by the surrogate dual, i.e.,

\[
(\gamma(D) - \gamma(IP))/\gamma(IP) - \gamma(LP)
\]

appears substantial. The large range for a given cell is perhaps to be expected with such unstructured randomly generated problems.

Some measure of the efficiency of the interaction between the primal and the subproblem branch-and-bound procedures is provided by the remaining columns of Table 1. As expected, the principal part of all time spent on candidate problems is consumed in knapsack subproblems. Values in column 8 range from 71%-82%. However, the number of knapsack subproblems solved at any particular node is quite small (column 6). The small numbers are a consequence of the save table—current table scheme developed in Section 4. Another indication of the efficiency of the save table approach is the relation between the mean time to solve the first surrogate dual (column 4) and the mean time to solve all surrogate duals (column 7). For larger problem sizes the average surrogate dual—which begins with many \( x^k \) saved from previous knapsacks—solves in 5-10% of the time for the first dual.

**Table 1. Primal Branch-and-Bound Empirical Results**  
(Five Replications per cell)

<table>
<thead>
<tr>
<th>Problem Size</th>
<th>Dens.</th>
<th>( \gamma(IP) )</th>
<th>Total Time</th>
<th>( D_k ) Time</th>
<th>First ( D_k )</th>
<th>Total Nodes</th>
<th>Knapsacks Solved Per Node</th>
<th>( D_k ) Time/Node</th>
<th>Percent in Knapsack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>1.10</td>
<td>0.34</td>
<td>0.71</td>
<td>0.14</td>
<td>2.0</td>
<td>2.67</td>
<td>0.13</td>
<td>54.22</td>
<td>32.3</td>
</tr>
<tr>
<td>Low</td>
<td>1.50</td>
<td>0.34</td>
<td>0.56</td>
<td>0.14</td>
<td>18.0</td>
<td>5.31</td>
<td>1.22</td>
<td>71.3</td>
<td>3.80</td>
</tr>
<tr>
<td>Low</td>
<td>1.10</td>
<td>0.34</td>
<td>0.43</td>
<td>0.14</td>
<td>10.4</td>
<td>5.69</td>
<td>1.33</td>
<td>71.6</td>
<td>4.90</td>
</tr>
<tr>
<td>High</td>
<td>2.50</td>
<td>0.34</td>
<td>0.25</td>
<td>0.14</td>
<td>4.8</td>
<td>3.37</td>
<td>0.28</td>
<td>82.4</td>
<td>2.94</td>
</tr>
<tr>
<td>High</td>
<td>2.50</td>
<td>0.34</td>
<td>0.18</td>
<td>0.14</td>
<td>4.4</td>
<td>3.88</td>
<td>1.10</td>
<td>70.4</td>
<td>5.16</td>
</tr>
<tr>
<td>High</td>
<td>2.50</td>
<td>0.34</td>
<td>0.18</td>
<td>0.14</td>
<td>4.4</td>
<td>3.88</td>
<td>1.10</td>
<td>70.4</td>
<td>5.16</td>
</tr>
</tbody>
</table>
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ABSTRACT

The paper provides a new theoretical framework to identify extreme solutions of the two machine flow-shop problem. Some remarkable properties of these solutions have been developed. As a result the problem of generating minimal solutions can be decomposed into a number of smaller subproblems.

1. INTRODUCTION

The well known two machine flow-shop problem can be formalized as follows. Find a permutation $P = p_1, p_2, \ldots, p_{n}$ of numbers 1, 2, \ldots, $n$ that minimizes

$$T(P) = \max_{1 \leq i \leq n} \left\{ \sum_{r=1}^{i} A_r + \sum_{r=i}^{n} B_r \right\}$$

where $A_r, B_r, r = 1, 2, \ldots, n$ are given positive numbers. According to the flow-shop terminology $T(P)$ is the completion time of $n$ items processed in a sequence $p_1, p_2, \ldots, p_{n}$ while $A_r$ and $B_r$ are operation times of item $r$ on machines $A$ and $B$. Each item is to be processed first on $A$ then on $B$.

Let $I = \{1, 2, \ldots, n\}$ be the set of all items, and $i$ and $j$ two arbitrary items of $I$. Introduce the following relation

$$R(i,j) \iff [\min(A_i, B_j) \leq \min(A_j, B_i)].$$

Notice that $R(i,j)$ holds for every pair $i,j \in I$. We say that $P = p_1, p_2, \ldots, p_{n}$ is an $R$-sequence if

$$i < j \Rightarrow R(p_i, p_j), \ \forall i, j \in I.$$

As shown in Section 2 every $R$-sequence minimizes (1). The set of $R$-sequences is usually a small portion of the set of all minimal solutions.

This paper examines the properties of extreme (minimal, maximal) solutions of the flow-shop problem. It provides necessary and sufficient minimality conditions (Section 3) simpler than those of [4] along with sufficient maximality conditions (Section 6). It introduces a critical item concept (Section 4) that leads to several remarkable properties of extreme solutions. As a result the problem of generating minimal solutions can be decomposed into several smaller subproblems (Section 5).
2. R-SEQUENCES

Let \( \mathcal{S} \) be the set of all \( n \)-element permutations of \( 1, 2, \ldots, n \). We will use symbols \( P, Q, P', Q' \) to indicate those permutations. Let \( Q = \sigma j \pi \) and \( Q' = \sigma j' \pi' \) be two elements of \( \mathcal{S} \).

**Lemma 1:** \( (2) \Rightarrow [T(Q) \leq T(Q')] \forall \sigma j \pi, \sigma j' \pi' \in \mathcal{S} \).

**Proof:** Due to (1)

\[
T(Q) = \max \left[ \sum_{i} A_{i} + T(\pi), \sum_{i} A_{i} + T(\pi_{ij}) + \sum_{i} B_{j}, T(\sigma) + \sum_{i} B_{i} \right] \quad (*)
\]

\[
T(Q') = \max \left[ \sum_{i} A_{i} + T(\pi_{ij}), \sum_{i} A_{i} + T(\mu_{ij}) + \sum_{i} B_{j}, T(\sigma) + \sum_{i} B_{i} \right]
\]

Consider inequality (4)

\[
T(\pi_{ij}) \leq T(\pi_{ij})
\]

which is equivalent to (2). The theorem holds since (4) implies \( T(Q) \leq T(Q') \).

Let \( P = p_{1}, p_{2}, \ldots, p_{n} \) be an R-sequence

**Theorem 1:** \( P \) minimizes (1).

**Proof:** Consider an arbitrary sequence \( P' \in \mathcal{S}, P' \neq P \). Then \( P' = \sigma p_{i} p_{j} \pi \) for some \( i < j \). According to (3) and Lemma 1, \( T(\sigma p_{i} p_{j} \pi) \leq T(P') \). Hence, \( P' \) along with every permutation other than \( P \) can be eliminated from \( \mathcal{S} \) as nonoptimal. The well known Johnson's Algorithm \[2\] of constructing sequence \( P = p_{1}, p_{2}, \ldots, p_{n} \) can be defined in the following manner:

**Step 1:** Find \( \min \{ \min A_{i}, \min B_{j} \} \).

**Step 2:**

(a) If the minimum is at \( A_{i} < B_{j} \), define \( J = \{ p_{i} \} \) where \( p_{i} \) is the element with the smallest subscript among the elements of the set \( \{ r | A_{r} = A_{i} \} \).

(b) If the minimum is at \( B_{j} < A_{i} \), define \( J = \{ p_{j} \} \) where \( p_{j} \) is the element with the largest subscript among the elements of the set \( \{ r | B_{r} = B_{j} \} \).

**Step 3:** Replace \( l \) by \( l - J \) and repeat Steps 1 and 2 until all elements of \( P \) are determined.

**Corollary 1:** Johnson's Algorithm produces an R-sequence.

\* \( T(\pi), T(\pi_{ij}), T(\mu_{ij}) \) are defined by (1) for sequences \( \pi, \sigma \), \( \pi, \mu \). Hence,

\[
T(\pi) = \max(4, B, B, A, B, R, A, R, B, R)
\]

\[
T(\pi_{ij}) = \max(4, B, B, A, B, R, A, R, B, R)
\]

\[
T(\mu_{ij}) = \max(4, B, B, A, B, R, A, R, B, R)
\]

\* To see it subtract \( 4 + B + A + R \) from both sides of (4).
PROOF: Let \( P = 1, 2, \ldots, n \). Assume that \( R(i,j) \) does not hold for some \( i < j \). Then \( \min(A_i, B_j) > \min(A_i, B_j) \). Consequently, Johnson's Algorithm will place element \( j \) in front of element \( i \) contrary to our assumption. Q.E.D.

Introduce the following notations:

\[
E_r = A_r - B_r, \quad I = \{ r | r \in I, E_r < 0 \},
\]

\[
I' = \{ r | r \in I, E_r > 0 \}, \quad I^0 = \{ r | r \in I, E_r = 0 \}.
\]

Let \( P = p_1, p_2, \ldots, p_n \) be an arbitrary \( R \)-sequence. Then the following obvious properties hold:

PROPERTY 1: The elements of \( I \) are arranged in a nondecreasing order of the \( A_r \) and precede the elements of \( I' \) that are arranged in a nonincreasing order of the \( B_r \).

PROPERTY 2: The elements of \( I^0 \) can be placed in any order as long as they do not precede (follow) an item with a smaller \( A_r(B_r) \).

PROPERTY 3: Any subsequence of \( P \) is an \( R \)-sequence.* Consider a sequence \( \sigma, \sigma \subset I \), and an \( R \)-sequence \( \pi \), where \( \pi \subset I - \sigma \).

PROPERTY 4: \( T(\sigma \pi) \leq T(\sigma \pi') \), \( T(\pi \sigma) \leq T(\pi' \sigma) \) for all possible permutations \( \pi' \) of the elements of \( \pi \).

PROOF: According to (1)

\[
T(\sigma \pi) = \max \left[ \sum_{\sigma} A_r + T(\pi), T(\sigma) + \sum_{\sigma} B_r \right].
\]

\[
T(\sigma \pi') = \max \left[ \sum_{\sigma} A_r + T(\pi'), T(\sigma) + \sum_{\sigma} B_r \right].
\]

Hence, \( T(\pi) \leq T(\pi') \Rightarrow T(\sigma \pi) \leq T(\sigma \pi'), \) Q.E.D.

One can similarly prove \( T(\pi \sigma) \leq T(\pi \sigma) \). According to Property 4, to find a sequence that minimizes (1), provided \( \sigma \) is fixed, arrange the items that follow (precede) \( \sigma \) in an \( R \)-sequence.

This rule may not be valid if \( \sigma \) occupies a middle position. Consider the following example (Figure 1):

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 1

*This does not mean that a subsequence of an optimal sequence is optimal (see Remark 1, Section 3).
Assume that we are to find a sequence that minimizes (1) where \( r = 3 \) occupies the second place. Although 124 is the only \( R \)-sequence of \( I - \sigma = (1, 2, 4) \), 1324 is not the best sequence since \( T(2314) = 29 < T(1324) = 30 \).

3. NECESSARY AND SUFFICIENT OPTIMALITY CONDITIONS

Define \( W(\pi) = T(\pi) - \sum_{r} B_{r} \) for \( \pi \subseteq I \). Then

\[
W(P) = T(P) - \sum_{r} B_{r} = \max_{\pi \subseteq I} \left[ A_{\pi} + \sum_{r} E_{r} \right].
\]

Consequently, the minimization of (1) is equivalent to that of (5). As known \( W(P) \) is the idle time of machine \( B \) while processing sequence \( P \). Let \( \sigma \) and \( \pi \) be two sequences, \( \pi \subseteq I - \sigma \).

PROPERTY 5: \( W(\sigma \pi) \geq W(\sigma) \)

PROOF: According to (5)

\[ W(\sigma \pi) = \max \left[ W(\sigma), \sum_{r} E_{r} + W(\pi) \right], \text{Q.E.D.} \]

Observe that \( W(\sigma \pi) \geq W(\pi) \) may not hold. Consider two sequences \( P = \sigma \gamma \pi \) and \( Q = \sigma \gamma \pi \), define the following conditions:

\[
A_{r} \leq W(P) - \sum_{r} E_{r},
\]

(6)

\[
A_{r} - B_{r} \leq W(P) - \sum_{r} E_{r} - W(\gamma).
\]

(7)

For \( P = \sigma \gamma \pi \) and \( Q = \sigma \gamma \pi \) formula (7) becomes

(7a) \[
A_{r} - B_{r} \leq W(P) - \sum_{r} E_{r} - A_{r}.
\]

We will show

PROPERTY 6:

\[ E_{r} \leq 0 \implies [(6) \iff \{W(Q) \leq W(P)\}] \]

\[ E_{r} > 0 \implies [[(6) \text{ and (7)}] \iff \{W(Q) \leq W(P)\}] \]

PROOF: Due to (5)

\[
W(P) = \max \left[ W(\sigma), W(\gamma) + \sum_{r} E_{r} + A_{r}, W(\pi) + \sum_{r} E_{r} \right].
\]

\[
W(Q) = \max \left[ W(\sigma), A_{r} + \sum_{r} E_{r}, W(\gamma) + \sum_{r} E_{r} + E_{r}, W(\pi) + \sum_{r} E_{r} \right].
\]

If \( E_{r} \leq 0 \) then \( W(Q) \leq W(P) \) whenever \( A_{r} + \sum_{r} E_{r} \leq W(P) \). On the other hand if \( A_{r} + \sum_{r} E_{r} > W(P) \) then \( W(Q) \geq A_{r} + \sum_{r} E_{r} > W(P) \). Q.E.D.
One can similarly prove case $E > 0$.

Assume that $P$ is an optimal sequence, which means that $P$ minimizes (1) and (5).

**COROLLARY 2**: $Q$ is optimal if and only if one of the following conditions hold:

1. (6) if $E \leq 0$, or
2. (6), (7) if $E > 0$.

Consider the following example (Figure 2):

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

$P = 1234$ optimal and $W(P) = 5$. Let $\sigma = \phi$, $i = 2$, 3. Permutation 2134 is optimal due to $E < 0$, and (6) $(3 < 5 - 0)$, while sequence 3124 is not optimal $(6 < 5 - 0)$.

Assume $\sigma = (1)$, $\gamma = (2)$, $i = 3$. Both conditions (6) and (7) are met $(6 \leq 5 - (-1)$, $6 - 4 \leq 5 - (-1) - 3)$. Consequently, 1324 is optimal. Observe that neither 2134 nor 1324 is an $R$-sequence.

**REMARK 1**: Although 1324 is optimal its subsequence 132 is not, since $T(132) = 16 > T(123) = 14$.

Usually the number of optimal solutions far exceeds the number of $R$-sequences. Consider the following case:

$E > 0$, $\forall i$, $\max B_i < \min A_i$, $B_i \neq B_i, \forall i \neq j$.

While there is only one $R$-sequence the number of all optimal solutions (where the last element is an item with the smallest $B_i$) is $(n - 1)!$.

**4. CRITICAL ITEMS**

Element $u$ is a critical item of an optimal sequence $P = \sigma u \pi$ if

$$W(P) = A_u + \sum_{\alpha} E_\alpha \quad \text{or} \quad T(P) = \sum_{\alpha} A_\alpha + \sum_{\alpha} B_\alpha.$$  

Assume in this section $E \neq 0$, $r \in I$. Let $P = \sigma \pi_j u \pi_i \pi_j$ be an $R$-sequence, and $u$ its critical item. Suppose we move $u$ upward in front of $\sigma \pi_i$ or downward behind $j \pi_i$. Will the resulting sequence be optimal? The following theorems resolve this issue.

**THEOREM 2**: $Q = \sigma (u \pi_j \pi_i \pi_j)$ is optimal if and only if

$E_i > 0$, $B_j = B_u$, $r \in \sigma \pi_j u$. 

$$E_i \neq 0, B_j = B_u, r \in \sigma \pi_j u.$$
PROOF:

1. If \( E_u < 0 \) and \( E_x < 0 \), \( r \in \sigma \neq \mu \). Hence,
\[
W(Q) \geq W(\sigma \mu \tau) \geq A_u + \sum_{\sigma \neq \mu} E_u > A_u + \sum_{\sigma \neq \mu} E_u = W(P),
\]
contrary to the assumption. Q.E.D.

2. If \( E < 0 \) one can show as before that \( W(Q) > W(P) \). Q.E.D.

Since \( E_x > 0 \) and \( E > 0 \) then \( B \geq B_u \) (Property 1).
3. If \( B > B_u \) then
\[
W(Q) \geq W(\sigma \mu \tau \mu) \geq A_r + \sum_{\sigma \neq \mu} E_r = A_r + \sum_{\sigma \neq \mu} E_r = W(P) = W(Q).
\]

\( E > 0 \), \( E_x > 0 \) and \( B = B_u \) imply (8) due to Property 1.

\( \iff \): Condition (8) along with Property 1 imply that \( Q \) is an \( R \)-sequence. One can similarly prove the following.

THEOREM 3: \( Q' = \sigma \mu \sigma \mu \pi \mu \pi \) is optimal if and only if
\[
E_x < 0, \ A_x = A_u, \ r \in \sigma \mu \pi.
\]

Consider sequences \( Q \) and \( Q' \) of Theorems 2 and 3.

PROPERTY 7: 1. If \( Q \) is optimal then \( i \) is its critical item.
2. If \( Q' \) is optimal then \( j \) is its critical item.

PROOF: The optimality of \( Q \) implies (8). Hence,
\[
W(Q) \geq W(\sigma \mu \sigma \mu \pi \mu \pi) \geq A_r + \sum_{\sigma \neq \mu} E_r = A_r + \sum_{\sigma \neq \mu} E_r = W(P) = W(Q), \text{Q.E.D.}
\]

The proof of the second part is symmetrical.

Due to (8) and (9)
\[
W(Q) > W(\sigma \mu \tau), \ W(Q') > W(\sigma \mu \pi \tau \pi \mu).
\]

Hence, \( \mu \) is no longer a critical item of \( Q \) or \( Q' \).

Suppose that we move element \( i \) of an \( R \)-sequence \( P = \sigma \pi \mu \pi \mu \pi \tau \mu \) ahead of its critical item \( \mu \). The following theorem resolves the optimality issue of the resulting sequence.

THEOREM 4: \( Q = \sigma \pi \sigma \mu \pi \pi = \phi \cdot A_x = A_u \).

PROOF:
\( \Rightarrow \): If \( E > 0 \), then (Property 5) \( W(Q) \geq W(\sigma_j, \alpha, \beta) \geq A_u + \sum_{\alpha} E_\alpha + \sum_{\beta} E_\beta = W(P) \), which is in contradiction with the optimality of \( Q \). Hence, \( E < 0 \). This implies \( E < 0 \), \( \sigma \neq \emptyset \), and \( A \geq A_u \) (Property 1).

Thus, \( W(Q) > W(P) \) if \( \sigma \neq \emptyset \) or \( A > A_u \). Q.E.D.

\( \Leftarrow \): Due to Property 1 (\( P \) is an R-sequence) condition (10) implies \( E < 0 \), \( A = A_u \), \( \sigma \neq \emptyset \). Hence, \( Q \) is an R-sequence. Q.E.D.

Optimal Presequences:

Given an R-sequence \( P = \alpha \pi \in \Pi \), then \( \pi \) is also an R-sequence (Property 3). Consider a permutation \( Q = \sigma \pi \in \Pi \).

We say that \( \sigma \) is an optimal presequence when \( Q = \sigma \pi \) is optimal. \( Q \) is uniquely determined for each \( \sigma \), once \( P \) is given. Hence, to find all optimal sequences it is sufficient to generate all optimal s-element presequences for each \( s \leq n-1 \), given an R-sequence \( P \).

REMARK 2: According to Property 5 presequence \( \sigma_i \) may be optimal only if \( \sigma \) is optimal.

REMARK 3: Formulas (6) and (7) allow to determine the optimality of presequence \( \sigma_i \) provided

1. \( \sigma \) is already known to be an optimal presequence.
2. \( P \) is a known R-sequence.

Let \( P = \alpha u \beta \) be an R-sequence and \( u \) its critical item. Consider another sequence \( Q \).

THEOREM 5: If \( Q \) is optimal then

1. The elements of \( \alpha u \) precede those of \( \beta \) whenever \( E_u > 0 \), or
2. The elements of \( u \beta \) follow those of \( \alpha \) whenever \( E_u < 0 \).

PROOF:

CASE \( E_u > 0 \): Let \( Q = \sigma \pi \) where \( \sigma \) is an optimal presequence. Assume that \( \alpha u \) is a k-element sequence (\( k \leq n-1 \)). For each \( s \leq k \) consider sets of s-element optimal presequences \( \sigma \). According to Theorem 4 no element of \( \beta \) belongs to an optimal \( \sigma \) if \( s = 1 \). Due to the same Theorem and Remark 2 this is also true for \( s = 2, 3, \ldots, k \). Q.E.D.

The proof of second case is symmetrical.

5. GENERATING OPTIMAL SEQUENCES

Consider an R-sequence \( P = \sigma_i u \pi \) where the critical item \( u \) is the s-th element of \( P \). Theorems 2, 3 and Property 7 imply:

COROLLARY 3: If none of the conditions (8) and (9) holds then \( u \) remains the s-th element of every optimal sequence.
Element \( u \) is also a critical item of every optimal sequence. To see it assume that 
\( Q = \alpha \beta u \) where \( \alpha \) and \( \beta \) are permutations of elements of \( \sigma_i \) and \( j \pi \), respectively. Then,
\[
W(Q) \geq W(\alpha \beta u) \geq A_{u} + \sum_i E_i - A_{u} + \sum_j E_j = W(P) = W(Q), \text{Q.E.D.}
\]

5.1 Let \( P = \alpha_{1}u_{1}\alpha_{2}u_{2} \ldots \alpha_{q-1}u_{q-1}\alpha_{q} \) be an \( R \)-sequence where none of (8) and (9) hold for critical items \( u \). \( 1 \leq i \leq q \). We will show that the problem of generating optimal presequences \( \sigma \subseteq I \) can be decomposed into \( q + 1 \) separate subproblems. Consider an optimal presequence \( \sigma = \alpha_{1}u_{1}\alpha_{2}u_{2} \ldots \alpha_{i-1}u_{i-1} \) \( i \leq q \) where \( \alpha_{i} \) is a permutation of the elements of \( \alpha_i \), while \( \sigma_i \subseteq \alpha_i \), for each \( 0 \leq s \leq i \). Then,
\[
W(P) = A_{u} + \sum\sigma E_{u} - \sum u_{\pi} E_{u}, 1 \leq i \leq q.
\]

Formulas (6) and (7) remain in their original form for \( t = 0 \) while for \( t \geq 1 \) they become
\[
(6') A_{t} \leq B_{t} - \sum_{u} E_{u},
\]
\[
(7') A_{t} - B_{t} \leq B_{u} - \sum_{u_{\pi}} E_{u} - W(\gamma),
\]
where \( \sigma_{i} \subseteq \alpha_{i}, \gamma_{i} \subseteq \alpha_{i} \). To illustrate the decomposition technique along with the generating procedure consider the example of reference [3] (Figure 3).

\[
\begin{array}{c|c|c}
A_{i} & B_{i} \\
1 & 2 & 3 \\
2 & 4 & 5 \\
3 & 6 & 30 \\
4 & 30 & 4 \\
5 & 4 & 1 \\
\end{array}
\]

Figure 3

\( P = 12345 \) is an \( R \)-sequence, \( W(P) = 4 \) and \( u_{1} = 3, u_{2} = 4, u_{3} = 5 \). Consequently, \( \alpha_{0} = (1,2), \alpha_{1} = \alpha_{2} = \alpha_{3} = \phi \). Since the assumptions of Corollary 4 are met for all \( u \), they automatically hold for \( u_{2} \) and \( u_{3} \) since \( \alpha_{2} = \alpha_{3} = \phi \) every optimal solution \( Q = \ldots 345 \). It only remains to find optimal one element presequences of \( \alpha_{0} \) since \( \alpha_{0} \) is a two element set. Due to \( E_{i} < 0, r \in \alpha_{0} \) it is sufficient to check (6). Presequence 2 is optimal since (6) holds for \( i = 2, \sigma = \phi \) (see Remark 3) in addition to the known optimal presequence 1. Consequently, 12 and 21 are optimal arrangements of \( \alpha_{0} \). There are only two optimal sequences 12345 and 21345.*

5.2. Consider some critical item \( u \) of an \( R \)-sequence \( P \) where
1. (8) holds for some \( \sigma_{j} \alpha_{i} = i_{i} \ldots i_{k} \), or
2. (9) holds for some \( \pi_{j} \alpha_{i} = j_{i} \ldots j_{k} \).

According to Theorems 2 and 3 we can generate \( R \)-sequences, say, \( P_{k} \) by arranging the elements of \( \alpha_{j} \alpha_{i} u_{j} \pi_{j} \) of \( P \) in the following manner:
\[
(12) t_{1} \ldots t_{i} u_{i}, u_{i} t_{1} \ldots t_{i}, \ldots, i_{j} t_{1} \ldots i_{j} u_{i}
\]

*The authors of [3] using a lexicographic search procedure examined (in this example) lower bounds for 9 presequences with the number of elements ranging from 3 to 5 (in 7 presequences)
I.

\[ u_{ij_1} \cdots j_i, \quad j_1 \cdots j_n, \quad \cdots, \quad j_n u_{ij_1} \cdots j_i \]

In view of Property 7 the critical items are the last elements of the sequences of (12) and the first elements of the sequences of (13).

To find the optimal permutations we apply the procedure of Section 5.1 to each \( P_i \) assuming that none of its critical items can be moved.

To illustrate this case consider the following example (Figure 4):

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
A \quad & 3 & 4 & 8 & 5 & 6 & 3 & 2 \\
B \quad & 7 & 7 & 5 & 4 & 4 & 2 & 1 \\
\end{array}
\]

\[
P = \bar{1234567} \text{ is an } R\text{-sequence, } W(P) = 3, \quad u_1 = 1, \quad u_2 = 5.
\]

The dashes indicate the critical items of \( P \).

Since (8) and (9) hold for \( \alpha \gamma = (4) \) and \( j \pi_1 = (2) \) four \( R\)-sequences are generated (see (12) and (13)).

\[
P_1 = \bar{1234567}, \quad P_2 = \bar{2134567}, \quad P_3 = \bar{1235467}, \quad P_4 = \bar{2135467}.
\]

To generate optimal sequences out of \( P_1 \) observe that \( P_1 = \alpha_0 u_1(\alpha_1 u_2) \) where \( \alpha_0 = 4 \)

\[
\alpha_1 = (2, 3, 4) \quad \alpha_2 = (6, 7). \quad \text{According to (6')} \quad \text{and (7)} \text{ the list of optimal arrangements of } \alpha_1 \text{ and } \alpha_2 \text{ is } 234, \quad 243, \quad 423, \quad \text{and } 67, \quad 76 \text{ respectively. Consequently, } P_1 \text{ generates six sequences } 1234567, \quad 1243567, \quad 1235467, \quad 1423576, \quad 1423576, \quad 1423576.
\]

To find the remaining optimal sequences we have to verify (6') and (7) for \( \alpha_1 = (1, 3, 4), \quad (2, 3, 5) \) and \( (1, 3, 5) \) since \( \alpha_1 = (6, 7) \) is the same for all four sequences \( P_i \). The total number of optimal solutions is 24 while the number of \( R\)-sequences is 4.

5.3. Consider the case when \( E_r = 0 \) for \( r \in I^n \neq \emptyset \). Let \( P \) be an \( R\)-sequence. We can assume (Property 1) that \( P = \alpha \beta \gamma \) where

\[
E_r < 0, \quad r \in \alpha, \quad E_r = 0, \quad r \in \beta, \quad E_r > 0, \quad r \in \gamma.
\]

Let \( \max_A \gamma = A_i \). Consider sequence \( \alpha \gamma \).

THEOREM 6: \( W(P) = \max_W(\alpha \gamma), A_i + \sum E_r \)

PROOF: Let \( u \) be a critical item of \( P \). Examine three cases:

1. \( u \in \gamma \). Then \( P = \alpha \beta \gamma u \gamma \) and

\[
W(P) = A_u + \sum \alpha \beta \gamma = A_u + \sum E_r = W(\alpha \gamma).
\]

2. \( u \in \alpha \). The proof is similar to that of the previous case.

3. \( u \in \beta \). \( P = \alpha \beta u \beta \gamma \), and

\[
W(P) = A_u + \sum E_r = A_u + \sum E_r.
\]
Expression \( A_u + \sum E_i \) is maximal for \( u = v \), Q.E.D.

Theorems 2, 3, and 4 remain valid even for \( E_u = 0 \) as long as \( E_s \neq 0 \), for \( s \in I - u \).

We offer the following procedure of generating optimal sequences:

**STEP 1:** Delete set \( \alpha \) from \( I \) and find an \( R \)-sequence \( \alpha \gamma \).

**STEP 2:** Apply the generating procedure of Section 5.2 to sequence \( \pi \) where

\[
\pi = \begin{cases} 
\alpha \gamma & \text{if } A_i + \sum E_i < W(\alpha \gamma), \\
\alpha \gamma & \text{if } A_i + \sum E_i \geq W(\alpha \gamma). 
\end{cases}
\]

**STEP 3:** For each sequence \( \pi \) generate \( n \)-element optimal sequences by placing the remaining items of \( \beta \) in the appropriate places using formula (6).

To illustrate the procedure expand the example of Figure 2 by adding two new elements 5 and 6 where \( A_1 = B_1 = 8 \), \( A_5 = B_5 = 5 \).

**STEP 1:** We already know that \( \alpha \gamma = 1234 \) is an \( R \)-sequence.

**STEP 2:** \( \pi = 12534 \) since \( A_i + \sum E_i = W(\alpha \gamma) = 5 \).

Observe that \( \alpha \gamma = (3) \), and elements 5, 3, 4 cannot be moved. Handling set \( \alpha \alpha = (1, 2) \) we obtain two optimal sequences 12534 and 21534.

**STEP 3:** Condition (6) for \( i = 6 \), \( W(P) = W(\alpha \gamma) = 5 \) becomes

(14) 
\[ 5 \leq 5 - \sum E_i. \]

Consider Figures 5 and 6 where the \( \sum E_i \) are written on the margins of the tables (except \( \sum E_i = 0 \) for \( \alpha = \phi \)).

![Figures 5 and 6](image)

According to (14) presequence \( \alpha 6 \) is optimal if and only if \( \sum E_i \leq 0 \). Hence, element 6 can be placed everywhere as long as it precedes element 4. Consequently, there are ten optimal sequences.
6. MAXIMAL SOLUTIONS

Let \( P \) be an \( R \)-sequence produced by Johnson's Algorithm. It is easy to see that a reversed sequence \( P' = p_n, p_{n-1}, \ldots, p_1 \) maximizes (1) Without loss of generality we can assume \( p = 1, 2, \ldots, n \), and

\[
E_i > 0, \quad i \leq t, \quad E_i \leq 0, \quad i > t + 1,
\]

\[
B_i \leq B_{i-1} < \cdots < B_1, \quad A_i \geq A_{i-1} \geq \cdots \geq A_1
\]

for some \( 0 \leq t \leq n^* \)

**Theorem 7.** Element \( i \) or \( i + 1 \) is a critical item of \( P' \).

**Proof.** Define

\[
K_i = \sum_{j=1}^{i} A_j - \sum_{j=i+1}^{t} B_j
\]

then,

\[
W(P') = \max_{i \in [1, n]} K_i
\]

**Case 1.** \( 1 \leq i \leq t \). Then \( B_i \leq B_{i-1} \) and \( A_{i+1} < A_i \) imply \( B_i < A_{i+1} \). Consequently, \( K_{i+1} < K_i \).

**Case 2.** \( t + 1 \leq i \leq n \). Then \( A_i \leq A_{i-1} \) and \( A_{i-1} < B_i \) imply \( A_i < B_i \). Hence, \( K_i < K_i+1 \). Combining both cases we have

\[
K_1 < K_2 < \cdots < K_t < K_{t+1} \geq \cdots \geq K_n
\]

Thus, \( W(P') = \max_{i \in [1, n]} K_i \). Q.E.D.

Let \( u \) be the critical item of a reversed Johnson sequence \( P' = 1, 2, \ldots, n \). It is easy to see that any sequence \( Q = \alpha u \pi \) maximizes (1) as long as \( \alpha \) is a permutation of \( 1, 2, \ldots, u-1 \) while \( \beta \) is a permutation of \( u+1, \ldots, n \).

**Corollary 4.** The minimum number of maximal sequences is \((u-1)!u!(n-u)!\), where \( u = t \) or \( t+1 \).

Reversing a minimal (non \( R \)) sequence does not necessarily produce a maximizing sequence. Consider the example on Figure 2. Although 1324 is minimal the reversed permutation 4231 does not maximize (1) since \( T(4231) = 21 < T(1432) = 23 \). Let \( P' = 1, 2, \ldots, n \) be a reversed Johnson's sequence. Consider a set of \( n-1 \) element permutations \( \pi \) of numbers \( i \in [1, n] \). It is obvious that \( \pi = 1, 2, \ldots, t-1, t+1, \ldots, n \) maximizes \( W(\pi) \).

Due to Theorem 7

\[
W(P') = K_u, \quad u = t+1
\]

where

\[
A_{i+1} \leq B_i, \quad A_i \geq B_i, \quad \text{if } u = t
\]

\[
A_{i+1} \geq B_i, \quad A_i \geq B_{i+1}, \quad \text{if } u = t+1
\]

\* Let \( t = 0 \) no \( i = 0 \) while for \( t \) no \( i = 0 \)
while
\[ W(\pi') = K_i \quad \text{if} \quad i = n, \]
where
\[ \nu = \begin{cases} 
\nu_i, & \text{if } i < n, \\
1, & \text{if } i = n. 
\end{cases} \]

**THEOREM 8** \( W(\pi') \leq W(P) \)

**PROOF** There are two cases.
1. If \( i < n \) then \( i \geq t \) and \( E > 0 \). Hence, \( W(P) - W(\pi') = E > 0 \).
2. If \( i > n \) then \( W(P) = W(\pi') \). Q.E.D.

Our sub cases are to be considered.
1. \( u = t_i \), \( v = t_i - 1 \), \( w = t_i + 1 \), \( x = t_i + 2 \), \( y = t_i + 3 \), \( z = t_i + 4 \).
2. \( B = \frac{1}{6} \cdot \frac{1}{1} \cdot \frac{1}{2} \cdot \frac{1}{3} \cdot \frac{1}{4} \). (case 1)
3. \( B = \frac{1}{6} \cdot \frac{1}{1} \cdot \frac{1}{2} \cdot \frac{1}{3} \cdot \frac{1}{4} \). (case 2)
4. \( B = \frac{1}{6} \cdot \frac{1}{1} \cdot \frac{1}{2} \cdot \frac{1}{3} \cdot \frac{1}{4} \). (case 3)
5. \( B = \frac{1}{6} \cdot \frac{1}{1} \cdot \frac{1}{2} \cdot \frac{1}{3} \cdot \frac{1}{4} \). (case 4)

The nonnegativity of \( W(P) - W(\pi') \) follows directly from
1. \( \alpha \) for cases 1 and 3.
2. \( \beta \) for cases 2 and 4.

Let \( \sigma \) be a permutation of numbers \( t_i \in J \) where \( J \) is a proper subset of \( I \). Theorem 8 implies

**PROPERTY 8** \( \max_{\sigma} W(\sigma) \leq \max_{\sigma} W(P) \).

Property 8 does not imply \( W(\sigma) \leq W(P) \). To see it consider the following example

\[
\begin{array}{c|cc}
A & B \\
1 & 9 & 5 \\
2 & 4 & 6 \\
3 & 6 & 8 \\
\end{array}
\]

Let \( P = 123 \) and \( \sigma = 132 \). Still \( W(P) = 9 < W(\sigma) = 10 \).
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ABSTRACT

This paper provides a theoretical and computational comparison of alternative mixed integer programming formulations for optimization problems involving certain types of economy-of-scale functions. Such functions arise in a broad range of applications from such diverse areas as vendor selection and communications network design. A "nonstandard" problem formulation is shown to be superior in several respects to the traditional formulation of problems in this class.

1. FORMULATIONS: EQUIVALENT AND OPTIMAL.

This first section describes a rigorous approach to formulating certain optimization problems through the use of "minimization models" [4,5,6]. The minimization model concept is then used as the basis for defining a family of "equivalent" formulations as well as a means of defining an "optimal" formulation. Sections 2 and 3 establish the optimality of a very compact formulation for functions belonging to a class of economy-of-scale functions. Computational results for a communications network problem are then given to illustrate the superiority of this formulation as compared to a "standard" formulation of the problem.

The economy-of-scale property that we will consider is encountered in a broad variety of cost functions for goods ranging from doughnuts to telecommunications links. Roughly speaking, a function is said to have an economy-of-scale property if the cost (per unit) of a commodity decreases if certain "large" quantities of the commodity are purchased. A simple example of such a cost function, but one which serves to illustrate some of the properties that we wish to consider, is a "cheaper-by-the-dozen" function defined as follows: let \( x \) denote the number of single units of a commodity with the cost per single unit being a positive constant \( c \), let \( y \) denote the (nonnegative, integer) number of dozens (groups of 12) purchased, the price per dozen being a positive constant \( c \cdot 12 \). So that it is cheaper to purchase a dozen than it is to...
purchase 12 single units, and let $k(x)$ (see Figure 1 for a typical $k(x)$) denote the "cheaper-by-the-dozen" function that represents the minimum cost of purchasing at least $x$ units. For simplicity, in this example, $x$ and $y$ will be assumed to be continuous variables. It is easily seen that $k(x)$ can be compactly represented as

$$k(x) = \min_{\mathbf{a} \in \mathbf{A}} \mathbf{c}^T \mathbf{x}$$

subject to:

$$\mathbf{x} \geq \mathbf{1}, \quad \mathbf{x} \in \mathbb{N}$$

That is, substituting any constant $a$ for $x$ in the right hand side of (1.1) yields an optimization problem (in the variables $x$ and $y$) whose optimal value is precisely $k(x)$. Of course, the piecewise-linear function $k(x)$ can be represented in many other ways, but as will be seen, the representation (1.1) is not only compact but also is useful in formulating optimization problems involving $k(x)$.

The RHS of (1.1) is an example of a mixed-integer minimization model (MIMM), a concept that was described in [4,5,6]. To define this concept, suppose $f$ is a function from $\mathbb{R}^n$ into $\mathbb{R}^m$, and that the following equation holds for all $x$ belonging to a subset $S$ of $\mathbb{R}^n$:

$$f(x) = \min_{\mathbf{a} \in \mathbf{A}} \mathbf{c}^T \mathbf{x}$$

subject to:

$$\mathbf{x} \geq \mathbf{1}, \quad \mathbf{x} \in \mathbb{N}$$

This is a mixed-integer minimization model (MIMM) with $f$ as the objective function and $\mathbf{A}$ as the set of admissible solutions. The solution to the MIMM is the minimum value of $f(x)$ subject to the constraints.
The relaxation of the constraints?

would not agree at sense it follows

that if the integrality constraints on the newly added variables are deleted, this conversion procedure may be carried out term-by-term until the original problem has been transformed into a mixed integer program (MIP). Note, however, that although this MIP will be equivalent to the original problem, equivalence may be destroyed if the integrality constraints on the newly added variables are deleted, a relaxation which is usually the first step of an algorithm for the solution of an MIP. In particular, the relaxation of the integrality constraints of a MIMM will yield a parametrically defined family of problems (a linear programming minimization model (LPMM)) whose optimal value must be (see [4]) a convex function on all of $\mathbb{R}^1$. Thus, this relaxation will mean that a nonconvex objective function term of the original formulation is replaced by a convex approximation. In algebraic terms, defining

$$f^*(x) = \min_c c^T x$$

subject to $Ax = b$, $x \geq 0$, $x$ integer

it follows that $f^*$ is convex on $\mathbb{R}^1$, so that if $f$ (as defined in (1.2)) is nonconvex on $S$ (in the sense that there exist points $x_1, x_2, x \in S$ and $\lambda \in (0,1)$ such that $x = \lambda x_1 + (1 - \lambda) x_2$, and $f(x) > \lambda f(x_1) + (1 - \lambda) f(x_2)$, then $f$ and $f^*$ cannot coincide over all of $S$ (in particular, they would not agree at $x$). The difference $f(x) - f^*(x)$ (which is always nonnegative because of the relaxation of the constraints) will be termed the relaxation error of the LPMM at $x$.

In the case of the MIMM (1.1), for example, the optimal value function (for $\lambda \geq 0$) for the LPMM obtained by relaxing the integrality constraints of (1.1) is easily seen to be the linear
function \( k^* (x) \rightarrow 2 \) The relaxation error in this particular case is thus the difference between the values \( k^*(x) \) and \( k^*(x) \) (see Figure 1). Note that this difference is \( \text{positive unless } c \) is an integer multiple of \( 12 \). That \( x = 0, k^*(x) - k^*(x) = 0 \), but we are concerned here only with nonnegative values of \( x \).

In comparing alternative MIMM formulations, a comparison of the behavior of the relaxation errors establishes the relative accuracy of the approximations used in the first step of the solution of the respective MIP's. Thus, if \( f^* \) is the optimal value function of the continuous relaxation of a different MIMM for \( f \), and \( f^* (x) \geq f^*(x) \) for all \( x \in \mathbb{R} \) (which we write as \( f^* \geq f^* \)), then the MIMM (1.2) may be considered to be at least as good (with respect to the relaxation error criterion) as the MIMM from which \( f^* \) was derived. Moreover, if it can be established that the inequality \( f^* \geq f^* \) holds for all convex functions \( f^* \) satisfying \( f \geq f^* \), then the MIMM giving rise to \( f^* \) will be optimal from the standpoint of error in a relaxation solution strategy, and will therefore be said to be relaxation-optimal on \( \mathbb{R} \). As will be seen, a function may have more than one relaxation-optimal MIMM, so additional MIMM criteria also will be considered. In order to more easily describe results of this type, it is convenient to introduce some additional terminology. If \( h \) is a function mapping a convex set \( T \) into \( \mathbb{R} \), the convex envelope of \( h \) on \( T \) (which may be thought of geometrically as the largest convex function below \( h \) on \( T \)), denoted by \( c^* (h, T) \), is the function satisfying the relations:

\[
\begin{align*}
&1. h^* (x, T) \leq h(x) \quad \text{for all } x \in T, \\
&2. c^* (h, T) \text{ is convex on } T, \\
&3. \text{if } g(x) \leq h(x) \quad \text{for all } x \in T \text{ and } c \text{ is convex on } T,
\end{align*}
\]

then \( g(x) \leq c^*(h, T, x) \) for all \( x \in T \).

In places where reference to the variable is not needed, we will write \( c^* (h, T) \) in place of \( c^*(h, T, x) \). Existence and uniqueness of \( c^*(h, T) \) easily follow from the fact that the pointwise supremum of a family of convex functions is convex. Defining on \( T \) the set of functions

\[
C(h, T) = \{ g \mid g \text{ is convex on } T, g \leq h \},
\]

\( c^*(h, T) \) is simply the supremum of \( C(h, T) \). It might be noted that the domain \( T \) plays a very significant role in determining the convex envelope. That is, the value of the convex envelope at a particular point may be different for different choices of \( T \). This aspect of the convex envelope will be taken up in Section 2.

The optimal value function of a LPMM, in addition to being convex, is also piecewise-linear (PL), and it is also convenient to introduce some terminology for piecewise-linear functions of a single variable, which are our principal concern in this paper.

We will say that a real-valued function \( h \) defined on a closed interval \( [a, a] \subset \mathbb{R} \) is a piecewise-linear function on \( [a, a] \) with breakpoints \( a_0 < a_1 < \ldots \leq a_p \) if \( h \) is affine on each subinterval \( [a_{i-1}, a_i] \) and \( h \left( a_i \right) = h \left( a_i \right) = a_i - a_i \) for \( i = 1, \ldots, p \) (that is, the slope to the left of \( a_i \) differs from the slope to the right of \( a_i \))

The basic result that will be used to establish that certain formulations yield convex envelopes is the sufficiency part of the following theorem

**Theorem:** Let \( g \) be a lower semi-continuous (LSC) function mapping \( [a, a] \) into \( \mathbb{R} \) with \( g \left( a \right) < +\infty \) for \( i = 0, \ldots, p \).
Let \( e^* \) be a convex piecewise-linear function on \([a_0, a_p]\) with breakpoints \( a_0 < a_1 < \ldots < a_p \), and let \( g^*(x) \leq g(x) \) for \( x \in [a_i, a_{i+1}] \). A necessary and sufficient condition for \( e^* \) to be the convex envelope of \( g \) on \([a_0, a_p]\) is that \( e^*(a_i) = g(a_i) \) for \( i = 0, \ldots, p \).

Proof: To establish sufficiency, suppose that \( e^* \in C_1([a_0, a_p]) \). Then for any \( x \in [a_0, a_p] \) there exists at least one pair \( a_i < a_{i+1} \) of breakpoints such that \( x \in [a_i, a_{i+1}] \). Choosing \( \lambda \in [0, 1] \) such that \( x = \lambda a_i + (1 - \lambda) a_{i+1} \), we have (using the convexity of \( g^* \)) \( g^*(x) = g(a_i) + (1 - \lambda) g(a_{i+1}) \leq \lambda g(a_i) + (1 - \lambda) g(a_{i+1}) = \lambda g(a_i) + (1 - \lambda) g^*(a_i) + (1 - \lambda) g^*(a_{i+1}) = g^*(x) \). Thus, \( g^*(x) \leq g^*(x) \) for any \( x \in [a_0, a_p] \) establishing that \( e^* \leq C_1([a_0, a_p]) \).

To show necessity, suppose that \( g(a_i) - g^*(a_i) = e_i > 0 \). Since \( g \) is LSC, \( e^* \) is continuous, there exists a \( \delta_i \in (0, a_i) \) such that \( a_i < a_i + \delta_i \) implies \( g(x) \leq g(a_i) + e_i \) and \( g^*(x) \leq g(a_i) + e_i \).

Now consider the PL function \( \tilde{g} \) (see Figure 2) with breakpoints at \( a_0, a_1, \ldots, a_p \) and function values \( \tilde{g}(a_0) = g(a_0) + e_0, \tilde{g}(a_i) = g^*(a_i), \tilde{g}(a_{i+1}) = g^*(a_{i+1}) - g^*(a_i) \) for \( i = 1, \ldots, p \). Note that \( \tilde{g}(a_i) > g^*(a_i) \), but that \( \tilde{g}(x) = g^*(x) \) for \( x \leq a_i + \delta_i \) and that \( \tilde{g} \) is a convex function on \([a_0, a_p]\). Finally, the relations \( \tilde{g}(a_i) = g(a_i) + e_i \) and \( \tilde{g}(a_i + \delta_i) = g^*(a_i + \delta_i) \leq g(a_i) + e_i \) imply \( \tilde{g}(a_i) \leq g(a_i) + e_i \) for \( a_i \leq a_i + \delta_i \), and thus \( \tilde{g}(a_i) < g(a_i) \) for \( \forall x \in [a_i, a_{i+1}] \). A contradiction may be similarly obtained if \( g(a_i) > g^*(a_i) \). For an interior breakpoint \( a_i \), the construction of a suitable \( \tilde{g} \) is similar (see Figure 3), except that the breakpoints of \( \tilde{g} \) (where it coincides with \( g^* \)) are taken to be \( a_0, a_1, \ldots, a_p, a_i - \delta, a_i, \ldots, a_{i-1}, a_i + \delta \), and \( \tilde{g}(a_i) > g^*(a_i) \), contradicting the hypothesis that \( g^*(x) \leq g^*(x, [a_0, a_i]) \). A contradiction may be similarly obtained if \( g(a_i) > g^*(a_i) \).

Note that for sufficiency, lower semi-continuity of \( e^* \) is not required. In this paper we are primarily concerned with the sufficiency part of this theorem, but it should be noted that in [4] the lower semi-continuity of optimal value functions of MIMMs was established under rationality assumptions on the coefficients of the MIMM.

It might also be noted that the argument used in the proof can be used to show that \( e^* \) does not have a PL convex envelope if \( g(a_i) = +\infty \) or \( g(a_i) = -\infty \), since this would mean that \( g^*(a_i) > g(a_i) \) or \( g^*(a_i) < g(a_i) \) for any PL function \( e^* \). On the other hand, a PL convex envelope may exist if there are infinity points \( x \in [a_0, a_p] \) with the property that \( g(x) = +\infty \). This allows the domain of \( g \) to have "gaps" on which \( e^* \) may be thought of as being \( +\infty \). Such gaps often occur in optimal value functions of MIMMs.

From Figure 1, one might conjecture that \( e^* \) is the convex envelope of \( g \) on \( R^+ \). This is indeed true, and in Section 2 we will use the approach of Theorem 1 to establish a more general result from which it follows as a special case.

2. THE UNSUBLABED CASE

In this section we will consider MIMMs for a broad class of economy-of-scale functions that includes the economy-of-scale function \( k(x) \) of the previous section. Specifically, we will develop relaxation-optimal MIMMs for the class of functions whose elements may be represented as optimal value functions of the following type.
The case in which there are \( r = 0 \) is not of economic interest, but is included for mathematical completeness. The sign restrictions on \( c \) and \( a \) do serve to guarantee the existence of an optimal solution for all \( x \), but, as shown in Appendix A, could be replaced by this hypothesis. In the next section, where bounds on the \( x \) are assumed, it will be seen that these sign restrictions have greater significance. Note that the class of functions representable in the form (2.1) includes fixed-charge functions and economy-of-scale functions allowing several different volume discounts (as opposed to only one in the case of \( k(x) \)). (The computational results in Section 5 deal with an example in which \( n = 3 \).) For notational convenience we will assume that the variables have been ordered so that

\[
\begin{align*}
(2.2) & \quad c_i/a_i \equiv r_i, \quad i = 1, \ldots, n, \quad r_1 \leq \cdots \leq r_n \leq \cdots \leq c_n/a_n \equiv r_n.
\end{align*}
\]

From a cost viewpoint, this means that, on a per unit basis, the most "economical" purchase quantity is \( a_1 \); the next most economical is \( a_2 \), etc., and the right-hand side \( x \) represents the minimum amount to be purchased.
Consider the continuous relaxation of the MIMM in (2.1), which has the optimal value function defined by

\[ f^*_1(x) = \min_{x, y} x \]

subject to \( x, y \geq 0 \).

The following lemma states that \( f^*_1 \) is linear on \( R^+ \), and provides the basis for a proof of the relaxation-optimality of the MIMM on the RHS of (2.1).

**Lemma 1.** For \( x \in R^+ \), \( f^*_1(x) = x \).

**Proof.** Note that, for any \( x \geq 0 \), the dual of (2.3) may be written as

\[ \max_{x, y} xy \]

subject to \( x, y \leq 1, y \geq 0 \).

By setting \( x^* = x^+ = \ldots = x^*_m = 0 \) and \( x^* = x \), we obtain primal and dual feasible solutions with common objective function value \( f_A \). This is thus the optimal value, \( f^*_1(x) \).

Having obtained a closed form representation of \( f^*_1(x) \), the relationship between \( f \) and \( f^*_1 \) is easily established.

**Theorem 2.** The following relations hold between \( f \) and \( f^*_1 \):

\[ f^*_1(x) = f_1(x) \text{ for } x = k \cdot a_i \text{ (} k = 0, 1, \ldots \) \]

\[ f^*_1 = e^*(f_1) \in R^1. \]

**Proof.** Since \( f^*_1(x) \leq f_1(x) \) for \( x \in R^1 \), (2.3) may be established by showing that, for \( x = k \cdot a_i \) \( (k = 0, 1, 2, \ldots) \), (2.1) has a feasible solution with objective function value \( f^*_1(ka_i) = f_1(ka_i - ka_i) = 0 \). Such a feasible solution is obtained by setting \( x = k \) and \( y = x, \ldots, y = 0 \).

To prove (2.6), it suffices to show that for any \( x \in R^1 \), there exist \( x_1, x_2 \in R^1 \) such that, for some \( \lambda \in [0, 1] \), we have \( \lambda x_1 + (1 - \lambda) x_2 = x^* \) and \( f^* \left( f_1(x_1) \right) = \lambda f_1(x_1) + (1 - \lambda) f_1(x_2) \). Since any \( f \in e^*(f_1) \) must satisfy \( f(x) \leq f_1(x) \), since any \( f \in e^*(f_1) \) must satisfy \( f(x) \leq f_1(x) \), since any \( f \in e^*(f_1) \), these quantities are obtained by taking \( x_1 = 0, x_2 = k - a_i \), where \( k \) is an integer chosen such that \( ka_i \leq x \) and \( \lambda \) such that \( 1 - \lambda)ka_i = x \). Then \( \lambda f_1(x_1) + (1 - \lambda) f_1(x_2) = 0 + \lambda (1, k - a_i) = f_1(x) \).

It is of some mathematical interest to note that the constraint \( ay \geq x \) in (2.3) is satisfied as an equality by an optimal solution of (2.3). The observation may be used to establish that \( f^*_1 \) is also the convex envelope on \( R^1 \) of the optimal value function in the corresponding equality-constrained case

\[ f^*_1(x) = \min_{x, y} x \]

subject to \( ay = x \)

\( y \geq 0, y \) integer for \( i \in I \).

This result follows since \( f^*_1(x) = f^*_1(x) \) for \( x = k \cdot a_i \) (\( k = 0, 1, \ldots \)). Since \( f^*_1 \) may be written in the form (2.3) with the constraint \( ay \geq x \) replaced by \( ay = x \), it follows by the analog of Theorem 2 that the modified MIMM is relaxation-optimal in the equality-constrained case (2.7) as well.
On the other hand, it is not always possible to establish relaxation-optimality if a positive constant is added to the RHS of the constraint with RHS $x$ in (2.1) (negative constants pose no difficulty, as we will show in Section 3). An example illustrating the difficulties that may arise in this case is given in Appendix B. However, it is possible to extend the results of this section to the case in which nonnegative bounds are imposed on the variables. This case is taken up in Section 3.

Finally, in the case that the $a$ are all rational, Theorem 1 is a special case of a result of Blair and Jeroslow [2], who considered a system of constraints and showed that the convex envelope of the optimal value function of the MIMM (for $x \in \mathbb{R}^n$)

\begin{equation}
\text{min } cy \\
\text{s.t. } ax \geq x, 
\end{equation}

coincides with the optimal value function of the continuous relaxation of the MIMM. The thrust of the next section can thus be viewed as an extension of this result to certain cases in which nonzero constants are allowed in the constraints of (2.8). (In general the Blair-Jeroslow result does not extend to the nonhomogeneous case, as may be ascertained from the examples in Section B.)

3. BOUNDS ON $y$

For most integer programming codes, it is necessary to have bounds on the integer variables. If the range of the $i$ variables in (2.3) is restricted by the imposition of bounds, then the corresponding optimal value function on $\mathbb{R}$ is piecewise-linear (where it is finite), but the relaxation-optimality property of Section 2 may nonetheless be extended to this case. We first consider the case of upper bounds, and then the case of upper and lower bounds. As in Section 2 we assume that $\epsilon \geq 0$ and $a > 0$. (By making some obvious extensions, the constraint $a > 0$ may be removed, but as may be seen from an example in Appendix B, sign restrictions on $\epsilon$ are needed in the bounded case to guarantee relaxation-optimality.)

Specifically, instead of the MIMM in (2.1) we first consider

\begin{equation}
f_1(x) = \min cy \\
\text{s.t. } ax \geq x \\
0 \leq y \leq u \\
y \text{ integer, } i \in I
\end{equation}

where $\epsilon \geq 0$, $a > 0$, the ordering assumption (2.2) is assumed to be satisfied, and the $u$ are nonnegative constants with $u_i$ integer for $i \in I$. To prove relaxation-optimality we will show that the convex envelope of $f_1$ on $D = [0, au]$, denoted by $c^*(f_1, D)$, is given by the optimal value function of the continuous relaxation:

\begin{equation}
f_1(x) = \min cy \\
\text{s.t. } ax \geq x \\
0 \leq y \leq u
\end{equation}

(We are not concerned with $x > au$ since $f_1(x) = f_2(x) = +\infty$ for such $x$.)
For notational convenience in stating a closed form expression for \( f^*(x) \), we make the following definitions:

\[
h = \sum_j a_j u_j, \quad d = \sum_j c_j u_j (j = 0, \ldots, n),
\]

where it is understood that \( h_i = 0 \) and \( d_i = 0 \).

The following is the analog of Lemma 1:

**Lemma 2**: \( f^*(H) = r((x - h) + d) \) for \( h \leq x \leq h_{j+1} \)

\((j = 0, \ldots, n - 1)\)

**Proof**: The proof is analogous to that of Lemma 1. For any \( x \), the dual of (2.7) is given by

\[
\max \{ vx - wu \}
\]

s.t. \( va - w \leq c, \quad v \geq 0, \quad w \geq 0.\)

In addition, for any \( x \in D \), the optimal solutions of the primal and dual problems are as follows:

if \( h < x \leq h_{j+1} \), set \( v^* = u \) for \( i < j \), set \( v^*_j = 0 \) for \( i > j + 1 \), and choose \( v^*_i \) such that \( av^*_i = x \), set \( v^* = r_{j+1} \), \( v^* = r_i a_i - c \) for \( i < j \), and \( w^*_i = 0 \) for \( i > j \).

Note from Lemma 2 that the breakpoints of \( f^* \) are contained in the set \( \{ h_0, \ldots, h_n \} \). By applying Theorem 1, we can obtain the following analog of Theorem 2:

**Theorem 3**: The following relationships hold between \( f \) and \( f^* \):

\[
\begin{align*}
f^*_j(x) & = f^*_j(\tilde{x}) \quad \text{if } x = h_j, \quad (j = 0, \ldots, n), \\
f^*_j(x) & = f^*_j(D).
\end{align*}
\]

**Proof**: The relation (3.3) follows from considering the feasible solution with \( v^* = u \) for \( i < j \) and \( v^*_j = 0 \) for \( i > j \). The relation (3.4) then follows directly from (3.3) and Theorem 1.

In a branch-and-bound algorithm in which the \( x \) are used as the branching variables, the formulation (3.1) has the additional very nice property of yielding a relaxation-optimal formulation at each node in the tree, since relaxation-optimality is not affected by the imposition of additional integer upper and lower bounds on the \( x \) in (3.1). This is because introduction of nonnegative lower bounds is equivalent to the addition of a negative constant to the RHS of the constraint \( ax \geq x - y \). Since a constraint of the form \( ax \geq x \), where \( y \geq 0 \) implies an optimal value of 0 for \( x \in [0, y] \) in both the corresponding MILP and its relaxation, it is easily shown that a translation of variables leads to the following result (see Appendix C for details):

**Corollary 1**: For \( y \geq 0 \), let

\[
f_j(x) = \min \{ x \}
\]

s.t. \( ax \geq x \)

\[f \leq x \leq u \]

\(v_i \) integer, \( i \in I\).
where \( f > 0 \) and \( i \) and \( u \) are integer for \( i \in I \), then the MIMM is relaxation-optimal on any interval \([a, a_i]\), where \( a \in [0, a_i]\).

In the next two sections we will compare these results to a "standard" approach to formulation that yields relaxation-optimal MIMM's for quite general piecewise-linear functions.

4. AN ALTERNATE APPROACH

A standard and quite general approach to modelling continuous piecewise-linear nonconvex functions is to employ the so-called "\( \lambda \) formulation" of separable programming with the additional restrictions that at most two \( \lambda_i \) are allowed to be positive and that these must be "consecutive." We will see that, while this approach also yields relaxation-optimal models, it can, in contrast to the approach of Section 3, lead to computational difficulties in the absence of special provisions for handling the variables.

Assume that \( f \) is a piecewise-linear function on \([a_0, a_p]\) with breakpoints \( a_0 < a_1 < \ldots < a_p \). It is possible to deal with L.S.C. "piecewise-linear" functions by a slightly different formulation technique (see [4]), but aside from the need for more complex notation, the results are essentially the same. Consider the following MIMM for \( f \):

\[
\hat{f}(x) = \min_{\lambda} \sum_{i=0}^{p} f(a_i) \lambda_i
\]

s.t. \( \sum_{i=0}^{p} a_i \lambda_i = x \)

\( \sum_{i=0}^{p} \lambda_i = 1 \), \( \lambda_i \geq 0 \) (\( i = 0, \ldots, p \))

\( \lambda_0 \leq \delta_0 \)

\( \lambda_1 \leq \delta_0 + \delta_1 \)

\[ \vdots \]

\( \lambda_{p-1} \leq \delta_{p-1} + \delta_p \)

\( \lambda_p \leq \delta_p \)

\( \sum_{i=0}^{p} \delta_i = 1, \delta_i \geq 0 \) and integer (\( i = 0, \ldots, p - 1 \))

and let \( \hat{f}^* \) denote the optimal value function corresponding to the continuous relaxation of the RHS of (4.1). Note that \( \hat{f}^* \in C(f, [a_0, a_p]) \).

**THEOREM 4:** The MIMM on the RHS of (4.1) is relaxation-optimal on \([a_0, a_p]\).

**PROOF:** Let \( \hat{x} \in [a_0, a_p] \) and let \( \bar{\lambda} \) be chosen so that \( \hat{f}^*(\hat{x}) \) is obtained by setting \( \hat{\lambda}_i = \bar{\lambda}_i \) in the corresponding LPMM, so that \( \hat{f}^*(\hat{x}) = \sum f(a_i) \cdot \bar{\lambda}_i \geq \sum c^*(f(a_i), [a_0, a_p]) \cdot \lambda_i \geq \varepsilon^*(f, \hat{x}, [a_0, a_p]) \). Since \( \hat{f}^* \in C(f, [a_0, a_p]) \), this implies that \( \hat{f}^*(\hat{x}) = \varepsilon^*(f, \hat{x}, [a_0, a_p]) \) and the conclusion follows.

While Theorem 4 implies that the standard MIMM will also be relaxation-optimal for a continuous economy-of-scale function in the class considered in Section 3, the MIMM (4.1) has
several computational disadvantages. One obvious disadvantage is its sheer size, since the number of constraints and variables in (4.1) is determined by the number of breakpoints of ̂. whereas this is not the case for the formulations of Sections 2 and 3. A more subtle disadvantage is the failure of the integer variables δ of (4.1) to directly reflect physical quantities. In particular, the δ's all have cost coefficients of 0 and, moreover, a 0 "branch" on δ does not have effect on the allowable range of x values unless it has the largest or smallest index of any δ, not yet fixed. While these disadvantages may be alleviated via the use of "Special Ordered Set" (SOS) strategies for branching (see [1]), such strategies are often not available in MIP codes (see [13]). In particular, SOS strategies are not fully implemented on the Univac FMPS-MIP code in use at the Madison Academic Computing Center, and in the next section we compare results obtained with FMPS and the formulation approaches of Section 3 and 4. It should be noted that the use of an SOS strategy has the advantage of imposing disjoint upper and lower bounds on the range of the variable x in (4.1) when SOS branching is performed. Branching on δ, in (3.1) imposes upper bounds on x, but does not directly impose lower bounds. Lower bounds on the range of x may be directly imposed by adding to (3.1) constraints of the form

\[ x \geq ax - az, \]

plus additional constraints of the form \( z \leq x \). By selecting the coefficients a to reflect maximum "surpluses" so that for any \( x \in [0,ax] \), a δ yielding an optimal solution to (3.1) for \( x = x \) will satisfy \( x \geq ax - az \) for some feasible z, relaxation optimality will be preserved. This follows easily from the fact that, by assumption, the optimal value function of the MIMM remains \( x(x) \), while the optimal value of the continuous relaxation, which cannot increase beyond \( x(x, [0,ax]) \) (in spite of the added constraint) must also remain the same. Some theoretical and computational aspects of such lower bound constraints as well as some other modelling refinements to deal with upper bounds on x are currently under investigation.

5. A COMPUTATIONAL COMPARISON

In this section we consider a comparison of solution times for different formulations of the following communication network problems: determine the minimum cost network (see Table 1) that meet specified demands (see Table 2) between six distinct pairs of cities (A,B), (A,C), (A,D), (B,C), (B,D), and (C,D), where the communication traffic between the elements of a city-pair may be routed via any acyclic path between the cities (there are 5 such routes between each city-pair).

**Table 1: Costs**

<table>
<thead>
<tr>
<th>Arc</th>
<th>Single Channel</th>
<th>12 Channels</th>
<th>60 Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-B</td>
<td>789.75</td>
<td>7038.77</td>
<td>17490.40</td>
</tr>
<tr>
<td>B-C</td>
<td>808.25</td>
<td>7992.07</td>
<td>21341.47</td>
</tr>
<tr>
<td>C-D</td>
<td>1401.70</td>
<td>13232.38</td>
<td>42512.54</td>
</tr>
<tr>
<td>D-A</td>
<td>654.90</td>
<td>5697.63</td>
<td>13098.00</td>
</tr>
<tr>
<td>D-B</td>
<td>1048.60</td>
<td>9619.52</td>
<td>28022.08</td>
</tr>
<tr>
<td>C-A</td>
<td>1236.57</td>
<td>11500.10</td>
<td>35860.53</td>
</tr>
</tbody>
</table>

**Table 2: Two Sets of Communication Demands**

<table>
<thead>
<tr>
<th>City-Pair</th>
<th>Demand Set 1</th>
<th>Demand Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-B</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>B-C</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>C-D</td>
<td>46</td>
<td>64</td>
</tr>
<tr>
<td>D-A</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>D-B</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>C-A</td>
<td>4</td>
<td>14</td>
</tr>
</tbody>
</table>
Algebraically, this problem has the form:

\[
\min_{X} \sum_{i} h_i(x_i)
\]

s.t. \( \sum_{i} z_{ik} = d_i (k = 1, \ldots, 6) \)

\[
\sum_{i} z_{ik} = x_i (i = 1, \ldots, 6)
\]

\[ x, z_{ik} \geq 0, \]

where \( z_{ik} \) represents the number of channels on the \( j \)th path between the \( k \)th city-pair, \( d_i \) is the total number of channels needed by the \( k \)th city-pair, \( A \) is the set of pairs \((j, k)\) such that the corresponding path uses arc \( i \), \( x_i \) is the total number of channels on arc \( i \), and \( h_i(x_i) \) is the minimum cost of leasing at least \( x_i \) channels on arc \( i \). (Note that the \( h_i \) are economy-of-scale functions of the type considered in Sections 2 and 3 with \( n = 3 \). For computational convenience the variables associated with single channels on arcs were assumed continuous. Because of the fixed demands, bounds could be imposed on all variables. General integer variables were decomposed into 0-1 variables, since the FMPS-MIP code requires this.)

The computational results of Table 3 illustrate the dramatic difference in solution behavior and times between the formulation approaches of Sections 3 and 4. The MIP code used was the Univac FMPS-MIP code (level 7R1) and the problems were run on the Madison Academic Computing Center Univac 1110. For demand set 1, the Section 3 formulation requires only about 1/4 the computer time of the Section 4 formulation. For demand set 2, the solution time for the Section 3 formulation is 15 seconds, whereas the FMPS system was unable to solve the Section 4 formulation. Similar behavior was observed in runs using a locally developed MIP code, IPMIXD, which successfully solved both I-S and II-S, but failed to solve either I-L or II-L because of storage overflows.

**TABLE 3. Problem Sizes and Solution Times**

<table>
<thead>
<tr>
<th>Problem</th>
<th>Rows</th>
<th>Columns</th>
<th>0-1 Variables</th>
<th>Solution Time (Sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-S*</td>
<td>12</td>
<td>54</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>I-L†</td>
<td>76</td>
<td>122</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>II-S</td>
<td>12</td>
<td>60</td>
<td>24</td>
<td>15</td>
</tr>
<tr>
<td>II-L</td>
<td>116</td>
<td>202</td>
<td>80</td>
<td>†</td>
</tr>
</tbody>
</table>

* denotes demand set 1, † denotes "short" formulation
† denotes "long" standard formulation
FMPS system forced termination of run with message "numerical errors"

A number of other versions of the problems were run in which some of the cost function terms were modelled via the Section 3 approach and the remainder via the Section 4 approach. In all cases the results were worse then those obtained via the Section 3 approach.

6. CONCLUSION

For piecewise-linear functions belonging to a broad class of economy-of-scale functions, a compact mixed-integer programming formulation has been described. This formulation was then shown to behave at least as well as any other mixed-integer formulation of the function in
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APPENDIX A

To justify the statement in Section 2 that the restrictions \( a > 0 \) and \( c > 0 \) can be replaced by assuming that (2.1) has an optimal solution for \( x \geq 0 \), we consider the remaining cases: (1) \( x \geq 0 \) and \( a \leq 0 \) (2) \( x < 0 \) and \( a > 0 \), and (3) \( x < 0 \) and \( a < 0 \).

CASE 1: For those \( x \) such that \( c > 0 \) and \( a \leq 0 \), one may obtain an equivalent problem by deleting the corresponding variables \( x_i \) from the problem, since, for any \( x \geq 0 \), an optimal solution may be obtained in which \( x_i = 0 \).

CASE 2: If there are \( x \) such that \( c < 0 \) and \( a > 0 \), then clearly the objective function of (2.1) must be unbounded from below, so this case is ruled out by the existence of an optimal solution.

CASE 3: If, for some \( x \), \( c < 0 \) and \( a < 0 \), then either all \( a \leq 0 \), in which case (2.1) is infeasible for \( x > 0 \), or there exists at least one \( x \) such that \( a > 0 \). In the latter case let \( r' = \min \{ c_i/a_i \mid a_i > 0 \} \) and \( r = \max \{ c_i/a_i \mid a_i < 0 \} \). If \( r 

This follows by letting \( r' = c_i/a_i \) and \( r = c_i/a_i \), noting that \( c_i/a_i < a_i/a_i \), and choosing a rational \( \theta > 0 \) such that \( c_i/a_i < \theta < a_i/a_i \). From this it follows that \( a_i + a_i \theta > 0 \) and \( c_i + c_i \theta < 0 \). Now choose an integer \( M > 0 \) such that \( M \theta \) is integer and note that the relations \( a_i + M + a_i \theta > 0 \) and \( c_i + c_i \theta < 0 \) imply unboundedness.
APPENDIX B

Here we consider several examples to illustrate the difficulties that can arise when one attempts to extend the results of Sections 2 and 3 by either (1) inserting a positive constant on the RHS of the constraint involving $x$, or (2) relaxing sign restrictions in the bounded case, or (3) allowing more than one constraint involving $x$ in the bounded case.

The following illustrates the difficulties that may arise when a positive constant appears in the RHS of a MIMM (see Figure 4):

$$k_1(x) \equiv \min y_1 + 10y_2,$$

s.t. $y_1 + 12y_2 \geq x + 10$

$$y_1, y_2 \geq 0, y_2 \text{ integer.}$$

In this case, the convex envelope of $k_1(x)$ on $\mathbb{R}^1$ is easily seen to have a value of 10 on $[0, 2]$, so that it does not coincide at $x = 0$ with the optimal value function of the continuous relaxation of the MIMM as given by:

$$k^*_1(x) \equiv \min y_1 + 10y_2,$$

s.t. $y_1 + 12y_2 \geq x + 10$

$$y_1, y_2 \geq 0,$$

since $k^*_1(0) = 10 - \frac{10}{12} < 10.$
Note also that the addition of bounds does not help, since defining
\[ k_1(x) \equiv \min y_1 + 10y_2 \]
\[ \text{s.t. } y_1 + 12y_2 \geq x + 10 \]
\[ 0 \leq y_1 \leq 10 \]
\[ 0 \leq y_2 \leq 1 \]
\[ \gamma, \text{ integer} \]
yields \( k_1(x) = k_2(x) \) for \( x \in [0,12] \), and \( k_1(x) \) coincides with its convex envelope on \( [0,12] \), whereas the optimal value function of the continuous relaxation is again strictly less than \( k_1(x) \) at \( x = 0 \).

Now consider the following example in which a RHS constant is not present in the constraint involving \( x \), but there are negative coefficients:
\[ k_3(x) \equiv \min -y_1 + 10y_2 \]
\[ \text{s.t. } -y_1 + 12y_2 \geq x \]
\[ 0 \leq y_1 \leq 10 \]
\[ 0 \leq y_2 \leq 1 \]
\[ \gamma, \text{ integer} \]
Making the change of variables \( y_1 = 10 - y_1 \) we have
\[ k_4(x) = -10 + \min y_1 + 10y_2 \]
\[ \text{s.t. } y_1 + 12y_2 \geq x + 10 \]
\[ 0 \leq y_1 \leq 10 \]
\[ 0 \leq y_2 \leq 1 \]
\[ \gamma, \text{ integer} \]
so that \( k_4(x) = -10 + k_4(x) \). It is easily seen that while \( k_4 \) coincides with its convex envelope on \([0,12]\), it differs from the optimal value function of the corresponding continuous relaxation at \( x = 0 \).

In our last example, we consider the case of two constraints with positive coefficients and rhs \( x \):
\[ k_5(x) \equiv \min y_1 + y_2 \]
\[ \text{s.t. } 2y_1 + 4y_2 \geq x \]
\[ 4y_1 + 3y_2 \geq x \]
\[ 0 \leq y_1, y_2 \leq 1 \]
\[ \gamma, \text{ integer} \]
In this case the optimal value function is finite for \( x \leq 6 \), and is easily seen to have the value
\[
\begin{cases}
0 & \text{for } x = 0 \\
1 & \text{for } 0 < x \leq 3 \\
2 & \text{for } 3 < x \leq 6.
\end{cases}
\]
Thus, the convex envelope of \( k_4 \) on \([0,6]\) is simply \( x/3 \). On the other hand, for \( x = 5 \) the continuous relaxation of the above MIMM for \( k_4 \) is easily seen to have optimal value \( 3/2 \) for \( x = 5 \) (choose \( r_i = \frac{1}{2} \), \( v_i = 11 \)), and therefore it does not coincide with the convex envelope, which has value \( 5/3 \) at \( x = 5 \).

**APPENDIX C**

We wish to establish relaxation-optimality in the case of both upper and lower bounds as considered in Corollary 1. Define

\[
(C.1) \quad f^*_s(x) \equiv \min_{v, y} cv
\]
\[
\text{s.t. } av \geq x,
\]
\[
1 \leq v \leq u_i
\]
\[
y, \text{ integer, } i \in I
\]

and

\[
(C.2) \quad f^*_s(x) \equiv \min_{v, y} cv
\]
\[
\text{s.t. } av \geq x
\]
\[
1 \leq v \leq u_i
\]

where \( l \geq 0 \) and \( l_i \) and \( u_i \) are integer for \( i \in I \). By making the substitutions \( s = z + l \), \( x = t + al \), and \( \bar{u} = u_l - l \), we have

\[
f_s(x) = cl + \min_{z} cz
\]
\[
\text{s.t. } az \geq t, 0 \leq z \leq \bar{u}, z, \text{ integer, } i \in I
\]
\[
= cl + \tilde{f}_s(t) = cl + \tilde{f}_s(x - al),
\]
where

\[
\tilde{f}_s(t) \equiv \min_{z} cz
\]
\[
\text{s.t. } az \geq t, 0 \leq z \leq \bar{u}, z, \text{ integer, } i \in I.
\]

Similarly, \( f^*_s(x) = cl + \tilde{f}^*_s(x - al) \) where

\[
\tilde{f}^*_s(t) \equiv \min_{z} cz
\]
\[
\text{s.t. } az \geq t, 0 \leq z \leq \bar{u}.
\]
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ABSTRACT

In this work we consider spread of information which motivates the hearer to perform some specified action. The time to completion of an action is assumed to be a random variable and the main focus is on the number of completed actions by time \( t \), \( N(t) \). Some models, which reflect different degree of centralization in the spread process, are analyzed and the distribution of \( N(t) \), as well as that of some other stochastic processes of interest, are obtained. The relevance to propagation of epidemics is pointed out.

All models are solved by employing two interrelated concepts, namely, the order statistics property of stochastic processes and the horizontal closure property of collections of distributions. In this respect, the work also serves as an illustration of the application of these useful concepts.

1. INTRODUCTION

In this work we shall consider several spread of information models. While the term information is meant in a broad sense we are particularly referring to messages which motivate the hearers to perform some specified action. This could be a marketing leaflet which stimulates the reader to buy some commodity or a military call up order which requires the report of its recipient at some predetermined place. The spreading itself could be carried out by a single spreader (possibly a source), by means of a hierarchy of spreaders or by anyone who has heard the information. The models which will be discussed in this work corresponds to this varying degree of centralization in the spread process.

All models start with a single initial spreader — having more than one would merely require convoluting the results — and the spread rate is always of a homogeneous Poisson type. The time to completion of the specified action is assumed to be a random variable, independent from hearer to hearer, with a general cumulative distribution function \( H(\cdot) \). It should be noted that an action need not involve physical efforts and may even be instantaneous so that \( H(\cdot) \) is indeed, the c.d.f. of the period of time elapsed between the receipt of the information and the completion of the action.

The quantity we are mainly interested in is the number of hearers who have completed the action by time \( t \) or alternatively, the number of completed actions by time \( t \). Besides computing the distribution of this stochastic process we shall also obtain the distribution of associated stochastic processes of interest such as the number of hearers up to time \( t \) or the number
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of responsive spreaders or hearers up to time \( t \) (when the possibility of "defection" is taken into account).

It is instructive to note that the above models bear relevance to propagation of epidemics. The vocabulary should then be translated as follows: Information-Disease, Spreader-Carrier, Hearer-Infectious, Source-Virus. The specified action could be interpreted as any event of interest such as recovery or the less fortunate outcome.

For literature on spread of rumors see Dietz [3] and Bartholomew [2]. A comprehensive treatise on spread of epidemics can be found in Bailey [1].

2. SOME PRELIMINARY RESULTS

Let us first present two concepts, which we shall use extensively in the sequel.

**DEFINITION 1:** A stochastic process with unit jumps, \( Y(t) \), is said to have the order statistics (abbreviated: OS) property if conditioned on \( Y(t) = n \), the unordered times of jumps are distributed as a random sample of size \( n \) from a c.d.f. \( F_n(\cdot) \) which we shall call the kernel c.d.f.

**NOTE:** In this work we shall consider only processes with continuously distributed "inter-jump" intervals so that \( F_n(\cdot) \) will always be a continuous function.

**DEFINITION 2:** A collection of discrete nonnegative distributions \( \mathcal{P} \) is said to be binomially closed (abbreviated: BC) if for every \( P \in \mathcal{P} \) and any \( 0 \leq \gamma \leq 1 \) there exists a \( \bar{P} \in \mathcal{P} \) such that

\[
N \sim P; X \mid N = n \sim \text{Binomial}(n, \gamma) \Rightarrow X \sim \bar{P}
\]

or, restated, if \( N \) is distributed according to a member of \( \mathcal{P} \) and the conditional distribution of \( X \) given \( N = n \) is Binomial with parameters \((n, \gamma)\), then the unconditional distribution of \( X \) is also a member of \( \mathcal{P} \).

Of particular interest are collections which are parametric families of distributions depending on some parameter \( \theta \). In this case the above definition can be reworded as follows:

**DEFINITION 2':** A parametric family of distributions \( \mathcal{P} = \{ P_\theta, \theta \in \Theta \} \) is said to be BC if for every \( \theta \in \Theta \) and any \( 0 \leq \gamma \leq 1 \) there exists a \( \bar{P} \in \mathcal{P} \) such that

\[
N \sim P_\theta; X \mid N = n \sim \text{Binomial}(n, \gamma) \Rightarrow X \sim \bar{P}_\theta
\]

where \( \bar{\theta} = \bar{\theta}(\theta, \gamma) \).

The function \( \bar{\theta}(\theta, \gamma) \) will be called the transformation function.

Examples of uniparametric BC families of distribution are:

1. The Poisson family of distributions

\[
P_\theta(x) = e^{-\theta} \frac{\theta^x}{x!}, \quad x = 0, 1, 2, \ldots; \theta \in \Theta = [0, \infty).
\]

In this case the transformation function is
2. The Binomial family of distributions

\[ p_\theta(x) = \binom{K}{x} \theta^x (1 - \theta)^{K-x}, \quad x = 0, \ldots, K; \quad \theta \in \Theta = [0, 1]. \]

Here again

\[ \tilde{\theta}(\phi, \gamma) = \phi \gamma. \]

3. The Geometric family of distributions

\[ p_\theta(x) = \theta (1 - \theta)^x, \quad x = 0, 1, 2, \ldots; \quad \theta \in \Theta = [0, 1]. \]

Here

\[ \tilde{\theta}(\phi, \gamma) = [1 + \gamma (\theta^{-1} - 1)]^{-1}. \]

A useful tool for verifying whether a particular collection of distribution is BC is provided by the following characterization theorem.

**Proposition 1:** Let \( \mathcal{P} \) be a collection of nonnegative discrete distributions and let \( \mathcal{G} \) be the corresponding collection of moment generating functions where the m.g.f. associated with a distribution \( P \) is given by \( G(z) = \sum_{x=0}^{\infty} z^x P(x) \). Then \( \mathcal{P} \) is BC if and only if \( \mathcal{G} \) is closed under a linear transformation of its independent variable, i.e., for every \( P \in \mathcal{P} \) and any \( 0 < \gamma < 1 \) there exists a \( \tilde{P} \in \mathcal{P} \) such that

\[ G(\gamma z + 1 - \gamma) = \tilde{G}(z) \]

where \( G(G) \) is the m.g.f. associated with \( \tilde{P}(\tilde{G}) \).

The proof of this Proposition is straightforward. When dealing with parametric families of distributions we have the equivalent:

**Proposition 1':** A family of nonnegative discrete distribution \( \mathcal{P} = \{ P_\theta, \theta \in \Theta \} \) is BC if and only if for every \( \theta \in \Theta \) and any \( 0 < \gamma < 1 \) there exists a \( \tilde{\theta} \in \Theta \) such that

\[ G_\theta(\gamma z + 1 - \gamma) = \tilde{G}_\theta(z) \]

where \( G_\theta \) is the m.g.f. associated with \( P_\theta \).

Due to the one to one correspondence between distributions and m.g.f.s, the transformation function \( \theta(\tilde{\theta}, \gamma) \) is the same function in both collections.

**Corollary:** If the collection \( \mathcal{P} \) is BC then the collection \( \mathcal{P}^{(x)} \), formed by taking the \( x \)-th convolution of each member of \( \mathcal{P} \) is BC too. The assertion is valid not only for positive integers \( x \) but for any positive real \( x \) for which there exists a corresponding collection \( \mathcal{P}^{(x)} \) of proper m.g.f.s. In the parametric family context we state that if \( \mathcal{P} = \{ P_\theta, \theta \in \Theta \} \) is BC then so is \( \mathcal{P}^{(x)} = \{ P_\theta^{(x)}, \theta \in \Theta \} \) where \( P_\theta^{(x)} \) is the \( x \)-th convolution of \( P_\theta \) with itself. In this case the transformation function \( \theta(\tilde{\theta}, \gamma) \) remains invariant under the operation, i.e., it is independent of \( x \).
The corollary follows immediately from Proposition 1 (or 1') due to the multiplicative property of m.g.f.s.

The following proposition relates the two concepts of OS property of stochastic processes and BC property of collections of distributions.

**PROPOSITION 2:** If a stochastic process $N(t)$, with $N(0) = 0$, processes the OS property, then the collection of distributions of $N(t)$, $t \geq 0$:

$$\mathcal{P} = \{P_{N(t)}, t \geq 0\}$$

is BC.

**PROOF:** From the OS property of $N(t)$, we can conclude that $P(N(s) = j|N(t) = n) = \binom{n}{j} F(s)^j (1 - F(s))^{n-j}$, for all $0 \leq s \leq t$ and all integers $0 \leq j \leq n$ (where $0^0 \equiv 1$).

Hence,

$$P(N(s) = j) = \sum_{n=0}^{\infty} \binom{n}{j} F(s)^j (1 - F(s))^{n-j} P(N(t) = n), \quad j = 0, 1, 2, \ldots$$

Multiplying both sides by $z^j$ and summing over $j$ from 0 to $\infty$ we obtain after some manipulations

$$G_{N(t)}(z) = G_{N(t)}(z F(s) + 1 - F(s))$$

where $G_{N(t)}(z) = \sum_{n=0}^{\infty} z^n P(N(t) = n)$, is the m.g.f. of the distribution of $N(t)$.

Hence, for every $t \geq 0$ and for any $0 \leq \gamma \leq 1$ there exists an $s(0 \leq s \leq t)$, such that

$$G_{N(t)}(z) = G_{N(t)}(z\gamma + 1 - \gamma),$$

which is the solution of equation

$$(5) \quad F(s) = \gamma.$$

Such a unique solution does exist since $F(s)$ is continuously increasing from 0 to 1 in the interval $[0,1]$. Proposition 2 now follows from Proposition 1.

We are now in a position to state the main theorem.

**PROPOSITION 3:** In an information spread process (of the type described in the Introduction) let $Y(t)$ be the number of hearers who initiated an action up to time $t$ and let $X(t)$ be the number of completed actions by time $t$. Then, if the stochastic process $Y(t)$ possesses the OS property, the distribution of $X(t)$ belongs, for all $t \geq 0$, to the collection $\mathcal{P} = \{P_{Y(t)}, t \geq 0\}$.

**PROOF:** Assume that $Y(t) = n$. Then, since $Y(t)$ possesses the OS property, the unordered points of time at which the $n$ hearers received the information are distributed as a random sample of size $n$ from a c.d.f. $F(s)$. Moreover, the probability that a hearer who got the message at time $u(u \leq t)$ will complete the action by time $t$ is $H(t-u)$. Combining these two facts we have

$$X(t) \bigg|_{[u]} \sim \text{Binomial}(n,p)$$

where
Now, by Proposition 2, the collection $\mathcal{P} \sim \{P_{t}, t \geq 0\}$ is BC and hence, by the very definition of this property, the distribution of $X(t)$ belongs to $\mathcal{P}$ as well.

3. HIERARCHICAL SPREADING

We begin with a simple model in which a single spreader circulates a piece of information according to a Poisson process with parameter $\lambda$, i.e., the "interhearing" times are exponentially distributed with parameter $\lambda$. Upon receiving the information, any hearer initiates an action whose time to completion is distributed according to a general c.d.f. $H(\cdot)$. It is assumed that an action can be initiated only when the information (which could be a leaflet or a form) has been received directly from the initial spreader.

By assumption, $N(t)$ is a Poisson process, viz.,

$$N(t) \sim \text{Poisson}(\lambda t).$$

It is well known that a Poisson process possesses the OS property with a kernel c.d.f.,

$$F_{x}(u) = \frac{u}{t}, \quad 0 \leq u \leq t,$$

so that by Proposition 3 the distribution of $X(t)$ belongs, for any $t \geq 0$, to the collection $\mathcal{P} = \{P_{t}, t \geq 0\}$. This collection, however, is identical with the Poisson family of distributions and therefore, by (6),

$$X(t) \sim \text{Poisson} \left( \lambda \int_{0}^{t} H(u) \, du \right).$$

since here

$$\theta \equiv \lambda t \quad \text{and, by (6),} \quad \gamma = \rho = \frac{1}{t} \int_{0}^{t} H(u) \, du.$$

Thus,

$$E[X(t)] = \lambda \int_{0}^{t} H(u) \, du$$

and

$$G_{X(t)}(z) = \exp \left[ -\lambda (1-z) \int_{0}^{t} H(u) \, du \right].$$

Let us now drop the assumption that all hearers do act and introduce a probability $\alpha$ for a hearer to be responsive and perform the action. The number of responsive hearers up to time $t$, $Y(t)$, is again a Poisson process with parameter $\lambda \alpha$ which enables us to repeat the above arguments with $\lambda \alpha$ instead of $\lambda$. Therefore, by (7),

$$Y(t) \sim \text{Poisson} \left( \lambda \alpha \int_{0}^{t} H(u) \, du \right).$$

A natural extension of the above single spreader model is achieved by designating some of the hearers as spreaders. These spreaders, however, do not perform the action. Specifically, we have an initial spreader who begins at time 0 to circulate the information among, what we shall call, second generation spreaders. These spreaders pass on the information to hearers who perform the action. All spreading is done according to a Poisson process with parameter $\lambda$. The total number of completed actions by time $t$, can be expressed as

$$X_{s}(t) = \sum_{i=1}^{N(t)} X_{i}(t).$$
where

\[ S(t) \] is the number of second generation spreaders who have received the information by time \( t \).

\[ X_{i,t}(t) \] is the number of completed actions up to time \( t \) by hearers of the \( i \)-th second generation spreader. By assumption,

\[ S(t) \sim \text{Poisson} (\lambda t) \]

and hence, by the OS property of the Poisson process,

\[ \begin{align*}
G_{X_{i,t},(z)}(x) &= \sum_{n=0}^{\infty} \frac{1}{n!} \int_0^t e^{-\lambda t + \lambda \int_0^x G_{X_{i,t},(z)}(t) dt} \frac{(\lambda t)^n}{n!} \, dt \\
&= \exp \left[-\lambda t + \lambda \int_0^t G_{X_{i,t},(z)}(t) dt \right].
\end{align*} \]

Substituting (9) into (10) yields.

\[ \begin{align*}
G_{X_{i,t},(z)}(x) &= \exp \left[-\lambda t + \lambda \int_0^x e^{\lambda u} H(u) du \right]
\end{align*} \]

with

\[ E[X_{i,t}](t) = \frac{dG_{X_{i,t},(z)}(z)}{dz} \bigg|_{z=1} = \lambda \int_0^t (t-u)H(u) \, du. \]

The total number of people who know the information by time \( t \) (including second generation spreaders) can be represented as

\[ N_{i,t}(t) = \sum_{i=1}^{\infty} (N_{i,t}(t) + 1) \]

where,

\[ N_{i,t}(t) \] is the number of hearers of the \( i \)-th second generation spreader, up to time \( t \).

Noting that the m.g.f. of \( N_{i,t}(t) \) is obtainable from the m.g.f. of \( X_{i,t}(t) \), by setting \( H(u) = 1 \) \((u \geq 0)\), and since \( G_{X_{i,t},(z)}(z) = zG_{N_{i,t},(z)}(z) \), the m.g.f. of \( N_{2}(t) \) can be shown to be

\[ \begin{align*}
G_{X_{i,t},(z)}(x) &= \exp \left[-\lambda t + \frac{z}{1-z} (1 - e^{\lambda t} \cdot z) \right]
\end{align*} \]

with \( N_{2}(t) \)

\[ E[N_{2}(t)] = \lambda t + \frac{(\lambda t)^2}{2}. \]

If the possibility of "defection" is taken into account and we let \( 1 - \beta \) be the probability that a second generation spreader does not spread and \( 1 - \alpha \) be the probability that a hearer does not perform the action, then, repeating the above arguments, we obtain

\[ \begin{align*}
G_{X_{i,t},(z)}(x) &= \exp \left[-\lambda \beta t + \lambda \beta \int_0^x e^{\lambda u t} H(u) du \right]
\end{align*} \]

with
We now proceed to consider a general spreading hierarchy. Thus, in a structure of order \( k \), the process starts at time 0 with an initial spreader who circulates the information among the second generation spreaders, who pass it on to third generation spreaders and so on until the \( k \)-th generation spreaders spread the message through the rest of the population who perform the action. All spreading is assumed to be according to a Poisson process with parameter \( \lambda \). Spreaders do not perform the action.

In order to obtain the distribution of \( X_k(t) \) (the index \( k \) denotes the order of the spreading hierarchy), we first make the observation that a second generation spreader replicates, with regard to his branch, the role of the initial spreader for a structure of order \( k - 1 \). Hence, using once more the OS property of the Poisson process, we obtain the recursive equation

\[
G_{k-1,i}(z) = \exp \left[ -\lambda t + \lambda \int_0^t G_{k,i-1}(z) dy \right], \quad k = 2, 3, 4, \ldots
\]

where \( G_{k,i-1}(z) \) is given by (11).

Taking the derivative of (14) with respect to \( z \) and setting \( z = 1 \), yields a set of recursive equations for the expectations of \( X_k(t) \) \((k = 2, 3, \ldots)\). Solving these equations, while recalling the initial value \( E[X_1(t)] \) in (12), we find

\[
E[X_k(t)] = \frac{\lambda^k}{(k-1)!} \int_0^t (t - y)^{k-1} H(y) dy, \quad k = 2, 3, \ldots.
\]

(In fact, both (14) and (15) also hold for \( k = 1 \) which represents a single spreader model.)

For small \( t \), a higher order of the spreading hierarchy would not necessarily increase the expected number of completed actions—since spreaders do not perform the action—but for larger \( t \) this will be the case. When \( t \) tends to \( \infty \) it can be shown, using an Abelian argument on Laplace transforms, that

\[
E[X_k(t)] - E[X_1(t)] \to \infty, \quad \text{for any finite} \; k.
\]

Similar arguments with respect to \( N_k(t) \)—the total number of people who know the information by time \( t \) (including spreaders), yield the recursive equation

\[
G_{k-1,i}(z) = \exp \left[ -\lambda t + \lambda z \int_0^t G_{k,i-1}(z) dy \right], \quad k = 2, 3, \ldots
\]

where \( G_{k,i-1}(z) \) is given by (13).

It can be shown from (16) and (13) that

\[
E[N_k(t)] = \sum_{j=1}^{k} \frac{(\lambda t)^j}{j!}
\]

which indicates, as one would have intuitively expected, that the higher the order of the spreading hierarchy, the faster the spread of the information.

It is interesting to investigate the behavior of \( X_k(t) \) and \( N_k(t) \) when \( k \to \infty \). For \( X_k(t) \) we can get from (14) that

\[
G_{1,i}(z) = 1 \iff P[X_k(t) = 0] = 1.
\]
which is not surprising since if everybody spreads there is no one to carry out the action. From
(1b) we can obtain an integral equation for the m.g.f. of \(N_0(t)\), the solution of which is,
\[
G_{N_0(t),\gamma}(z) = e^{\gamma z / (1 - z (1 - e^{-\gamma}))}.
\]
The m.g.f. in (19) corresponds to the distribution
\[
P[N_0(t) = n] = e^{\gamma(t - e^{-\gamma})^n}, \ n = 0, 1, 2, \ldots
\]
i.e.,
\[
N_0(t) \sim \text{Geometric}(e^{\gamma(t - e^{-\gamma})})
\]
with
\[
E[N_0(t)] = e^{\gamma(t - e^{-\gamma})} - 1.
\]
This result could have been obtained directly from (17).

An important generalization of the hierarchical spreading model arises when the spreading
rate of the initial spreader, which could be a source, is different from those of the subsequent
spreaders. Repeating the arguments in the above model, when the initial spreader circulates
the information according to a Poisson process with rate \(\mu_0\), yields for \(\tilde{X}_k(t)\) and \(\tilde{N}_k(t)\) (which
correspond to \(X_k(t)\) and \(N_k(t)\), respectively, in the ordinary case)
\[
G_{X_{k+1}(t),\gamma}(z) = \exp\left[-\mu_0 t + \mu_0 \int_0^t G_{X_k(s),\gamma}(z) ds\right]
\]
\[
G_{X_{k+1}(t),\gamma}(z) = \exp\left[-\mu_0 t + \mu_0 z \int_0^t G_{X_k(s),\gamma}(z) ds\right], \ k = 2, 3, \ldots.
\]
Differentiating (21) and (22) with respect to \(z\) and setting \(z = 1\) yields
\[
E[\tilde{X}_k(t)] = \mu_0 \frac{\lambda^{k-1}}{(k-1)!} \int_0^t (t-s)^{k-1}H(s) ds = \frac{\mu_0}{\lambda} E[X_k(t)]
\]
and
\[
E[\tilde{N}_k(t)] = \frac{\mu_0}{\lambda} \sum_{i=1}^{\lambda} \frac{(\lambda t)^i}{i!} - \frac{\mu_0}{\lambda} E[X_k(t)].
\]
when \(\lambda\) tends to \(\infty\), \(\tilde{N}_k(t)\) behaves as \(X_k(t)\), (see Equation (18)). For \(\tilde{N}_k(t)\) we have, recalling (19),
\[
G_{\tilde{N}_k(t),\gamma}(z) = e^{\gamma z / (1 - z (1 - e^{-\gamma}))} \mu^k,
\]
which corresponds to the distribution,
\[
P(\tilde{N}_k(t) = n) = \left(\mu_0 \gamma + \frac{n - 1}{n}\right) e^{\gamma (1 - e^{-\gamma})^n}, \ n = 0, 1, \ldots
\]
That is,
\[
\tilde{N}_k(t) \sim \text{Negative Binomial}\left(\frac{\mu_0}{\lambda}, e^{\gamma(t - e^{-\gamma})}\right).
\]

4. FREE SPREAD OF INFORMATION

In this model we make no prior designation of spreaders and assume that every hearer
may pass on the information in addition to performing the action. At first glance, it may look
contradictory that a person can do both simultaneously, but one should bear in mind our intro-
ductive remark that an action need not involve physical efforts. In fact, an action could even
be instantaneous in which case \(H(t)\) is the c.d.f. of the time until the action is taken.
As usual the process starts at time 0 with an initial spreader who circulates the information according to a Poisson process with parameter \( \lambda \). Any hearer of the information initiates an action, whose time to completion is distributed according to a c.d.f. \( H(u) \), and, simultaneously, goes on spreading the information at the same rate (Poisson with parameter \( \lambda \)). The number of hearers up to time \( t \), \( N(t) \), should have the same distribution as \( N_\alpha(t) \) in the previous model, so that

\[
\text{(24)} \quad N(t) \sim \text{Geometric } (e^{-\lambda t}).
\]

This result is also obtainable by the following argument. The time at which the \( n \)-th person received the message \( T_n \), can be expressed as the sum of the successive "interhearing" periods of the first \( n \) hearers. It can now be observed that these periods correspond, in reverse order, to the "interfailure" periods of a system which is composed of \( n \) units in parallel each having an exponential lifetime distribution. \( T_n \) is therefore distributed as the lifetime of this system, i.e.,

\[
P(T_n \leq t) = (1 - e^{-\lambda t})^n, \quad t \geq 0,
\]

which, recalling the relation \( P(T_n \leq t) = P(N(t) \geq n) \), yields (24).

The process \( N(t) \) possesses the OS property [4] with a kernel c.d.f.

\[
\text{(25)} \quad F(u) = \frac{e^{\lambda u} - 1}{e^{\lambda t} - 1}, \quad 0 \leq u \leq t.
\]

Hence, the distribution of \( X(t) \) belongs, for any \( t \geq 0 \), to the collection \( \mathcal{H} = \{P_{\gamma,\lambda}, \; \gamma \geq 0\} \) which coincides with the Geometric family of distributions. Therefore, using (3), we have

\[
\text{(26)} \quad X(t) \sim \text{Geometric } \left[ \left[ 1 + e^{\gamma t} \int_0^t \lambda e^{-\lambda u}H(u)du \right]^{-1} \right] \]

with

\[
E[X(t)] = e^{\gamma t} \int_0^t \lambda e^{-\lambda u}H(u)du
\]

since here

\[
\theta = e^{-\lambda t}
\]

and, by (6),

\[
\gamma = \rho = (1 - e^{-\lambda t})^{-1} \int_0^t \lambda e^{-\lambda u}H(u)du.
\]

Let us now generalize the model by making the response of the hearers to both spreading and acting probabilistic. More precisely, we assume that every hearer is either interested or uninterested, with probabilities \( \beta \) and \( 1 - \beta \) respectively, where uninterested hearers neither spread nor act while those interested do spread but still may not perform the action with probability \( 1 - \alpha \).

Letting \( S(t) \) be the number of interested hearers up to time \( t \), it can be verified that \( S(t) \) is the same type of birth process as \( N(t) \), only with \( \lambda \beta \) instead of \( \lambda \). Thus,

\[
\text{(28)} \quad S(t) \sim \text{Geometric } (e^{\lambda \beta t}).
\]

Using the OS property of \( S(t) \) and the BC property of the Binomial family of distributions, with transformation function \( \Theta(\theta, \gamma) = \theta \gamma \), it can be verified that

\[
\text{(29)} \quad X(t) \mid_{\Theta(\Theta, \gamma)} \sim \text{Binomial } (n, \alpha \tilde{\beta}),
\]

where

\[
\tilde{\beta} = (1 - e^{\lambda \beta t})^{-1} \int_0^t \lambda \beta e^{-\lambda \beta u}H(u)du.
\]
Applying Proposition 3 and using (3) with $\theta = e^{\lambda t}$ and $\gamma = \alpha \tilde{p}$ we obtain

$$X(t) \sim \text{Geometric} \left( \left[ 1 + \alpha e^{\lambda t} \int_0^t \lambda e^{\lambda u} H(u) du \right]^{-1} \right)$$

with

$$E[X(t)] = \alpha e^{\lambda t} \int_0^t \lambda e^{\lambda u} H(u) du.$$

Like in the hierarchical spreading model we can now generalize this model by allowing the rate of the initial spreader (which could be a source) to be different from those of the other spreaders. Thus, if the initial spreader circulates the information according to a Poisson process with parameter $\mu$, the distribution of $N(t)$ should be identical to that of $\tilde{N}_s(t)$ in the hierarchical spreading model (Equation (23)), i.e.,

$$N(t) \sim \text{Negative Binomial} \left( \frac{\mu}{\lambda}, e^{\lambda t} \right).$$

It can be shown that the process $N(t)$ possesses the OS property with the kernel probability distribution function in (25). Furthermore, the m.g.f. of a Negative Binomial distribution with parameters $(x, \theta)$ is the m.g.f. of a Geometric distribution with parameter $\theta$, taken to the power $x$ ($x > 0$). Hence, using the corollary of Proposition 1', we can conclude that the Negative Binomial family of distributions with parameter $\theta \in [0,1]$ is BC, for any $x > 0$ with $\theta$ given by (3). Therefore, by Proposition 3,

$$X(t) \sim \text{Negative Binomial} \left( \frac{\mu}{\lambda}, \left[ 1 + \alpha e^{\lambda t} \int_0^t \lambda e^{\lambda u} H(u) du \right]^{-1} \right)$$

with

$$E[X(t)] = \frac{\mu}{\lambda} e^{\lambda t} \int_0^t \lambda e^{\lambda u} H(u) du.$$

5. SPREAD BY A SOURCE

In this model, we have a source (some media) which, from time 0 on, transmits a piece of information to a population of size $N$. Any member of the population may hear the information in any interval $(t, t + \Delta t)$, independently of other members, with probability $\lambda \Delta t + O(\Delta t)$, at which moment he initiates an action whose time to completion has a c.d.f. $H(\cdot)$. The distribution of the number of hearers up to time $t$ $N(t)$, is

$$N(t) \sim \text{Binomial} \left( N, 1 - e^{\lambda t} \right),$$

since the c.d.f. of the time until any one of them will hear the information is given by

$$F(u) = 1 - e^{\lambda u}, \quad u \geq 0.$$

Moreover, the stochastic process $N(t)$ possesses the OS property with a kernel c.d.f.

$$F_t(u) = \begin{cases} 1 - e^{\lambda u}, & 0 \leq u \leq t, \\ 1 - e^{\lambda t}, & u > t. \end{cases}$$

Applying now Proposition 3 and using (2) we obtain

$$X(t) \sim \text{Binomial} \left( N, e^{\lambda t} \int_0^t \lambda e^{\lambda u} H(u) du \right)$$

with

$$E[X(t)] = Ne^{\lambda t} \int_0^t \lambda e^{\lambda u} H(u) du.$$
since here $\theta = 1 - e^{-\lambda t}$ and, by (6),

\[ \gamma = p = (e^{\lambda t} - 1)^{-1} \int_0^t \lambda e^{\lambda u} H(u) \, du. \]

Let us now relax the assumption that all the population is exposed to the source and introduce a probability $\beta$ that a member of the population will hear the information at all. We further make the response of the hearers to the stimulus probabilistic and let $\alpha$ be the probability that a hearer does initiate an action.

Denote by $Z$ the number of people who are exposed to the source. Then,

\[ Z \sim \text{Binomial} (N, \beta). \]

Given $Z = m$ the conditional distribution of $N(t)$, the number of hearers (out of the $m$ exposed) up to time $t$, is

\[ N(t) \mid Z = m \sim \text{Binomial} (m, 1 - e^{-\lambda t}). \]

Using the OS property of $N(t)$ we can show, like in the previous model—see Equation (29)—that

\[ X(t) \mid N(t), Z = m \sim \text{Binomial} (n, \alpha p), \quad 0 \leq n \leq m \leq N \]

where $p$ is given by (31).

Applying Proposition 3 and then unconditioning with respect to $Z$ (which amounts to one more use of the BC property of the Binomial family of distribution) we finally obtain

\[ X(t) \sim \text{Binomial} \left( N, \alpha \beta e^{\lambda t} \int_0^t \lambda e^{\lambda u} H(u) \, du \right) \]

with

\[ E[X(t)] = N \alpha \beta e^{\lambda t} \int_0^t \lambda e^{\lambda u} H(u) \, du. \]

6. MORE GENERAL SPREAD PROCESSES

Throughout this work we have assumed that the spread rate is of a homogeneous Poisson type. In this section we shall employ our procedure to solve the nonhomogeneous case.

Specifically, assume that the spread rate of any active spreader at time $t$ is a function of $t$: $\lambda(t)$. Beginning with the single spreader model we have the well known result

\[ N(t) \sim \text{Poisson} (\Lambda(t)) \]

where

\[ \Lambda(t) = \int_0^t \lambda(u) \, du. \]

The nonhomogeneous Poisson process also possesses the OS property with a kernel c.d.f.

\[ F_t(u) = \frac{\Lambda(u)}{\Lambda(t)} \quad 0 \leq u \leq t \]

so that by following the arguments in the homogeneous case we can show that

\[ X(t) \sim \text{Poisson} \left( \int_0^t \lambda(u) H(t - u) \, du \right) \]
with
\[ f_X(t) = \int_0^t \lambda(u) H(t - u) \, du \]
and
\[ G_{1,1}(z) = \exp \left[ -(1 - z) \int_0^t \lambda(u) H(t - u) \, du \right]. \]
Continuing to a hierarchical spread structure of order 2 we have
\[
G_{2,1}(z) = \sum_{n=0}^\infty e^{-\lambda(t)} \frac{\lambda^n(t)}{n!} \left( \int_0^t \lambda(u) \, G_{1,1}(z) \, du \right)^n
\]
\[ = \exp \left[ -\lambda(t) + \int_0^t \lambda(u) \, G_{1,1}(z) \, du \right]. \]
where \( \lambda(t) \) is the number of completed actions by time \( t \) generated by a single spreader who operates in the time interval \([0,t]\). The m.g.f. of this r.v. is given by
\[ G_{1,1}(z) = \exp \left[ -(1 - z) \int_0^t \lambda(u) H(t - u) \, du \right]. \]
In a similar way we can obtain results for higher orders of spreading structures.

Proceeding to the free spread model, the solution of the Kolmogorov backward equations for the probabilities \( P(X(t) = n) \) \( n = 0, 1, 2, \ldots \), yields
\[ X(t) \sim \text{Geometric} \left( e^{-\lambda(t)} \right). \]
It can also be directly verified that \( N(t) \) possesses the OS property with a kernel c.d.f.
\[ F_c(u) = \frac{e^{\lambda(u)} - 1}{e^{\lambda(t)} - 1}, \quad 0 \leq u \leq t. \]
Repeating the arguments in the homogeneous case we finally obtain here
\[ X(t) \sim \text{Geometric} \left( 1 + \int_0^t \lambda(u) e^{\lambda(u)} H(t - u) \, du \right) \]
with
\[ E(X(t)) = \int_0^t \lambda(u) e^{\lambda(u)} H(t - u) \, du. \]

Turning to the last model, in which the information is spread by a source, we now assume that each member of the population may hear the information in the interval \((t,t + \Delta t)\) with probability \( \lambda(t) \Delta t + o(\Delta t) \). We then have
\[ N(t) \sim \text{Binomial} \left( N, 1 - e^{-\lambda(t)} \right) \]
and moreover, the process \( N(t) \) possesses the OS property with a kernel c.d.f.
\[ F_c(u) = \frac{1 - e^{\lambda(u)}}{1 - e^{\lambda(t)}}, \quad 0 \leq u \leq t. \]
Applying Proposition 3 yields here
\[ X(t) \sim \text{Binomial} \left( N, \int_0^t \lambda(u) e^{\lambda(u)} H(t - u) \, du \right) \]
with
\[ E(X(t)) = N \int_0^t \lambda(u) e^{\lambda(u)} H(t - u) \, du. \]
As a matter of fact, our procedure can be used in this model to obtain a complete general solution.

Recalling our definition of $L(t)$ as the c.d.f. of the time, since the beginning of the transmission of the information, until a member of the population hears it, we have

$$N(t) \sim \text{Binomial} \left( \lambda, L(t) \right)$$

It is not difficult to observe that by its very nature, the process $N(t)$, possesses the OS property with a kernel c.d.f.

$$E(u) = \frac{L(t)}{L(0)}, \quad 0 \leq u \leq t.$$ 

Using our procedure, we finally obtain

$$X(t) \sim \text{Binomial} \left[ N \int_0^t H(t-u) \, dL(u) \right]$$

with

$$E[X(t)] = N \int_0^t H(t-u) \, dL(u).$$

Note that in this case the distribution of $X(t)$ could also have been obtained directly by defining a "success," for any member of the population, as the event of having accomplished the action by time $t$.
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ABSTRACT

In this work, maximal Nash subsets are studied in order to show that the set of equilibrium points of a bimatrix game is the finite union of all such subsets. In addition, the extreme points of maximal Nash subsets are characterized in terms of square submatrices of the payoff matrices and dimension relations are derived.

1. INTRODUCTION

A bimatrix game is defined by a pair \((A, B)\) of real m\(\times n\)-matrices. A strategy for player 1 (2) is an element of \(S^m(S^n)\), where \(S^n := \{p \in \mathbb{R}^n; p \geq 0, \sum p = 1\}\). Corresponding to the strategy pair \((p, q) \in S^m \times S^n\) the payoffs are \(p^T q'\) and \(pBq'\), respectively.

A pair \((p, q) \in S^m \times S^n\) is called an equilibrium point of the m\(\times n\)-bimatrix game \((A, B)\) if \(p^T q = \max p^T q'\) and \(pBq = \max pBq'\). The set of all equilibrium points of \((A, B)\), which is nonempty by a theorem of J. F. Nash [9, 10], will be denoted by \(E(A, B)\).

NOTATION: For a natural number \(m\), let \(\mathbb{N}_m := \{1, \ldots, m\}\). The elements of the basis of unit vectors of \(\mathbb{R}^n\) are denoted by \(e_1, \ldots, e_n\). For a finite set \(S, |S|\) is the number of elements of \(S\). The convex hull of a set \(S \subset \mathbb{R}^n\) is denoted by \(\text{conv}(S)\). If \(C \subset \mathbb{R}^n\) is a convex set, then we write \(\text{ext}(C)\), \(\text{dim}(C)\) and \(\text{relint}(C)\) for the set of extreme points of \(C\), the dimension of the affine hull of \(C\) and the relative interior of \(C\), respectively.

Let \((A, B)\) be an m\(\times n\)-bimatrix game and let \((p, q) \in S^m \times S^n\). It is well-known (CT, [7], theorem 4) that \((p, q) \in E(A, B)\) iff \(C(p) \subset M(A, q)\) and \(C(q) \subset M(p, B)\), where \(C(p)\) (the carrier of \(p\)) := \(\{j \in \mathbb{N}_n; p_j > 0\}\), \(C(q) := \{j \in \mathbb{N}_n; q_j > 0\}\), \(M(A, q) := \{i \in \mathbb{N}_m; c_i q - \max c_i q'\}\) and \(M(p, B) := \{j \in \mathbb{N}_n; pB_j = \max pB_j'\}\).

The organization of the paper is as follows. In Section 2 we show that the set of equilibrium points of a bimatrix game is the union of convex polytopes. The equilibrium point set can therefore be constructed if we know the extreme points of these convex polytopes. These so-called extreme equilibrium points are studied in the third section. As a by-product we find that the set of equilibria is in fact a finite union. Finally, dimension relations are given for the convex polytopes mentioned before.
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2. THE STRUCTURE OF MAXIMAL NASH SUBSETS

DEFINITIONS. Let \((A, B)\) be a bimatrix game and let \(S \subseteq E(A, B)\). We call two equilibrium points \((p, q), (p', q') \in S\) interchageable if \((p, q') \in S\) and \((p', q) \in S\). We call two equilibrium points *interchangeable* if they are \(E(A, B)\)-interchangeable. We call \(S\) a Nash subset for the game \((A, B)\) if every pair of equilibrium points in \(S\) is \(S\)-interchangeable. A Nash subset \(S\) is called a *maximal Nash subset* for the game \((A, B)\) if there exists no Nash subset \(T \subseteq E(A, B)\) such that \(S\) properly contained in \(T\).

The term maximal Nash subset was first introduced by G. A. Heuer and C. B. Millham in [4]. J. C. Nash, who already considered such sets in 1951 [10], called them *subsets*. These authors showed that a maximal Nash subset for an \(m\times n\)-bimatrix game is a closed and convex subset of \(S^* \times S^*\). The following theorem implies that a maximal Nash subset is in fact the Cartesian product of two convex polytopes.

**THEOREM 1.** Let \((A, B)\) be an \(m\times n\)-bimatrix game and let \(S\) be a maximal Nash subset for the game \((A, B)\). Suppose that \((p, q) \in \text{relint}(S)\). Then \(S = K(q) \times L(p)\), where \(K(q) = \{p \in S^* \mid (p, q) \in E(A, B)\}\) and \(L(p) = \{q \in S^* \mid (p, q) \in E(A, B)\}\) are convex polytopes.

**PROOF.** Let \(\pi_1(S) = \{p \in S^* \mid (p, q) \in S\}\) and \(\pi_2(S) = \{q \in S^* \mid (p, q) \in S\}\). Since it is clear that \(S = \pi_1(S) \times \pi_2(S)\), the theorem is proved if we can show that \(\pi_1(S) = K(q)\) and \(\pi_2(S) = L(p)\). The inclusions \(\pi_1(S) \subseteq K(q)\) and \(\pi_2(S) \subseteq L(p)\) are immediate. Suppose that \(p \in K(q)\) and \(q \in \pi_2(S)\). Since \(q \in \text{relint} \pi_2(S)\), Theorem 6.4 of [11] implies that there is a \(q' \in \pi_2(S)\) and \(\alpha \in (0, 1)\) such that \(q = (1 - \alpha)q' + \alpha q\). From \(q \in \pi_2(S) \subseteq L(p)\) it follows that \(p \in K(q)\). Also, \(p \in K(q)\). Hence, \(K(q) \cap K(q) \neq \emptyset\) and Lemma 3.5 of [4] implies that \(K(q) = K(q) \cap K(q)\). So \(p \in K(q)\) and \(|p| \times \pi_2(S) \subseteq E(A, B)\). If \(p \notin \pi_1(S)\), then \(\text{conv}(\pi_1(S) \cup \{p\}) \times \pi_2(S)\) is a Nash subset properly containing the maximal Nash subset \(S\). This leads to a contradiction. So \(p \in \pi_1(S)\) and we have proved that \(K(q) \subseteq \pi_1(S)\). In a similar manner, one can show that \(L(p) \subseteq \pi_2(S)\). Finally, it is well-known that \(K(q)\) and \(L(p)\) are convex polytopes.

The following Lemma can be proved in the same way as Theorem 1 in [2].

**LEMMA 1.** Let \((A, B)\) be a bimatrix game. If \(C\) is a convex subset of \(E(A, B)\), then every pair of equilibrium points in \(C\) is interchangeable.

It is well-known that a maximal Nash subset is a convex set not properly contained in any other convex subset of the set of equilibrium points. This property is characteristic for maximal Nash subsets as we will prove now.

**THEOREM 2.** Let \((A, B)\) be a bimatrix game and let \(C\) be a convex subset of \(E(A, B)\) not properly contained in any other convex subset of \(E(A, B)\). Then \(C\) is a maximal Nash subset for the game \((A, B)\).

**PROOF.** (a) First we prove that \(\bar{C} = \{(p, q) \in E(A, B) \mid (p, q) \in C\}\) is a convex set. If \((p, q), (p', q') \in \bar{C}\), then there exist \((x, y), (x', y') \in E(A, B)\) such that \((p, q) = (x, y)\) and \((p', q') = (x', y')\). But then \((\lambda x + (1 - \lambda)x', \lambda y + (1 - \lambda)y') \in C\) for all \(\lambda \in (0, 1)\). In view of the foregoing Lemma, we may conclude that \((\lambda x + (1 - \lambda)x', \lambda y + (1 - \lambda)y') \in E(A, B)\) and \((\lambda p + (1 - \lambda)p)\).
\[ \lambda q + (1 - \lambda)q' \in E(A,B), \text{ for all } \lambda \in (0,1). \] Consequently, \( \lambda p(q) + (1 - \lambda)p(q') \in \hat{C}, \text{ for all } \lambda \in (0,1). \) (b) Also, \( \hat{C} \) is a Nash subset. If \( (p,q), (p,q') \in \hat{C}, \) then there exist \( (x,y), (x',y') \in E(A,B) \) as in (a). Note that \( (x,y), (x',y') \in \hat{C}. \) So Lemma 1 implies (with \( \hat{C} \) in the role of \( C \)) that \( (x,y) \in E(A,B). \) Similarly, \( (p,q) \in E(A,B). \) Since \( (p,q), (x,y) \in E(A,B) \) and \( (p,q), (x',y') \in \hat{C}, \) it follows that \( (p,q) \in C. \) Similarly, \( (p,q) \in \hat{C}, \) and \( (p,q) \) and \( (p,q') \) are \( \hat{C} \)-interchangeable. (c) Because \( \hat{C} \) is convex and \( C \subseteq \hat{C}, \) it follows that \( C = \hat{C}. \) So, in view of (b), \( C \) is a Nash subset. It is obvious that, in addition, \( C \) is a maximal Nash subset. \( \square \)

**Corollary 1** (cf. [2], Theorem 1): If \( (A,B) \) is a bimatrix game, then \( E(A,B) \) is convex if and only if \( E(A,B) \) is a Nash subset.

**Remark 1.** Let \( (A,B) \) be a bimatrix game and let \( (p,q) \in E(A,B). \) Since \( \{p,q\} \) is a Nash subset for the game \( (A,B), \) we can, applying Zorn's lemma, find a maximal Nash subset containing \( (p,q). \) Consequently, every equilibrium point of the game \( (A,B) \) is contained in a maximal Nash subset and \( E(A,B) \) is the union of such subsets.

### 3. Extreme Points of Maximal Nash Subsets

For a matrix game L. S. Shapley and R. N. Snow [12] characterized all pairs of extreme optimal strategies of the players. We want to describe for the case of bimatrix games, the extreme points of the maximal Nash subsets. Our approach incorporates the work of H. W. Kuhn [5] and O. L. Mangasarian [6].

**Definition.** An equilibrium point of a bimatrix game \( (A,B) \) is called an extreme equilibrium point if it is an extreme point of some maximal Nash subset for the game \( (A,B). \)

In [6], O. L. Mangasarian introduced, for an \( m \times n \)-bimatrix game \( (A,B) \), the convex polyhedral sets \( P_{pi} = \{(p,\beta) \in \mathbb{R}^n \times \mathbb{R}; pBe_i \leq \beta \text{ for all } i \in \mathbb{N}_n\} \) and \( Q_i = \{(q,\alpha) \in \mathbb{R}^n \times \mathbb{R}; c_Aq \leq \alpha \text{ for all } i \in \mathbb{N}_n\}. \) These sets play also a role in the proof of the following:

**Theorem 3.** The set of equilibrium points of a bimatrix game is a (not necessarily disjoint) union of a finite number of maximal Nash subsets.

**Proof.** Let \( S \) be a maximal Nash subset for the game \( (A,B) \) and suppose that \( (p,q) \in \text{ext}(S) \) and that \( (\tilde{p},\tilde{q}) \in \text{relint}(S). \) Then, by Theorem 1, we have \( \tilde{p} \in \text{ext}(K(\tilde{q})) \) and \( \tilde{q} \in \text{ext}(L(\tilde{p})). \) The reader can easily prove that this implies that \( (p,p\tilde{q}) \in \text{ext}(P_{p}) \) and that \( (q,q\tilde{p}) \in \text{ext}(Q_{q}) \) (cf. [5], Lemma 1). Hence, if \( (p,q) \) is an extreme equilibrium point of the game \( (A,B) \), then \( (p,p\tilde{q},q,q\tilde{p}) \in \text{ext}(P_p) \times \text{ext}(Q_q). \) Since \( \text{ext}(P_p) \) and \( \text{ext}(Q_q) \) are finite sets, the number of extreme equilibrium points of the game \( (A,B) \) is also finite. Hence, the number of maximal Nash subsets is finite. \( \square \)

**Remark 2.** In [6], O. L. Mangasarian called an element \( (p,q,\alpha,\beta) \in \mathbb{R}^n \times \mathbb{R} \) an extreme equilibrium point of the \( m \times n \)-bimatrix game \( (A,B), \) if \( (\beta) \in \text{ext}(P_p), (q,\alpha) \in \text{ext} (Q_q) \) and \( \beta(1 + B)q' = \alpha + \beta. \) It is easy to show that a point \( (p,q,\alpha,\beta) \) is an extreme equilibrium point in the sense of O. L. Mangasarian if and only if \( (p,q) \) is an extreme equilibrium point in the sense of Definition 1 and if furthermore \( \alpha = pAq' \) and \( \beta = pbq'. \) Therefore, Theorem 3 implies the Lemma on page 779 of [6].
Remark 3. The extension of Theorem 3 to the case of more than two players does not necessarily hold. On page 3 of [2], H. H. Chin, I. Parthasarathy and I. Raghavan give an example of noncooperative 3-person game, where all the players have the set $S^*$ as strategy space and where the set of equilibrium points is equal to the convex set $\{(\alpha, 1-\alpha) \in S^* \times S^* \times S^* : \alpha \in [0,1]\}$. This set of equilibrium points is the union of an uncountable number of maximal Nash subsets.

For a proof of the following theorem, see Lemma 2 of H. W. Kuhn [8].

Theorem 4. Let $(A, B)$ be an $m \times n$-bimatrix game. If $(p, q)$ is an extreme equilibrium point of the game $(A, B)$ and $\gamma$ is the number of elements of the carrier of $q$, then there exists a $\gamma \times \gamma$-submatrix $K$ of $A$ such that $L(p, B)$, if necessary, the rows and columns of $A$ in such a way that $K$ is in the upper left corner of $A$.

1. The $\gamma \times (\gamma + 1)$-matrix $K := \begin{bmatrix} K_{11} & 0 \\ 0 & 1 \end{bmatrix}$ is nonsingular.

2. $q = (\det(\hat{K}))^{-1} \sum K_{ij}$ if $j \in C(q)$ and $[K]$ is the cofactor of the element $k_{ij}$.

3. $\det(K) = \det(K) / \det(\hat{K})$.

An analogous statement can be formulated with respect to the connection of the vector $p$ and the number $pBq$ with a certain square submatrix of $B$.

Remark 4. Let $(A, B)$ be a bimatrix game. Without loss of generality we may suppose that $A > 0$ and $B < 0$. Let $S$ be a maximal Nash subset for the game $(A, B)$. Suppose that $(p, q) \in \text{relint}(S)$ and that $L(p) = [q]$. Note that the proof of Theorem 4 is based on the fact that the rank of the matrix $A(S) := [a_{ij} : M(p, q) \subseteq M(A, q)]$ equals $|C(q)|$. Using the fact that $A > 0$, Theorem 4 (3) implies that $\dim L(p) = |C(q)| - \text{rank } A(S)$. We shall see in Theorem 5 that a similar statement holds for sets $\text{relint}(S)$ with more than one element. If $K(q) = [p]$, then $\dim K(q) = |C(p)| - \text{rank } B(S)$, where $B(S) := [b_{ij} : C(p) \subseteq M(p, B)]$.

4. A DIMENSION RELATION FOR MAXIMAL NASH SUBSETS

The purpose of this section is to extend the dimension relations as given by C. B. Millham in [8]. The relations derived below include, in contrast to the results in Millham’s paper, those for the zero-sum case (cf. [1], [3]).

Lemma 2. Let $(A, B)$ be a bimatrix game and let $S$ be a maximal Nash subset for $(A, B)$. Suppose that $(\hat{p}, \hat{q}) \in \text{relint}(S)$. Then, for all $(p, q) \in S$, $C(p) \subseteq C(\hat{p})$, $C(q) \subseteq C(\hat{q})$, $M(\hat{A}, \hat{q}) \supseteq M(A, q)$ and $M(p, B) \supseteq M(p, B)$.

Proof: Suppose that $p \in K(\hat{q})$, $p \neq \hat{p}$. Because $\hat{p} \in \text{relint } K(\hat{q})$, there exist $\tilde{p} \in K(\hat{q})$ and $\lambda \in (0, 1)$ such that $\tilde{p} = \lambda p + (1 - \lambda) \hat{p}$. This implies that $C(p) \subseteq C(\tilde{p})$. Now, for $j \in M(\hat{p}, B)$,

$$\tilde{p}Bq' = \tilde{p}Bc' + (1 - \lambda)\hat{p}Bq' \leq \lambda pBq' + (1 - \lambda)\hat{p}Bq' = \hat{p}Bq' .$$

This is possible only if $pBq' = \hat{p}Bq'$. So $j \in M(p, B)$ and we have proved that $M(\hat{p}, B) \subseteq M(p, B)$. The other assertions are proved in a similar way. \|
DEFINITION: Let $(A,B)$ be a bimatrix game and let $S$ be a maximal Nash subset for the game $(A,B)$. In view of Lemma 2, the matrices

$$A(S) := [a_{ij}]_{i \in v(S), \ j \in w(S)}$$
$$B(S) := [b_{ij}]_{i \in v(S), \ j \in w(S)}$$

do not depend on the choice of the point $(p,q) \in \text{relint}(S)$. We call $A(S)$ and $B(S)$ the $S$-submatrices of $A$ and $B$, respectively.

THEOREM 5: Let $(A,B)$ be an $m \times n$-bimatrix game with $A > 0$ and $B < 0$. Let $S$ be a maximal Nash subset for the game $(A,B)$. If $(p,q) \in \text{relint}(S)$,

then (1) $\dim L(p) = |C(q)| - \text{rank } A(S)$

and (2) $\dim K(q) = |C(p)| - \text{rank } B(S)$.

PROOF: We only prove (1). If $L(p)$ has only one element, we are finished (Remark 4). Suppose now that $L(p)$ contains more than one element. There is no loss of generality in supposing that $C(q) = \{1, \ldots, y\}$, where $y = |C(q)|$. Let $d := y - \text{rank } A(S)$. Choose a basis $x(1), \ldots, x(d)$ of $\ker A(S) := \{x \in \mathbb{R}^n : A(S)x = 0\}$ in such a way that, for each $k \in \mathbb{N}_d$, $\hat{q} + x(k) > 0$, where $\hat{q} = (q_1, \ldots, q_s)$, and $pA\hat{q} - cAQ > 0, A(k)$ for each $i \in M(A,q)$, where $x(k) = (x(1), 0, \ldots, 0) \in \mathbb{R}^n$. We normalize the vectors $\hat{q} + x(k)$ in such a way that the normalized result $\vec{y}(k)$ is an element of $S'$. We leave it to the reader to show that the vectors $\vec{y}(1), \ldots, \vec{y}(d)$ are linearly independent vectors in $L(p)$. Hence, $\dim L(p) \geq d$. Suppose now that there exists a vector $\vec{v}(d+1) \in \text{relint } L(p)$ such that the vectors $\vec{v}(1) - \hat{q}, \ldots, \vec{v}(d+1) - \hat{q}$ are linearly independent. Then, in view of Lemma 2, $C(\vec{v}(d+1)) = C(q)$ and $M(A,q) = M(\vec{v}(d+1)) = M(A,q)$. So if $\vec{v}(k) := (y(1), \ldots, y(k))$, for each $k \in \mathbb{N}_d$, then $A(S)[\vec{v}(k)]/pA\vec{v}(k) - \hat{q}/pA\hat{q} = 0$, for each $k \in \mathbb{N}_d$. This is impossible since $\dim \ker A(S) = d$. So $\dim L(p) = d$.

It is easy to prove that Theorem 1 in [8] is implied by Theorem 5.

For a matrix game $A$, the only maximal Nash subset is the set $S$ of all pairs of optimal strategies for both players. In this case, the $S$-submatrix of $A$ equals the essential submatrix of $A$ (cf. [3], page 44) and the dimension relation for matrix games follows from Theorem 5.
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ABSTRACT

For the family D, consisting of those zero-sum two-person games which have a value, the value function on D is characterized by four properties called


certainty, monotonicity, symmetry and sufficiency.

INTRODUCTION

In a beautiful paper, E. I. Vilkas gave a characterization of the value-function, defined on the class of all finite matrix games [2]. In [11, pp. 60-65 this result was extended to the class of all finite and semi-infinite matrix games.

The purpose of this paper is to deduce characterizing properties for the value-function on the set of all determined two-person games. The organization of the paper is as follows: the necessary notation and definitions are given in sections 1 and 2, in section 3, properties for the value-function are presented, which are shown in section 4 to be characteristic of this function.

1. A (zero-sum) two-person game is an ordered triple < X, Y, K >, in which X and Y are nonempty sets (called the pure strategy spaces of player I and player II, respectively) and K : X x Y \rightarrow \mathbb{R} is a real-valued function on the Cartesian product of V and Y (called the payoff function of player I).

2. Let < X, Y, K > be a two-person game. For each x \in X (i.e., X) let us denote the probability measure on X (i.e., X) by \( \nu(x) \). Let \( P_x \) be the set of all convex combinations of elements of \( \{ e = x \} \), likewise let \( P_y \) be the convex hull of \( \{ r, r \} \). Then the two-person game \( < P_x, P_y, K_e > \) with

\[
E_e(x, x) = \int K(x, y) d\nu(x) dy \quad \text{for each } (x, y) \in P_x \times P_y
\]

is called the c-mixed extension of the game < X, Y, K > . The lower value \( \inf_{x} \sup_{y} E_e(x, y) \) of the game \( < P_x, P_y, K_e > \) is denoted by \( \gamma(X, Y, K) \) and the upper value \( \sup_{x} \inf_{y} E_e(x, y) \) is denoted by \( \Gamma(X, Y, K) \). Note that

\[-\infty \leq \gamma(X, Y, K) \leq \Gamma(X, Y, K) \leq \infty.\]

If \( \gamma(X, Y, K) = \Gamma(X, Y, K) \) for a game \( < X, Y, K > \), then we say that the game is a determined game. In that case, the common value is denoted by \( \gamma(X, Y, K) \) and called the value of (the c-mixed extension of) \( < X, Y, K > \). The family of determined games is denoted by D.
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In this section we want to look at some distinguished properties of the value-function $v: D \to [0, \infty)$ for this purpose we need some definitions.

**DEFINITION 1.** The transpose of a two-person game $<X, Y, K>$ is the two-person game $<Y, X, K'>$ where

$$K'(x, y) = K(y, x) \text{ for each } (x, y) \in Y \times X.$$ 

**DEFINITION 2.** Let $<X, Y, K>$ be a two-person game and let $S$ be a nonempty subset of $X$. Then we say that $S$ is sufficient for player $I$ in the game $<X, Y, K>$ if for each $x \in S$ there exists a $\mu \in P_I$ such that

$$L_\mu(x, \cdot) \geq K'(x, \cdot) \quad \text{for each } x \in S.$$ 

**DEFINITION 3.** Let $<X, Y, K>$ be a two-person game and let $T$ be a nonempty subset of $Y$. We say that $T$ is sufficient for player $II$ in the game $<X, Y, K>$ if $T$ is sufficient for player $I$ in the game $<Y, X, K'>$.

**THEOREM 1.**

(P.1) ["Objectivity"] Let $<X, Y, K>$ be a two-person game and suppose that $X = \{a\}$, $Y = \{b\}$. Then $<X, Y, K> \in D$ and $v(X, Y, K) = K(a, b)$.

(P.2) ["Monotonicity"] Let $<X, Y, K> \in D$ and $<X, Y, L> \in D$ and suppose that $L \geq K$ (i.e. $L(x, y) \geq K(x, y)$ for each $(x, y) \in X \times Y$). Then $v(X, Y, L) \geq v(X, Y, K)$.

(P.3) ["Symmetry"] Let $<X, Y, K> \in D$. Then $<Y, X, K'> \in D$ and $v(Y, X, K') = -v(X, Y, K)$.

(P.4) ["Sufficiency"] Let $<X, Y, K>$ be a two-person game, and $\phi \neq S \subset X$ and let $K': S \times \cdot \to \mathbb{R}$ be the restriction of $K$ to $S \times Y$. Suppose that $S$ is sufficient for player $I$ in the game $<X, Y, K>$. Then $<S, Y, K'> \in D$ iff $<X, Y, K> \in D$ and

$$v(S, Y, K') = v(X, Y, K') \text{ if } S \subset X \times D.$$ 

**PROOF:** (P.1) and (P.2) are obvious. (P.3) follows from the fact that

$$-E_\lambda(\mu, \cdot) = E_\lambda(\cdot, \mu) \text{ for each } (\mu, \cdot) \in P_I \times P_Y.$$ 

Now let us prove (P.4). First we note that $P_I$ can be seen (in an obvious manner) as a subset of $P_Y$, and that $E_\lambda$ is the restriction of $E_\lambda$ to $P_I \times P_Y$.

Take $\alpha \in P_Y$. Then there exist $n \in \mathbb{N}$, $x_1, x_2, \ldots, x_n \in X$ and $p_1, p_2, \ldots, p_n \in [0, \infty)$ such that $\sum p_i = 1$ and $\alpha = \sum p_i x_i$. Since $S$ is sufficient for player $I$ in the game $<X, Y, K>$ for each $i \in \{1, \ldots, n\}$, there exists an $\alpha_i \in P_Y$ such that

$$E_\lambda(\alpha_i, \cdot) \geq K(\cdot, x_i) \quad \text{for each } i \in I.$$ 

If $i \notin S$, then we can take $\alpha_i = x_i$. Let $\alpha = \sum p_i x_i$. Then $\alpha \in P_Y$ and

$$E_\lambda(\alpha, \cdot) = \sum p_i E_\lambda(\alpha_i, \cdot) \geq \sum p_i K(\cdot, x_i) = E_\lambda(\alpha_i, \cdot) \text{ for each } i \in I.$$
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But then,

\( E_\alpha (\alpha, r) \geq E_\beta (\alpha, r) \) for each \( \alpha \in P_1 \) and each \( r \in P_1' \).

This implies that

\[ \sup_{\alpha} E_\alpha (\alpha, r) = \sup_{\alpha} E_\alpha (\alpha, r) \] for each \( r \in P_1' \)

and thus

\( v(S, Y, K') = v(Y, Y, K') \).

From (i) we may also conclude that

\[ \inf_{\alpha} E_\alpha (\alpha, r) \geq \inf_{\alpha} E_\alpha (\alpha, r) \] for each \( \alpha \in P_1 \)

and then

\( v(S, Y, K) = v(Y, Y, K) \).

Now (P.4) follows from (ii) and (iii).

4. The following theorem shows that the properties (P.1)-(P.4) characterize the value-function \( v : D \to [-\infty, \infty] \).

**THEOREM 2.** Let \( f : D \to [-\infty, \infty] \) be a function with the following four properties:

1. (Q.1) If \( X = [a], Y = [b] \) and if \( K \) is a real-valued function on \( X \times Y \), then \( f(X, Y, K) = K(a, b) \).
2. (Q.2) For each \( <X, Y, K> \in D \) and \( <X, Y, L> \in D \) with \( L \geq K \), \( f(X, Y, L) \geq f(X, Y, K) \).
3. (Q.3) For each \( <X, Y, K> \in D \) and \( f(Y, X, -K) = -f(X, Y, K) \).
4. (Q.4) For each \( <X, Y, K> \in D \) and \( <S, Y, K'> \in D \), where \( S \subseteq X \), \( K' \) is the restriction of \( K \) to \( S \times T \) and where \( S \) is sufficient for player II in the game \( <X, Y, K> \), we have \( f(S, Y, K') = f(X, Y, K) \).

Then \( f(X, Y, K) = v(X, Y, K) \) for each \( <X, Y, K> \in D \).

**PROOF.** First we note that (Q.3) and (Q.4) imply

5. (Q.5) For each \( <X, Y, K> \in D \) and \( <X, T, K''> \in D \), where \( T \subseteq Y \) \( K'' \) is the restriction of \( K \) to \( X \times T \) and where \( T \) is sufficient for player II in the game \( <X, Y, K> \), we have \( f(X, T, K'') = f(T, Y, K) \).

Now take an \( <X, Y, K> \in D \) with \( v(X, Y, K) \in (-\infty, \infty) \) and take a real number \( t \) such that \( v(X, Y, K) > t \). We want to prove that \( f(X, Y, K) \geq t \). For this purpose we introduce the following five two-person games.

1. \( <X \cup [a], Y, L> \) where \( a \not\in X \) and where \( L(v,v) = K(v,v) \) for each \( v \in X \times Y \) and \( L(a,v) := t \) for each \( v \in Y \).

2. \( <Y \cup [a], Y, M> \) where \( M(v,v) := \min \{ K(v,v), t \} \) for each \( v \in (Y \cup [a]) \times Y \).
(3) \( A \cup \{a\} \cup \{b\}, \{X, V\} \) where \( b \notin \mu \) and where \( X(x, y) = M(x, y) \) for each 
\( (x, y) \in (A \cup \{a\}, \{b\}, \{X, V\}) \) and \( X(x, y) = \pi(x, y) \) for each 
\( (x, y) \in (A \cup \{a\}, \{b\}, \{X, V\}) \).

(4) \( \{a\}, \{b\}, \psi(N) \) where \( \psi(N) \) is the restriction of \( N \) to \( \{a\} \cup \{b\} \).

(5) \( \{a\}, \{b\}, \psi(N) \) where \( \psi(N) \) is the restriction of \( N \) to \( \{a\} \cup \{b\} \).

Since \( \psi(N) \geq 1 \), there exists a \( \mu \cdot P \) such that

\[ L \mu \cdot P \leq \psi(N) \text{ for each } x \in X. \]

Hence, \( \psi(N) \) is sufficient for player I in the game \( A : \{a\} \cup \{b\} \). By (P.4) and (Q.4) we may conclude that

\[ (Q.6) \quad \psi(N) \geq 1 \text{ for each } x \in X. \]

It follows from (Q.1) that

\[ (Q.7) \quad \psi \left( \{a\}, \{b\}, \pi \right) = \pi. \]

In the game \( \psi(N) \geq 1 \) the set \( \{a\} \) is sufficient for player I because

\[ L \mu \cdot P \leq \psi(N) \text{ for each } x \in X. \]

Then \( \{a\} \cup \{b\} \) is a sufficient for player I in the game \( \psi(N) \geq 1 \). Hence, by (P.3) and (P.4) follows that \( \{a\} \cup \{b\} \) is a sufficient for player I in the game \( \{a\} \cup \{b\} \). Then by (Q.5)

\[ (Q.8) \quad \psi \left( \{a\}, \{b\}, \pi \right) = \pi \left( \{a\}, \{b\}, \pi \right). \]

In the game \( \psi(N) \geq 1 \) the set \( \{a\} \) is sufficient for player I because for each 
\( x \in X \)

\[ \pi \left( \{a\}, \{b\}, \pi \right) \leq \psi(N) \text{ for each } x \in X. \]

By (P.4) and (Q.4) we obtain

\[ (Q.9) \quad \psi \left( \{a\} \cup \{b\}, \pi \right) = \pi \left( \{a\} \cup \{b\}, \pi \right). \]

It is easy to see that \( \pi \) is sufficient for player II in the game \( \psi(N) \geq 1 \). Hence, by (P.3) and (P.4) follows that \( \psi(N) \geq 1 \). Then by (Q.5)

\[ (Q.10) \quad \psi \left( \{a\} \cup \{b\}, \pi \right) = \pi \left( \{a\} \cup \{b\}, \pi \right). \]

Now \( \mu \geq 1 \) and then by (Q.2) we have

\[ (Q.11) \quad \mu \geq 1 \text{ and } \pi \left( \{a\} \cup \{b\}, \pi \right). \]

Combining (Q.6)-(Q.11) we obtain \( \pi \left( X, Y, K \right) \geq 1 \). Thus, we have proved that \( \pi \left( X, Y, K \right) \geq 1 \)
for each \( X, Y, K, M > 0 \) with \( \psi \left( X, Y, K \right) \geq 1 \) and each \( t < \psi \left( X, Y, K \right) \). But then

\[ \pi \left( X, Y, K \right) \geq \psi \left( X, Y, K \right) \text{ for each } X, Y, K > 0. \]

It follows from (Q.3), (Q.12) and (P.3) that

\[ (Q.13) \quad \pi \left( X, Y, K \right) = \psi \left( X, Y, K \right) = \psi \left( X, Y, K \right) \text{ for each } X, Y, K > 0. \]

Properties (Q.12) and (Q.13) imply the conclusion of the theorem. 
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MANPOWER MODELING IN COST EFFECTIVENESS STUDIES OF USAF PROGRAM TO REDUCE THE INCIDENCE OF HEART DISEASE*
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ABSTRACT

Planning for a cardiovascular disease reduction program, soon to be initiated by the United States Air Force, has required an evaluation of its expected cost effectiveness. During the course of this evaluation, it was necessary to consider manpower flows and their expected changes in response to the disease reduction program. This paper describes several manpower models that were applied: a simple expected value equilibrium model, a cross-sectional model that considered the length of service of personnel, and a staffing model used to compute the allocation of paramedics to the major Air Force bases of various sizes. The relevance of these models to the cost effectiveness evaluation is shown but the detailed cost effectiveness results are not presented.

Analyses are being performed to evaluate the cost effectiveness of a U.S. Air Force health program that is soon to be initiated. The "Health Evaluation and Risk Tabulation" (HEART) program will be directed toward cardiovascular disease that strikes several hundred Air Force personnel annually and results in a considerable loss of personnel through death and disability.

THE HEART PROGRAM

In very general terms, the HEART program will involve processing all military personnel in the Air Force to establish each individual's risk of future heart disease, followed by treatment of those found to be at high risk. This will be done by measurement of systolic blood pressure, serum cholesterol, glucose intolerance, and determining heart abnormality (left ventricular hypertrophy) by means of an electrocardiogram. Also, it will be determined whether the individual smokes cigarettes regularly. These data and age are used with the risk coefficients developed through the Framingham Study [2] to calculate for the individual the probability of occurrence of a cardiovascular incident within eight years. The coefficients are based on over 20 years of follow-up on a large civilian population, and have succeeded in clustering about 25 percent of the heart incidents into the top decile of risk. The possibility of coefficient modification and the inclusion of other risk indicators is being anticipated in the USAF program.

The calculated risks will serve to identify the most susceptible fraction of the USAF for treatment, and recalculation after treatment will serve, in some measure, to show the

*Based on part of the research performed for the USAF School of Aerospace Medicine by Purdue University under Contract F30602-77-C-0024.
improvement that was obtained. Obviously, the ultimate benefit will become apparent only in the long term when the actual incidence of heart disease can be observed. In addition to the treatment of high risk personnel, all personnel will be reached through a general education program to encourage improved dietary habits and cessation of smoking.

Various analyses are being directed toward therapy effectiveness, threshold selection policies, the effect of measurement error, and operational procedures, as well as toward the evaluation of cost effectiveness. Statistical and probability models and extensive computer simulation are being used. This paper, however, will describe only the application of manpower planning models to the determination of the cost effectiveness of the HEART program. The population numbers and dollar costs that will be used herein are altered and somewhat incomplete but serve for illustrative purposes; the actual analysis used the complete and most recent information on population, turnover of personnel, pay scales, and policies. The complete cost effectiveness analysis will not be presented as it is only intended here to show the applicability of several manpower planning models to that analysis.

THE COST REDUCTION PROBLEM

Only the costs to the U.S. government that will be affected by the HEART program need be considered. The major present costs that will be changed are those associated with USAF personnel departing from service and their subsequent replacement. It is necessary to identify and associate costs with the various ways in which personnel leave the Air Force. These costs are different for enlisted personnel and officers because of pay scales, and different for flyers (pilots and navigators) and nonflyers because of the considerable cost of training a replacement flyer. An additional cost, estimated at $1,000,000 per year, is that due to loss of aircraft because of heart attacks suffered by the pilots.

The various types of departure will now be described briefly. Voluntary and involuntary separation (or simply separation) includes resignation, failure to reenlist, and reduction-in-force terminations. Except in the case of flyers, these types of departure are considered to incur negligible costs. Voluntary retirement (or simply retirement) occurs when an individual retires with 20 to 30 years of service. The departure cost is substantial, including payment of 50 to 75 percent of the individual’s salary to the individual or his spouse for a period usually in excess of 30 years. Disability retirement, disability separation, and assignment to the temporary disability retirement list (TDRL) are forms of departure for reason of 30% or more disability, and must be considered separately for cardiovascular (CV) disabilities and other (non-CV) disabilities. Because cardiovascular related separations and TDRL’s practically always become permanent, they are lumped with CV disability-retirements in this analysis. The departure cost is substantial, including hospitalization and continuing payments to the individual and to the spouse over a period usually in excess of 30 years. Departure by death is self-explanatory and its cost is analogous to that for disability retirements.

In determining the cost per retirement, disability retirement, or death, it seems reasonable that the long series of benefits paid to the individual or spouse should be discounted. It is perhaps not surprising that it was difficult to determine what rate to use, and that the agreed upon approach was to use two rates, 5 and 10 percent, for separate analyses. The cost of CV departures decreases by approximately 20% when changing from 5% to 10% discounting.
Table 1 summarizes the approximate costs for each type of departure:

Table 1. Cost of Each Departure from U.S. Air Force
(Thousands of Dollars)

<table>
<thead>
<tr>
<th></th>
<th>Officers</th>
<th>Enlisted Personnel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flyers</td>
<td>Nonflyers</td>
</tr>
<tr>
<td>Separation</td>
<td>280.0</td>
<td>0</td>
</tr>
<tr>
<td>Retirement</td>
<td>474.1</td>
<td>194.1</td>
</tr>
<tr>
<td>CV Disability-Retirement</td>
<td>531.9</td>
<td>251.0</td>
</tr>
<tr>
<td>CV Death</td>
<td>431.7</td>
<td>151.3</td>
</tr>
<tr>
<td>Non-CV Disability-Retirement</td>
<td>449.8</td>
<td>155.8</td>
</tr>
<tr>
<td>Non-CV Death</td>
<td>353.6</td>
<td>81.1</td>
</tr>
</tbody>
</table>

All future obligations brought to present worth using a 5 percent discount rate.

Given the cost for each departure, and knowing the present average number of CV disability-retirement and CV death departures over the past several years, it is simple to calculate the annual departure cost due to cardiovascular disease. The anticipated effectiveness of therapy in reducing CV incidence, through the HEART program, can then be assumed (we've used 20 percent here). A naive approach to determining the cost reduction is to claim 20 percent of the annual CV departure cost (from which the operating cost of the HEART program would be subtracted to obtain the net annual savings). This approach, however, neglects the effect of the reduction in CV departures upon the other types of departure. It neglects, for example, the possibility that a person saved from CV death may be killed in another way, or that he must ultimately leave in some manner, typically incurring a departure cost. Also ignored is the beneficial effect of the HEART program in delaying the occurrence of heart attacks in the individuals who will still suffer them.

To deal with the interaction between the various types of departure, two different models were formulated. Both are based on the assumption of a steady state manpower system.

THE STEADY STATE SYSTEM

Although the U.S. Air Force will probably never be in a true steady state condition, it is as reasonable to use such a condition for the analysis as to hypothesize any other unknown future state. The strategy is to model a steady state force having the same size, distribution of personnel, and departure rates as the present force, and then to hypothesize a 20 percent reduction in the cardiovascular departure rates and determine what the new steady state condition would be. The difference in annual departure costs associated with the two systems would be attributable to the 20 percent reduction in CV incidence. Proportional cost changes would result from any other assumed reduction in CV incidence.

There are two primary requirements that must be satisfied in order to maintain steady state. Obviously, the annual number of new entries must equal the annual number of departures for each class of personnel. In addition, for each class, the total length of service in years of all persons departing in one year, must equal the number of persons in the system (a consequence of N man-years of service being accumulated each year by a force of size N).

In the present U.S. Air Force, the number of new entrants is less than the number of departures for enlisted men. Also, the total length of service for enlisted men departing per
year exceeds the number of this class of personnel, and confirms a shrinking force with a large fraction of the population having many years of service. The steady state turnover rate indicated by length of service of those departing (reciprocal of average length of service) is somewhat below the actual turnover rate being experienced. In contrast, the situation is reversed for enlisted women. Nevertheless, with certain assumptions as to future recruitment and incentives it seems reasonable to conceive of a model of the USAF at steady state.

EXPECTED VALUE EQUILIBRIUM MODEL

This model for adjusting the other departure rates as the CV departure rates decrease is simple and requires little data. It ignores the length of service requirement for steady state, simply assuming that it will be met.

The initial steady state flow is illustrated for enlisted men in Figure 1 and requires that we know only the steady state total population count which will remain constant, the fractions for the various types of departure, and consequently the fraction remaining active each year.
The CV departure rates are then considered as being reduced by 20 percent. It is assumed that the manpower flow that would have departed due to CV disease is diverted to the other types of departure, and to continuing service, in proportion to their respective rates. A rationalization of this assumption is possible by viewing the departure fractions or rates as probabilities. Individuals who win a reprieve from CV disease, and will have to be routed to other types of departure or to continuing service, are distributed according to the appropriate probabilities. At steady state, with reduced CV departure rates, we recalculate new rates for other types of departure and extend them to numbers of departures as shown in Figure 2.

Flows are adjusted for the other classes of personnel in a similar manner. For pilots and navigators, however, there is a large replacement training cost for the increased voluntary and involuntary separations.
TWO-CHARACTERISTIC CROSS-SECTIONAL MODEL.

This model [11] was chosen to impose the effect of length of service on the analysis. This effect is important because it is presumed that the effect of implementing the HEART program will not only to reduce the rate of CV departures but to postpone the time of departure of the fraction who will still depart because of cardiovascular reasons. The data requirements are reasonable, not requiring detailed tracking of cohorts, but primarily adding data regarding the average length of service at departure.

In this model we define a matrix, \( P \), of one-step transition probabilities, where each state is described by two characteristics, a status and a length of service. The model has more capability than will be used, as it serves our need by defining only one status, namely "active," rather than various ranks, for example. The analysis will be performed separately for each class of personnel and we will assume no flow of personnel between classes, such as from enlisted to officer or vice versa.

Given the matrix \( P \), completely defined by knowing the average length of service at time of departure and the fraction of total departures for each type of departure, we note that the limit \( P^n \) will be the steady state transition matrix. This matrix will have identical rows, \( \pi \), where the \( j \)th element, \( \pi_j \), is the proportion of the population in state \( j \) at equilibrium. The vector \( \pi \) is determined by solving

\[
\pi = \pi P \quad \sum \pi_j = 1.
\]

The strategy will be to find the steady state departures for our initial data, then to reduce the CV departure probabilities by 20 percent and increase the length of service to CV departure by an estimated two years, and again find the steady state condition. Considering the cost of each type of departure, the annual savings in departure costs due to the effect of the HEART program will then be calculated.

EXAMPLE: Use of the \( P \) matrix will be demonstrated with a very small example. Following this the enlisted personnel will be analyzed to show some of the adjustment that had to be made in our assumptions, and to give results for comparison with those of the expected value equilibrium model.

Suppose there is an organization with one class of personnel and three types of departure. Each year from now on five persons will resign after two years of service, five will be disabled after three years of service, and fifteen will retire after five years of service. Since the total length of service of the departing personnel is 100 man-years, the size of the organization must be 100 at steady state. All departing personnel are immediately replaced. We wish to find the steady state distribution of personnel by length of service.

Each year 25 persons enter the system and each year's group behaves as follows:

<table>
<thead>
<tr>
<th>End of Year</th>
<th>Fraction Remaining For the Next Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>
Defining active duty states \((A, n)\), where \(n\) is the number of years of completed service, the one-step transition matrix, \(P\), is as shown below. The probabilities of changing in one year from state \(A, i\) to state \(A, i+1\) for \(i = 0, 1, 2, 3, 4\) are obtained from the table of fraction remaining, shown above. The probabilities of changing from state \(A, i\) to state \(A, 0\) are probabilities of leaving the system, in which event a new person enters the system with 0 years of service.

\[
\begin{array}{cccc}
A, 0 & 0 & 0.8 & 0 & 0 \\
A, 1 & 0.2 & 0 & 0 & 0.8 \\
A, 2 & 0.25 & 0.75 & 0 & 0 \\
A, 3 & 0 & 0 & 1 & 0 \\
A, 4 & 0 & 0 & 0 & 1 \\
\end{array}
\]

\*Fraction going from \(A, 2\) to 
\(A, 3\) = \(0.6/0.8 = .75\)

Solving \(\pi = \pi P\) and \(\sum \pi_i = 1\), we obtain \(\pi = [0.25, 0.25, 0.20, 0.15, 0.15]\).

The interpretation of this solution is that for this organization, there will be 25 percent new personnel, 25 percent who have completed one year of service, 20 percent who have completed two years, 15 percent who have completed three years, and 15 percent who have completed four years of service and who will retire at year end.

If the \(P\) matrix and its resulting equilibrium distribution \(\pi\) are judged applicable, that is, if the mechanisms underlying the departures are such that the numbers of departures of the different types stay in the same relative proportions, then for any size organization the numbers of departures at steady state can easily be derived.

To conclude this example, assume that the desired size of the organization is 120, and that \(\pi = [0.25, 0.25, 0.20, 0.15, 0.15]\) still applies as the distribution of length of service. From \(\pi_0\) we know that 25% of the organization (30 persons) will depart each year. These departures are then prorated over the types of departure as

- Resignations = \(30 \times 5/25 = 6\)
- Disabilities = \(30 \times 5/25 = 6\)
- Retirements = \(30 \times 15/25 = 18\)

**Enlisted Personnel—Initial**

The force size for enlisted personnel is 500,000. However, the presently observed numbers of departures from the Air Force as shown in Table 2(a) are not consistent with a steady state model with 500,000 population. In fact, they imply an equilibrium population of 545,450. One way to retain our observed departure information in a steady state model having a population of 500,000 is to decrease the number of each type of departure to 500,000/545,000 of its observed value. This is based on the equilibrium requirement that:

\[
\sum_{A, n} n_s = N
\]
TABLE 2. Calculation of Enlisted Steady State Departures
Before HEART Program

<table>
<thead>
<tr>
<th>(a)</th>
<th>Average Length of Service, (Years)</th>
<th>Observed Number Departing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation</td>
<td>4</td>
<td>50,000</td>
</tr>
<tr>
<td>Retirement</td>
<td>22</td>
<td>15,000</td>
</tr>
<tr>
<td>CV Disability-Retirement</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>CV Deaths</td>
<td>19</td>
<td>50</td>
</tr>
<tr>
<td>Non-CV Disability-Retirement</td>
<td>6</td>
<td>1,500</td>
</tr>
<tr>
<td>Non-CV Deaths</td>
<td>7</td>
<td>500</td>
</tr>
</tbody>
</table>

(Implied steady state population: 545,450)

(b) The annual number of departures for a force of 500,000 at steady state, with proportional scaling, are:

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation</td>
<td>45,833.71</td>
</tr>
<tr>
<td>Retirement</td>
<td>13,750.12</td>
</tr>
<tr>
<td>CV Disability-Retirement</td>
<td>91.67</td>
</tr>
<tr>
<td>CV Death</td>
<td>45.83</td>
</tr>
<tr>
<td>Non-CV Disability-Retirement</td>
<td>1,375.01</td>
</tr>
<tr>
<td>Non-CV Death</td>
<td>458.34</td>
</tr>
</tbody>
</table>

Total: 61,554.68

(c) The annual number of departures for a force of 500,000 at steady state, with selective scaling, are:

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation</td>
<td>47,000</td>
</tr>
<tr>
<td>Retirement</td>
<td>13,480</td>
</tr>
<tr>
<td>CV Disability-Retirement</td>
<td>100</td>
</tr>
<tr>
<td>CV Death</td>
<td>50</td>
</tr>
<tr>
<td>Non-CV Disability-Retirement</td>
<td>1,500</td>
</tr>
<tr>
<td>Non-CV Death</td>
<td>500</td>
</tr>
</tbody>
</table>

Total: 62,630

where \( n_i \) is the number of departures of the \( i \)th type, \( s_i \) is their average length of service, and \( N \) is the total population. Because all \( s_i \) remain the same, a change in \( N \) can be accommodated by changing all \( n_i \) proportionally as shown in Table 2(b). Proportional scaling, as just described, seems valid in making small adjustments, but for large adjustments such as this the reasonableness of the effect on each type of departure deserves examination.

Another way to construct the steady state model is to decrease the numbers of departures selectively. The data on the number of disability-retirements and deaths, whether from CV disease or other causes, as observed in a present force of 500,000 enlisted personnel should not be treated cavalierly. They should not be adjusted appreciably in the initial steady state model because there is no logical basis for reducing the incidence in contradiction to the medical records. The types of departures that can logically be reduced to achieve a hypothesized steady state Air Force, are separations and retirements, assuming that Air Force inducements and policies were modified to effect such reductions. A reasonable assumption is that the annual number of separations can be reduced about 6 percent (from 50,000 to 47,000). Leaving the number of departures for disability-retirement and death unaltered, we derive the required annual number of retirements, \( n_r \), from

\[
\sum_{i=1}^{m} n_i \cdot s_i = N
\]

where

- \( n_i \) is the number of departures of the \( i \)th type,
- \( s_i \) is their average length of service,
- \( N \) is the total population.
47,000(4) + n (22) + 1,500(6) + 500(7) = 500,000 obtaining 13,480 retirements annually. The steady state results are shown in Table 2(c). These results will be used to represent the initial departure distribution of enlisted personnel, before installation of the HEART program.

**Enlisted Personnel—After**

It was shown, in the example presented earlier, that if given an initial set of data comprising the annual number of each type of departure and the average age at departure, the steady state size of the population can be calculated. Also, an equilibrium distribution, II, can be calculated to describe the distribution by length of service (as well as the annual number of each type of departure).

If the initial set of data is perturbed, a new population size and new numbers of each type of departure can be calculated for steady state. The desired population size can be restored by proportional or selective scaling.

The perturbation applied to the initial steady state data for enlisted personnel is the assumed effect of the HEART program, that is, a reduction of CV departures by 20 percent and an increase of two years in the average age of those departing because of CV disease. Table 3(a) shows the steady state result for these assumptions, and an implied population of 499,660. The population was restored to 500,000 by proportional scaling. Table 3(b) shows the result, after scaling, and the change from the "before HEART program" result of Table 2(c).

**TABLE 3. Calculation of Enlisted Steady State Departures After HEART Program**

<table>
<thead>
<tr>
<th>(a)</th>
<th>Average Length of Service (Years)</th>
<th>Assumed Number Departing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation</td>
<td>4</td>
<td>47,000.00</td>
</tr>
<tr>
<td>Retirement</td>
<td>22</td>
<td>13,480.00</td>
</tr>
<tr>
<td>CV Disability-Retirement</td>
<td>22</td>
<td>80.00</td>
</tr>
<tr>
<td>CV Death</td>
<td>21</td>
<td>40.00</td>
</tr>
<tr>
<td>Non-CV Disability-Retirement</td>
<td>6</td>
<td>1,500.00</td>
</tr>
<tr>
<td>Non-CV Death</td>
<td>7</td>
<td>500.00</td>
</tr>
<tr>
<td><strong>(Implied steady state population: 499,660)</strong></td>
<td><strong>62,600.00</strong></td>
<td></td>
</tr>
</tbody>
</table>

(b) The annual number of and changes in departures for a force of 500,000 at steady state, after proportional scaling, are:

<table>
<thead>
<tr>
<th>Number Departing</th>
<th>Change in Enlisted Personnel Departing Due to HEART Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation</td>
<td>47,031.96</td>
</tr>
<tr>
<td>Retirement</td>
<td>13,489.17</td>
</tr>
<tr>
<td>CV Disability-Retirement</td>
<td>80.06</td>
</tr>
<tr>
<td>CV Death</td>
<td>40.03</td>
</tr>
<tr>
<td>Non-CV Disability-Retirement</td>
<td>1,501.02</td>
</tr>
<tr>
<td>Non-CV Death</td>
<td>500.35</td>
</tr>
<tr>
<td><strong>62,642.59</strong></td>
<td><strong>62,642.59</strong></td>
</tr>
</tbody>
</table>
Using the departure changes shown in Table 3(b) and the departure costs of Table 1, the annual change in departure costs of enlisted personnel due to the HEART program is a decrease of $2,822,656 per year. This model realistically yields a larger increase in retirements than shown by the expected value equilibrium model (Figure 2), thereby accounting for most of the reduction in savings (vs. $3,820,638).

Annual reductions for other classes of personnel, and for other assumptions of effectiveness of the HEART program, are generated in a similar way.

**ALLOCATIONS OF PARAMEDICS**

One of the primary increased costs of the HEART program is that of additional personnel needed to operate the program. A problem arises in the efficient allocation of numbers of paramedics to the various USAF bases while recognizing that the bases are of different sizes.

Knowing the number of military personnel of each base, and assuming a risk threshold that is consistently used at all bases and that will place an identical fraction of each base's population under treatment, we can define the following:

- \( X \) = the specified fraction of base population that is to be treated in the therapy group.
- \( P_i \) = the number of paramedics required at the \( i \)th base.
- \( B_i \) = the population of the \( i \)th base.

Knowing the details of the proposed treatment and screening tasks, and that there is one nurse available part-time at each base, we determined \( x \), the capacity, or maximum fraction of the base population that can be treated, as a function of base size and number of paramedics allocated. This involved careful analysis of the time required for each task as well as consideration of allowances for rest breaks and vacations. The resulting capacity for the \( i \)th base is determined as:

\[
\text{Hours for Screening + Hours for Therapy + Hours for Group Sessions} = \text{Available Hours of Nurse + Paramedics}
\]

\[
0.19803(B_i) + 7.875(B_i)(x_i) + 1050 = 1800 + 1800(P_i)
\]

or

\[
x = \max \left[ \frac{1800(P_i) - 0.19803(B_i) + 750}{7.875(B_i)}, 0 \right].
\]

Nonnegativity must be enforced explicitly. Some of the effort of the nurse and paramedics involves screening of all base personnel and it would be possible to obtain a negative value for \( x \) (the fraction that can be treated) if the screening effort exceeded the available manpower.

The objective is to determine the minimal set of \( P_i \) such that \( x_i \geq X \) for all \( i \). We will first formulate a simple mathematical programming approach for determining \( P_i \) and then use it to justify an even simpler computerized allocation scheme.
Mathematical Programming Model

All USAF bases may be grouped into 26 size ranges, and we will define \( N_i \) as the number of bases of the \( i \)th size, \( i = 1, 2, \ldots, 26 \). We wish to determine \( P_i \), the number of paramedics to assign to all bases of size \( i \), for any value of \( X \) that is chosen. The integer linear program is:

\[
\text{Min} \sum_{i=1}^{26} N_i P_i \quad \text{subject to twenty-six constraints, one for each base size, of the form}
\]

\[
P_i \geq \frac{7.875(B_1)(X) + .19803(B_2) - 750}{1800}
\]

where the variables \( P_i \) are nonnegative integers.

Each constraint is a function of only one variable, \( P_i \), since \( X \) is fixed and \( B_i \) is known. Solution of such a program to determine each \( P_i \) and to minimize the total required number of paramedics would be possible but very time consuming. As an alternate method, note that each constraint may be satisfied by merely fixing \( P_i \) as the smallest feasible nonnegative integer. This will obviously minimize the objective function because minimizing each term of a sum minimizes the sum.

An optimal assignment will not necessarily produce full utilization of all paramedics, but there will be no assignment using fewer paramedics which will permit treatment of the stated fraction \( (X) \) of the population.

Simple Allocation Algorithm

The allocation algorithm starts with a specified value of \( X \), and considers only the nurse assigned to each base. The maximum possible therapy group size, \( x_i \), with full utilization of this allocation is then calculated and updated for each base. If \( x_i \geq X \) for all \( i \), this allocation is optimal for the stated \( X \). Otherwise the base (or bases) with the smallest fraction of personnel in therapy \( (x_i) \) is then "given" one paramedic, and the calculations are updated. This procedure is continued, assigning additional paramedics, until the desired therapy group fraction is attained for all bases. In summary, the procedure initializes the \( P_i \) vector at 0 and determines \( X \), which, because of a uniform threshold policy at all bases, will be the smallest fraction among all bases. Then the \( P_i \) vector is increased in the most efficient manner until the specified value of \( X \) is attained.

The procedure is easily continued to obtain solutions for an entire range of \( X \) values. A typical set of solutions shows the total number of paramedics required to range from 254 for a 7 percent therapy group to 567 for a 19 percent group. For the 7 percent therapy group, the individual base requirements range from 0 to 5 paramedics and for the 19 percent group, from 0 to 11. Overall utilization for the two cases is .75 and .88, respectively.

TOTAL COST EFFECTIVENESS

The total cost effectiveness was expressed as a net annual savings and was a function of the risk threshold selected (which, in turn, governed how many people would be treated) and the assumptions made regarding the effectiveness of therapy.
Net annual savings = Departure cost reduction + lost
aircraft cost reduction + cost
reduction in CV nondepartures* -
paramedic costs - operating, drug,
and test costs.

It has not been the intent of this paper to present the results of the cost effectiveness
analysis but only to describe several manpower planning models used in performing it. The
models permit estimation of changes of some of the complex cost elements. Computer exper-
imentation was then possible to aid in certain decisions such as determination of therapy group
size and treatment intensity [3].
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ABSTRACT

This paper describes an empirical evaluation of several approximations to Hadley and Whitin's approximate continuous review inventory model with backorders. It is assumed that lead time demand is normally distributed and various exponential functions are used to approximate the upper tail of this distribution. These approximations offer two important advantages in computing reorder points and reorder quantities. One advantage is that normal tables are no longer required to obtain solutions, and a second advantage is that solutions may be obtained directly rather than iteratively. These approximations are evaluated on two distinct inventory systems. It is shown that an increase in average annual cost of less than 1% is expected as a result of using these approximations. The only exception to this statement is with inventory systems in which a high shortage cost is specified and ordering costs are unusually low.

INTRODUCTION

This paper is concerned with Hadley and Whitin's [4] approximate continuous review inventory model in which a fixed quantity of an individual item is ordered each time the inventory position (units on hand plus units on order minus backorders) reaches the reorder point. After a lead time has elapsed, the entire order is received. It is assumed that reorder quantities and reorder points are established independently for each item and that the distribution of lead time demand can be approximated by a normal distribution.

The optimal reorder point and reorder quantity for this model are determined by minimizing a cost function including the expected number of orders placed per unit time, the expected number of backorders per unit time, and an approximation to the expected holding cost per unit time. The solution which minimizes this approximate cost function is found by an iterative algorithm that converges quite rapidly.

To find the optimal solution, it is necessary to calculate the expected number of backorders per period for a given policy. If lead time demand is assumed to be normally distributed, then this requires the evaluation of the standardized normal loss integral. Several authors [5,7,8] have developed exponential functions to approximate the expected number of backorders per period. This not only alleviates the iterative solution but saves the table look-up required to evaluate the normal loss integral. This paper evaluates these approximations.
MODEL DERIVATION

The following notation, from Hadley and Whitin [4] is used.

\( Q \) = order quantity (units)
\( r \) = reorder point (units)
\( \lambda \) = demand rate (units/year)
\( A \) = ordering cost ($/order)
\( I \) = cost of item ($/unit)
\( l \) = carrying cost ($/$ value of stock/year)
\( \pi \) = backordering cost ($/unit backordered)
\( \alpha \) = probability of a stockout occurring during a lead time
\( \beta \) = probability that any unit demanded cannot be filled from stock
\( h(r) \) = probability density function of lead time demand
\( \mu \) = mean lead time demand (units)
\( \sigma \) = standard deviation of lead time demand
\( H(r) \) = probability lead time demand exceeds the reorder point (complementary cumulative distribution)
\( \bar{n}(r) \) = expected number of backorders during a lead time when the reorder point is \( r \) (units)

The expected annual cost (AC) of operating the inventory system is represented in the equation below, assuming that shortages are backordered.

\[
AC = \frac{A\lambda}{Q} + IC \left( \frac{Q}{2} + r - \mu \right) + \frac{\lambda \pi}{Q} \bar{n}(r).
\]

The first term represents the expected ordering cost, the second term the expected carrying cost, and the third term the expected number of backorders. It is the second term in this equation that is an approximation, since the average inventory level is estimated as though there are no backorders. If the expected number of backorders is small, the approximation is very good (see Gross and Ince [3]). The third term may also be considered an approximation since the lead time demand is approximated by the normal distribution.

The values of \( Q \) and \( r \) that minimize the above annual cost function can be found by the simultaneous solution of the two equations below.

\[
Q = \left( \frac{2\lambda}{IC} \left( A + \pi \bar{n}(r) \right) \right)^{1/2}.
\]

\[
H(r) = \frac{QIC}{\pi \alpha}.
\]

An iterative solution is suggested by Hadley and Whitin [4] that will work as long as \( \frac{QIC}{\pi \alpha} < 1 \). This is fine, since as \( H(r) \) approaches 1, the approximation to carrying cost becomes rather poor and, thus, the model is not appropriate.

In practice, it is often difficult to estimate the backordering cost, \( \pi \). To avoid this problem, one may instead specify a desired service level. One approach (\( \alpha \) service policy) is to specify \( \alpha \), the probability of a stockout occurring during a lead time. A second approach (\( \beta \) service policy) is to specify \( \beta \), the probability that any unit demanded cannot be filled from stock. Since \( \pi \) is not specified, it can be eliminated from (2) and (3) above (see Nahmias [6]), yielding the following:
In addition, the \( \alpha \) service policy requires

\[
H(r) = \alpha.
\]

And, the \( \beta \) service policy requires

\[
\frac{n(r)}{Q} = \beta.
\]

Values of \( Q \) and \( r \) may be found directly from Equations (4) and (5) for the \( \alpha \) service policy and values of \( Q \) and \( r \) may be found iteratively from Equations (4) and (6) for the \( \beta \) service policy. See Nahmias [6] for an appropriate algorithm for finding optimal values of \( Q \) and \( r \).

**FURTHER APPROXIMATIONS**

When applying the above model to an inventory system with many parts, it is typically assumed as an approximation that the lead time demand follows a particular distributional form for all parts. A very convenient approximation and the one assumed in this paper is the normal distribution. That is, it is assumed that \( h(t) \) is the probability density function of the normal distribution with the mean \( \mu \) and standard deviation \( \sigma \). Therefore, \( H(r) \) and \( n(r) \) may be calculated from the equations below, where \( Z(t) \) is the probability density function of the unit normal.

\[
H(r) = \int_{-\infty}^{\infty} Z(t) \, dt.
\]

\[
n(r) = \sigma \int_{-\infty}^{\infty} \left( 1 - \frac{t - \mu}{\sigma} \right) Z(t) \, dt.
\]

The integral in (7) is the complementary cumulative distribution of the unit normal and is tabulated in any standard statistics book. The integral in (8) is referred to as the standardized normal loss integral and is tabulated in Brown [2]. The tabulated integrals in (7) and (8) are required to solve Equations (2) and (3), Equations (4) and (5), and Equations (4) and (6).

Two approximations have been suggested to avoid the table look-up required by (7) and (8). One approximation, suggested by Schroeder [8] and Herron [5], is to use an exponential function, of the form \( a e^{bt} \), to approximate the integral in Equation (7). Using this approximation,

\[
H(r) = ae^{\frac{\mu}{\sigma}} \quad \text{and} \quad n(r) = \frac{\sigma a}{b} e^{\frac{\mu}{\sigma}}.
\]

The exponential approximation not only avoids the table look-up required to calculate \( H(r) \) and \( n(r) \) but also avoids the iterative solution procedures required to find optimal values of \( Q \) and \( r \). If the expression for \( n(r) \) is substituted into the annual cost Equation (1) and partial derivatives are set equal to zero, the optimal value of \( Q \) is as follows regardless of whether \( \pi \), \( \alpha \), or \( \beta \) is specified.

\[
Q = \frac{\sigma}{b} + \left( \frac{\sigma}{b} \right)^2 + \frac{2A \lambda}{IC}\right)^{1/2}.
\]
The optimal value of \( r \) is presented in Equation (10a), (10b), and (10c) for \( \pi \) specified, \( \alpha \) specified, and \( \beta \) specified, respectively.

\[
(10a) \quad r = u - \frac{\sigma}{\pi} \ln \left( \frac{Q \alpha}{\pi \lambda a} \right).
\]

\[
(10b) \quad r = u - \frac{\sigma}{\pi} \ln \left( \frac{\alpha}{\lambda a} \right).
\]

\[
(10c) \quad r = u - \frac{\sigma}{\pi} \ln \left( \frac{\pi \alpha b}{\sigma a} \right).
\]

Note that the optimal values of \( Q \) and \( r \) do not require an iterative solution. These values represent approximate solutions when \( h(t) \) is assumed to be the normal probability density function. They are approximate, since the complementary cumulative distribution function of the unit normal is approximated using an exponential function.

A second approximation, suggested by Herron [5] and Parker [7], is to use an exponential function of the same form to approximate the integral in Equation (8). Using this approximation, \( \bar{u}(r) = \sigma \frac{\ln(\pi \alpha b)}{\sigma a} \) and \( H(r) = \sigma \frac{e}{a} \).

Likewise, this approximation avoids the table look-up required to find \( H(r) \) and \( \bar{u}(r) \) and avoids the iterative solution procedure required to find optimal values of \( Q \) and \( r \). The optimal value of \( Q \) is the same as that specified in Equation (9) and the optimal value of \( r \) is presented in Equations (11a), (11b), and (11c) for \( \pi \) specified, \( \alpha \) specified, and \( \beta \) specified respectively.

\[
(11a) \quad r = \mu - \frac{\sigma}{\pi} \ln \left( \frac{Q \alpha c}{\pi \lambda ab} \right).
\]

\[
(11b) \quad r = \mu - \frac{\sigma}{\pi} \ln \left( \frac{\alpha \lambda ab}{\sigma a} \right).
\]

\[
(11c) \quad r = \mu - \frac{\sigma}{\pi} \ln \left( \frac{\pi \alpha b}{\sigma a} \right).
\]

Thus, both approximations allow optimal values of \( Q \) and \( r \) to be calculated directly and avoid the problems of looking-up data in the normal tables. The purpose of this paper is to evaluate the accuracy of these approximations.

**PARAMETER ESTIMATION**

Figure 1 contains a plot of the log of the complementary cumulative unit normal distribution and the log of the standardized normal loss integral versus \( K \), the number of standard deviations above zero. For the exponential functions to be a good fit, these plots should be straight lines. Obviously, there is a rather slow gradual curvature to both lines but a straight line does not appear to be a bad approximation.

Table 1 contains the parameter estimates obtained by the various authors and the range of \( K \) that was used to obtain these estimates. Herron used two straight lines to obtain a better fit of the curvature.

This author developed his own parameter estimates for the standardized normal loss integral by fitting a least square regression line to twenty-one points in the range \( 1.0 \leq K \leq 3.0 \). This was done in order to evaluate a method analogous to that used by Schroeder [8] for the second type of approximation.
Figure 1. Semilogarithmic plot of the complementary cumulative distribution of the unit normal and the standardized normal loss integral versus K standard deviations above zero.
The reader should notice that Parker [7] developed his approximation in the range 0 ≤ K ≤ 1.4. It is felt that for most inventory systems, including those evaluated in this paper, it is preferable to use an approximation of the upper tail of the distribution, for example 1.0 ≤ K ≤ 3.0. For this reason, Parker's approximation will not be given further evaluation.

### COMPARISON WITH TABLED VALUES

One approach to measuring the accuracy of the approximates outlined in the previous section is to compare the values obtained using the approximations with the corresponding tabled values. Table 2 displays these results. The approximations to the complementary cumulative distribution were used to compute tabled values of the complementary cumulative distribution at intervals of .05 in the range 1.0 ≤ K ≤ 3.0. Likewise, the approximations to the standardized normal loss integral were used to compute tabled values of the standardized normal loss integral. Three criteria are used to compare the approximations to the tabled values; the mean absolute deviation, the mean squared deviation, and the mean percentage deviation.

#### TABLE 2. Comparison of Approximations to Tabled Values*

<table>
<thead>
<tr>
<th>Author</th>
<th>Absolute deviation</th>
<th>Squared deviation</th>
<th>Percentage deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Max.</td>
<td>Mean</td>
</tr>
<tr>
<td>A. Approximations to complementary cumulative distribution of unit normal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Schroeder [8]</td>
<td>.0090</td>
<td>.0801</td>
<td>.000405</td>
</tr>
<tr>
<td>B. Approximations to standardized normal loss integral</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Byrkett</td>
<td>.0025</td>
<td>.0241</td>
<td>.000032</td>
</tr>
</tbody>
</table>

*Entries in table calculated by comparing approximate value with tabled value at intervals of .05 between K = 1.0 and K = 3.0.
Two observations may be made from this table. First, the approximations of the standardized normal loss integral are closer to the tabled values than those of the complementary cumulative distribution of the unit normal according to all criteria. This indicates that the lower curve in Figure 1 is closer to linear than the upper curve and that approximating this curve may produce a smaller error. Second, Herron's two line approximation is preferable to Schroeder's and Byrket's one line approximation, according to all criteria.

Though these results tend to favor the estimates developed by Herron [5], they are by no means conclusive with respect to their economic effects in controlling inventory.

COMPARISON OF OPERATING POLICIES

The major concern in using these approximations is how much influence they will have on the cost of operating an inventory system. It is possible to simply use an iterative algorithm to find optimal values of $Q$ and $r$ and to look-up values of $H(r)$ and $\bar{H}(r)$ from normal tables. This, however, requires significantly more computer time than the one or two line approximations discussed above. For example, the CPU time required to execute the iterative algorithms and to look-up values of $H(r)$ and $\bar{H}(r)$ from normal tables for all cases discussed below was 113.44 seconds. This compares with 2.57 seconds for the one line approximations and 4.42 seconds for the two line approximations. If you consider an inventory system with many thousand items and frequent updating, the savings in computer time can be substantial.

With the exponential approximations, it is possible to calculate the optimal reorder points and reorder quantities directly without any table look-ups. To determine how much this computational advantage costs, the average annual cost of the solution of Equations (2) and (3), Equations (4) and (5), and Equations (4) and (6) are compared with the annual cost of the approximations given by Equations (9) and (10a,b,c) and Equations (9) and (11a,b,c). Equation (1), using a table look-up, will be used to compare the resulting operating policies.

It is not valid to compare the approximations on a single item from the inventory, since all approximations may do equally well on a given item. Rather, the approximations must be compared on the entire inventory, or on at least a representative cross section of the entire inventory. In this study, cross sections of two different inventories are used to compare the approximations. One inventory, called the Maintenance Inventory, contains equipment and parts for maintaining a large fleet of maintenance vehicles, including cars, trucks, graders, and so forth. Forty items were selected from this inventory and estimates made of $X$, $C$, $A$, and $o'$. A second inventory, called the Warmlot Inventory, contains spare parts for heating and air conditioning equipment. Brown [1] contains $\lambda$ and $C$ for sixteen items from this inventory. Estimates were made of $\mu$ and $\sigma$ by assuming a three month lead time and using the derived relationship in Brown [1], $\sigma = .21\mu^{1/2}C^{2}$.

In addition to comparing the approximations on two different inventories, all three methods of specifying shortages costs ($\pi$, $\alpha$, and $\beta$) are considered. The shortage costs, ordering costs, and carrying costs are run at three levels each to determine the impact of these costs. The costs used are as follows:

<table>
<thead>
<tr>
<th>Cost Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordering cost</td>
<td>$1, $10, $100</td>
</tr>
<tr>
<td>Carrying cost</td>
<td>.1, .2, .3</td>
</tr>
<tr>
<td>Shortage cost</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$10, $100, $1000</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>.15, .10, .05</td>
</tr>
<tr>
<td>$\beta$</td>
<td>.10, .01, .001</td>
</tr>
</tbody>
</table>
Table 3 summarizes the results of using the single line approximation of Schroeder [8] and the two line approximation of Herron [5] to the complementary cumulative distribution of the unit normal. The numbers reported in these tables are percentage increases in annual costs for all sample parts in the Maintenance Inventory for the various cases. Similarly, Table 4 summarizes the results of using the single line approximation by Byrkett and the two line approximation by Herron [5] to the standardized normal loss integral. Again, these results are for the Maintenance Inventory. Similar results are developed for the Warmdot Inventory though these have not been included in order to conserve space.

**TABLE 3. Percentage Increase in Annual Costs Using Approximations to the Complementary Cumulative Distribution of the Unit Normal**

(Maintenance Inventory)

<table>
<thead>
<tr>
<th>A</th>
<th>1 Approximations</th>
<th>π</th>
<th>α</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1</td>
<td>1</td>
<td>**1.0</td>
<td>.6</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**1.4</td>
<td>2.0</td>
<td>.3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>**1.1</td>
<td>.3</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**.9</td>
<td>2.3</td>
<td>.8</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>**1.6</td>
<td>.3</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**.5</td>
<td>2.4</td>
<td>.8</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>**.4</td>
<td>.3</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**.6</td>
<td>2.4</td>
<td>.8</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>**.7</td>
<td>.2</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**.4</td>
<td>1.8</td>
<td>.8</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>**1.3</td>
<td>.1</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**.1</td>
<td>1.4</td>
<td>.4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>**.2</td>
<td>.2</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**.4</td>
<td>.2</td>
<td>.4</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>**.7</td>
<td>.3</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**.1</td>
<td>3.4</td>
<td>.4</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>**1.7</td>
<td>.3</td>
<td>.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>**.2</td>
<td>3.4</td>
<td>.7</td>
</tr>
</tbody>
</table>

*1 = Schroeder [8], 2 = Herron [5].
** Indicates that the assumption \( \pi \lambda < 1 \) was violated for one or more items in the inventory.

It is difficult to draw conclusions from the raw data provided in Tables 3 and 4. Thus, Table 5 is developed which summarizes the results in Tables 3 and 4 and the corresponding results for the Warmdot Inventory by averaging these percentage increases across all tables by group. A regression model was developed using the percentage increase in annual costs as the dependent variable. The independent variables were all 0-1 variables used to represent the seven groups listed in Table 5 and all of the two factor interactions. One by one the independent variables used to represent the seven factors were removed from the model to test the
statistical relationship of the given variable with the percentage increase in cost. An F test was used with significance level set of 99%. This will insure that the family of seven tests has a joint significance level of at least 93%. Based on these seven tests, the variables found to be significant are the inventory system under study, the level of the ordering cost, and the level of the shortage cost. The approximation approach and the method of approximation were nearly significant but not at the confidence level specified.

### TABLE 4. Percentage Increase in Annual Costs Using Approximations to the Standardized Normal Loss Integral (Maintenance Inventory)

<table>
<thead>
<tr>
<th>A</th>
<th>I</th>
<th>Approximation*</th>
<th>( \pi )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>.15</td>
<td>.10</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>** .4</td>
<td>2.9</td>
<td>.2</td>
<td>.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>** .4</td>
<td>2.4</td>
<td>.8</td>
<td>.4</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>** .9</td>
<td>2.2</td>
<td>.8</td>
<td>.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>** .2</td>
<td>1.2</td>
<td>.1</td>
<td>.4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>** 1.8</td>
<td>1.7</td>
<td>.8</td>
<td>.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>** 2.2</td>
<td>1.6</td>
<td>.4</td>
<td>.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.2</td>
<td>.8</td>
<td>.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.3</td>
<td>.4</td>
<td>.1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>** 1.4</td>
<td>1.7</td>
<td>.7</td>
<td>.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>** 1.3</td>
<td>1.3</td>
<td>.2</td>
<td>.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.1</td>
<td>.4</td>
<td>.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.1</td>
<td>.4</td>
<td>.1</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>** 1.2</td>
<td>1.2</td>
<td>.4</td>
<td>.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>** 2.2</td>
<td>1.1</td>
<td>.4</td>
<td>.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.0</td>
<td>.1</td>
<td>.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.0</td>
<td>.0</td>
<td>.3</td>
</tr>
</tbody>
</table>

*1 = Bykett, 2 = Herron [51].
** Indicates that the assumption \( QIC \frac{\pi}{\pi_A} < 1 \) was violated for one or more items in the inventory.

Several observations may be made from Table 5. First, the average percentage increase over all groups studied is only .71%. This indicates that the approximations are quite effective. However, maximum percentage increase of 12.9% indicates that under some conditions the approximations are not so effective. Second, the approximations are much more effective for service level type policies (\( \pi_A \)) than for shortage cost type policies (\( \alpha \)). Third, the approximations are more effective for inventory systems in which the ordering costs are relatively high ($100) than for inventory systems with relatively low ordering cost ($1 and $10). Fourth, the approximations are more effective for inventory systems in which the shortage costs are relatively low than those with high shortage costs. Fifth, though the differences are not great, it appears that the two line approximations to the standardized normal loss integral produces the best results.

It was noted in the previous paragraph that the inventory system under study was found to be a significant factor. Though the difference in mean percentage increase is not great, there is significant interaction between the inventory system and the specification of shortage cost.
the level of ordering cost, and the level of shortage cost. The interaction between the inventory system and the method of specifying shortage cost is illustrated in Table 6A. Notice that the approximations are more effective for the maintenance inventory system when \( \pi \) is specified and vice versa when a service level is specified (\( \alpha \) and \( \beta \)).

**TABLE 5. Percentage Increase in Annual Costs by Group**

<table>
<thead>
<tr>
<th>Group</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Over all groups</strong></td>
<td>.71</td>
<td>1.24</td>
<td>12.9</td>
</tr>
<tr>
<td><strong>Approximation approach</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( H(r) )</td>
<td>.82</td>
<td>1.51</td>
<td>10.7</td>
</tr>
<tr>
<td>( \tilde{n}(r) )</td>
<td>.59</td>
<td>1.37</td>
<td>12.9</td>
</tr>
<tr>
<td><strong>Inventory system</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintenance inventory</td>
<td>.62</td>
<td>.80</td>
<td>4.6</td>
</tr>
<tr>
<td>Warmdot inventory</td>
<td>.79</td>
<td>1.84</td>
<td>12.9</td>
</tr>
<tr>
<td><strong>Specification of shortage cost</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \pi )</td>
<td>1.55</td>
<td>2.30</td>
<td>12.9</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>.30</td>
<td>.57</td>
<td>4.1</td>
</tr>
<tr>
<td>( \beta )</td>
<td>.41</td>
<td>.59</td>
<td>2.3</td>
</tr>
<tr>
<td><strong>Approximation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single line (1 ( \leq K \leq 3 ))</td>
<td>.81</td>
<td>1.45</td>
<td>10.7</td>
</tr>
<tr>
<td>Two lines (0 ( \leq K \leq 3 ))</td>
<td>.60</td>
<td>1.43</td>
<td>12.9</td>
</tr>
<tr>
<td><strong>Ordering cost</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.26</td>
<td>2.11</td>
<td>12.9</td>
</tr>
<tr>
<td>10</td>
<td>.63</td>
<td>1.07</td>
<td>5.5</td>
</tr>
<tr>
<td>100</td>
<td>.24</td>
<td>.41</td>
<td>2.1</td>
</tr>
<tr>
<td><strong>Carrying cost</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1</td>
<td>.66</td>
<td>1.23</td>
<td>7.1</td>
</tr>
<tr>
<td>.2</td>
<td>.69</td>
<td>1.35</td>
<td>8.4</td>
</tr>
<tr>
<td>.3</td>
<td>.77</td>
<td>1.71</td>
<td>12.9</td>
</tr>
<tr>
<td><strong>Shortage cost</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>.57</td>
<td>.65</td>
<td>2.4</td>
</tr>
<tr>
<td>Medium</td>
<td>.50</td>
<td>.90</td>
<td>5.3</td>
</tr>
<tr>
<td>High</td>
<td>1.03</td>
<td>2.14</td>
<td>12.9</td>
</tr>
</tbody>
</table>

*Indicates this variable is significant using F-test with \( \alpha = .01 \).
Other selected interactions are also illustrated in Table 6. Table 6B indicates that the approximations are least effective for inventory systems with low ordering costs in which a shortage cost is specified. Table 6C indicates that the approximations are also least effective for inventory systems with a high specified shortage cost. Table 6D combines the results of Tables and 6B and 6C and indicates that the approximations are least effective for approximations with a combination of a low ordering cost and a high shortage cost.

![Table 6. Percentage Increase in Annual Costs for Selected Two Factor Interactions](image)

**A. Specification of shortage cost versus inventory system**

<table>
<thead>
<tr>
<th>Inventory system</th>
<th>Specifications of shortage cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\pi$</td>
</tr>
<tr>
<td>Maintenance</td>
<td>1.02</td>
</tr>
<tr>
<td>Warmdot</td>
<td>1.90</td>
</tr>
</tbody>
</table>

**B. Specification of shortage cost versus ordering cost**

<table>
<thead>
<tr>
<th>Ordering cost</th>
<th>Specification of shortage cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\pi$</td>
</tr>
<tr>
<td>1</td>
<td>3.01</td>
</tr>
<tr>
<td>10</td>
<td>1.31</td>
</tr>
<tr>
<td>100</td>
<td>.33</td>
</tr>
</tbody>
</table>

**C. Specification of shortage cost versus shortage cost**

<table>
<thead>
<tr>
<th>Shortage cost</th>
<th>Specification of shortage cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\pi$</td>
</tr>
<tr>
<td>Low</td>
<td>.16</td>
</tr>
<tr>
<td>Medium</td>
<td>.93</td>
</tr>
<tr>
<td>High</td>
<td>2.86</td>
</tr>
</tbody>
</table>

**D. Ordering cost versus shortage cost**

<table>
<thead>
<tr>
<th>Shortage cost</th>
<th>Ordering cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Low</td>
<td>.78</td>
</tr>
<tr>
<td>Medium</td>
<td>.98</td>
</tr>
<tr>
<td>High</td>
<td>1.93</td>
</tr>
</tbody>
</table>
SUMMARY AND CONCLUSIONS

Hadley and Whitin's [4] approximate continuous review inventory model has received frequent analysis in the literature [recently, 3 and 6], though little has been reported of actual use. Perhaps the reason for this apparent lack of use is the requirement that a probability distribution be specified for lead time demand, and the requirement that a backordering cost or service level be specified. Moreover, even if one is willing to specify the normal distribution for lead time demand and an appropriate backordering cost or service level, one still may be hesitant about using the iterative solution algorithm that requires the use of normal tables. The purpose of this paper is to evaluate some approximations that relieve the latter two deterrents to using this model.

This evaluation produced the following results:

1. The exponential approximations result in operating policies very near those of iterative algorithms. The average increase in annual costs as a result of using these approximations is .71%, depending on certain characteristics of the inventory system.

2. It is preferable to approximate the standardized normal loss integral with an exponential function than to approximate the complementary cumulative distribution function.

3. The approximations are closer for $\alpha$ or $\beta$ specified policies, than for $\pi$ specified policies.

4. A single line approximation in the range $K = 1.0$ to $K = 3.0$ is nearly as effective as a two line approximation.

5. The approximations are least effective for inventory systems with low ordering costs and high specified shortage costs.

REFERENCES

A NOTE ON THE MIXTURE OF NEW WORSE THAN USED IN EXPECTATION
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1. INTRODUCTION

The class of distributions which are new worse than used in expectation (NWUE) was first introduced by Marshall and Proschan [2]. These classes play an important role in the theory of reliability and in particular arise quite naturally in considering replacement policies. A nonnegative distribution $F$ with survival function $\bar{F}$ and expected value $\mu$ is said to be NWUE if

$$\mu \bar{F}(t) \leq \int_t^\infty \bar{F}(x) \, dx \quad \text{for all } t \geq 0.$$ 

In this note we are interested in the following question: Is the class of NWUE preserved under arbitrary mixture? Barlow and Proschan [11] conjectured that NWUE is not preserved under arbitrary mixtures. In section 1 of this note we present examples which verify this conjecture and in Section 2 we give some other elementary properties of distribution of this class.

2. NWUE IS NOT PRESERVED

The examples considered below are obtained in view of Lemmas 1 and 2 of the next section. That is, we take two specific NWUE distributions $F_1$ and $F_2$ with respective expectations $\mu_1$ and $\mu_2$ such that $\mu_1 > \mu_2$ and $F_1$ crosses $F_2$ from above. Then, at a point $t$ beyond the point of intersection of $F_1$ and $F_2$ the defining equation of NWUE is not satisfied.

Consider the mixture

$$\bar{F}(x) = \frac{1}{2} (\bar{F}_1(x) + \bar{F}_2(x)) \quad \text{for all } x \geq 0$$

where

$$\bar{F}_1(x) = e^{-x/\mu_1} \quad \text{for } x \geq 0$$

and

$$\bar{F}_2(x) = e^{-\delta x} \quad \text{for } (k-1)\delta \leq x < k\delta, \quad k = 1, 2, \ldots.$$ 

Thus, $F_1$ is the exponential distribution function with expected value $\mu_1 = .8$ and clearly NWUE. $F_2(x)$ is a slight modification of distributions considered by Barlow and Proschan [11] in Section 5,9 of Chapter 6. Since $F_2(x)$ is easily seen to be a NWUE by (2.4) of Chapter 6 of Barlow and Proschan [11], it is clearly NWUE. The expected value of the random variable with distribution function $F_2$ is
\[ \mu_3(\delta) = \frac{\delta e^{-k} \left(1 - e^{-k}\right)} {1-e^{-k}} \]

and

\[ \int_{t}^{\infty} \tilde{F}_2(x) \, dx = (k\delta - t) e^{-k\delta} + \frac{\delta e^{-k+1} \delta} {1-e^{-k}} \]

where \( k \) is an integer such that \((k-1)\delta \leq t < k\delta\). For a given \( \delta \) set

\[ L(\delta,t) = \frac{1}{2} (\mu_1 + \mu_3(\delta)) - \frac{1}{2} (\tilde{F}_1(t) + \tilde{F}_2(t)) \]

and

\[ R(\delta,t) = \frac{1}{2} \int_{t}^{\infty} \{\tilde{F}_1(x) + \tilde{F}_2(x)\} \, dx. \]

Then, for \( \delta = .5 \), \( \mu_3(.5) = .77074 \). For \( t = .5 - \epsilon \), where \( \epsilon \) is positive and very small, for instance, \( \epsilon = .001 \), \( L(.5,.5-\epsilon) = .44836 \) and \( R(.5,.5-\epsilon) = .44784 \). Clearly, \( L(.5,.5-\epsilon) < R(.5,.5-\epsilon) \). Thus, the mixture \( \frac{1}{2} (\tilde{F}_1(x) + \tilde{F}_2(x)) \) is not NWUE. This inequality holds for values of \( t \) slightly less than 1 and 2.

The above examples clearly show that NWUE is not preserved under the mixture, as conjectured by Barlow and Proschan [1].

3. SOME ADDITIONAL PROPERTIES OF NWUE DISTRIBUTION

**LEMMA 1**: Let \( F \) be the class of NWUE distributions with equal mean \( \mu \). Then any arbitrary mixture of \( F, \epsilon \), \( \epsilon \) \( F \) is NWUE.

**PROOF**: Let \( F = \int F_\alpha \, dG(\alpha) \) for arbitrary distribution function \( G \).

Then,

\[ \mu = \int_{0}^{\infty} \tilde{F}(x) \, dx = \int_{0}^{\infty} \int \tilde{F}_\alpha(x) \, dG(\alpha) \, dx = \int \{ \int_{0}^{\infty} \tilde{F}_\alpha(x) \, dx \} dG(\alpha) \]

\[ = \int \mu dG(\alpha) = \mu \]

where the second inequality holds by Fubini's Theorem. Next, for arbitrary \( t \geq 0 \),

\[ \int_{t}^{\infty} \tilde{F}(x) \, dx = \int_{t}^{\infty} \{ \int \tilde{F}_\alpha(x) \, dG(\alpha) \} \, dx = \int \{ \int_{t}^{\infty} \tilde{F}_\alpha(x) \, dx \} dG(\alpha) \]

\[ \geq \int \mu \tilde{F}_\alpha(t) \, dG(\alpha) = \mu \tilde{F}(t). \]

Thus, \( F \) is NWUE.

**LEMMA 2**: Let \( F_1 \) and \( F_2 \) be two NWUE distribution functions such that \( \tilde{F}_1 \) crosses \( \tilde{F}_2 \) once from below. Let \( \mu_1 > \mu_2 \) where \( \mu_1 \) is the mean associated with \( F_1 \). Then for any \( p, 0 < p < 1 \), \( F(x) = p\tilde{F}_1(x) + q\tilde{F}_2(x) \) is NWUE: \( q = 1-p \).
NOTE ON NWUE DISTRIBUTION FUNCTIONS

PROOF:
\[
\int_0^\infty \tilde{F}(x)dx - \mu \tilde{F}(t) = (p + q) \int_0^\infty (p\tilde{F}_1(x) + q\tilde{F}_2(x))dx \\
- (p\mu_1 + q\mu_2)(p\tilde{F}_1(t) + q\tilde{F}_2(t)) \\
= p^2 \int_0^\infty \tilde{F}_1(x)dx - \mu_1\tilde{F}_1(t) \tag{1} \\
+ q^2 \int_0^\infty \tilde{F}_2(x)dx - \mu_2\tilde{F}_2(t) \\
+ pq \int_0^\infty |\tilde{F}_1(x) + \tilde{F}_2(x)|dx - \mu_1\tilde{F}_1(t) - \mu_2\tilde{F}_2(t) \tag{2}.
\]

To show that this expression is positive for all \( t \), it is sufficient to show that the third term is positive, because the first two terms are positive by assumption \( F \) is NWUE, \( j = 1, 2 \).

Let \( t_0 \) be the point where \( \tilde{F}_1 \) crosses \( \tilde{F}_2 \) from below. Then for \( t > t_0, \tilde{F}_1(t) > \tilde{F}_2(t) \).

Thus,
\[
\int_0^\infty |\tilde{F}_1(x) + \tilde{F}_2(x)|dx - \mu_1\tilde{F}_1(t) - \mu_2\tilde{F}_2(t) \geq (\mu_1 - \mu_2)(\tilde{F}_1(t) - \tilde{F}_2(t)) \geq 0.
\]

For \( t < t_0 \),
\[
\int_0^\infty |\tilde{F}_1(x) + \tilde{F}_2(x)|dx = (\mu_1\tilde{F}_2(t) + \mu_2\tilde{F}_1(t)) \geq (\mu_1 - \mu_2) \int_0^\infty \left( \frac{\tilde{F}_1(x)}{\mu_1} - \frac{\tilde{F}_2(x)}{\mu_2} \right)dx.
\]

But for \( t < t_0, \frac{\tilde{F}_1(x)}{\mu_2} \geq \frac{\tilde{F}_2(x)}{\mu_2} \geq \frac{\tilde{F}_2(x)}{\mu_1} \). Therefore, the above integral is positive.

The following result provides a lower bound for the distribution function for any member of NWUE class in terms of its expectation.

**LEMMA 3:** If \( F \) is a NWUE and \( \mu \) is its expectation, then \( F(t) \geq \frac{t}{t + \mu} \) for all \( t \geq 0 \).

**PROOF:**
\[
\mu \tilde{F}(t) \leq \int_0^\infty \tilde{F}(x)dx = \mu - \int_0^t \tilde{F}(x)dx \leq \mu - t\tilde{F}(t) \quad \text{because} \quad \tilde{F}(x) \geq \tilde{F}(t)
\]
for all \( x \leq t \). Thus, \( \tilde{F}(t) \leq \frac{\mu}{\mu + t} \) or \( F(t) \geq \frac{t}{\mu + t}, \ t \geq 0 \).

To show that the above bound is sharp we consider the following example. Let \( X \) be a nonnegative random variable such that
\[
P[X = 0] = \alpha \quad \text{and} \quad P[0 < X < a] = 0
\]
and for \( X > a \), the density is given by
\[
f(x) = (1 - \alpha) \frac{1}{\lambda} e^{-\lambda x} a^{\lambda x}
\]
where \( \lambda = a(1 - \alpha)^{-1}/(1 - \alpha)^2 \), and \( 0 < \alpha < 1 \) is chosen so that \( \alpha - (1 - \alpha)^2 > 0 \).

The expected value, \( \mu_d \), of the random variable \( X \) is given by
\[
\mu_d = (1 - \alpha) [a + \lambda]
\]
and the distribution function \( F \) is such that
\[
\tilde{F}_d(x) = \begin{cases} 
(1 - \alpha) & \text{for } 0 \leq x < a \\
(1 - \alpha) e^{(x - a)/\lambda} & \text{for } x \geq a,
\end{cases}
\]

Clearly, \( F \) is NWUE. Moreover, for \( x = a \)
\[
\frac{x}{x + \mu_d} = \frac{a}{a + \mu_d} = (1 - a) = F_0(a).
\]

implying that for any given \( \mu > 0 \), and for each \( a > 0 \), there exists a NWUE \( F_0 \) such that
\[
F_0(a) = \frac{a}{a + \mu}.
\]
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ABSTRACT

Let $f_1$ and $f_2$ map $[0,T]$ into the real numbers. A system is following either $f_1$ or $f_2$ and earning the associated reward $\int f_1$ or $\int f_2$, respectively. It is possible at any time to switch from $f_1$ to $f_2$ by paying a switching cost $b > 0$. We determine a switching policy which maximizes the total reward. Conditions which guarantee a planning horizon are established.

INTRODUCTION

In many endeavors one must choose one of two activities, each of which has a time-varying reward. There is usually a cost associated with switching from one activity to the other. Such is the case in fisheries, where a fisherman chooses each day to fit his boat for deep or shallow fishing, and this paper stems from a model of such behavior. We model this situation in the following way. Let $f_1$ and $f_2$ map $[0,T]$ into the real numbers. A system is following either $f_1$ or $f_2$ and earning the associated reward $\int f_1$ or $\int f_2$, respectively. It is possible at any time to switch from $f_1$ to $f_2$ by paying a switching cost $b > 0$. For example, if the system begins following $f_1$, switches at time $t_1 > 0$ to $f_2$, and then switches back to $f_1$ at time $t_2 > t_1$, the total reward is

$$\int_0^{t_1} f_1 + \int_{t_1}^{t_2} f_2 + \int_{t_2}^{T} f_1 - 2b.$$ 

The problem of optimal switching between two activities has been studied by Pekelman [2], who required switching to occur in a continuous fashion with a bounded rate. In our case, switching occurs instantaneously. Pekelman derived the nature of an optimal policy using Lagrange multipliers, and showed the existence of planning and forecast horizons. Our problem is simpler, and our analysis relies on dynamic programming. We also characterize planning horizons.

REDUCTION AND ASSUMPTIONS

A function $f$ is said to change sign at $t$ if $f$ takes both negative and positive values in any neighborhood of $t$. We assume

(A1) The set of points in $[0,T]$ where $f_1 - f_2$ changes sign is nonempty and finite. Let $0 < t_1 \leq t_2 \leq \ldots \leq t_n < T$ be an enumeration of this set.
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(A2) There is no interval in $[0,T]$ on which $f_1 - f_2$ is identically zero. A model which does not satisfy this assumption can be reduced to one which does.

We note that the performance of any policy is dominated by the performance of a policy which switches only on the set $[0, t_1, t_2, \ldots, t_n]$. If a policy mandates a switch at $s \in (t_k, t_{k+1})$, then the switch can be relocated from $s$ to $t_k$, $t_{k+1}$, or to coincide with some other switch in $(t_k, t_{k+1})$, so that the reward is not decreased. If two switches coincide, they can both be eliminated with no loss of reward. It is clear then that the switch at $s \cdot n$ be moved to $t_k$, $t_{k+1}$, or eliminated altogether.

This observation restricts our attention to policies which switch only at $0, t_1, t_2, \ldots$. Since there are only finitely many such policies, an optimal policy exists. Let $t_0 = 0$ and define

$$\alpha_k = \int_{t_k}^{t_{k+1}} (f_2 - f_1).$$

A policy which mandates following $f_2$ on the intervals $[t_k, t_{k+1}]$, $0 \leq t_1 < t_2 < \ldots < t_n \leq t_n$, earns reward

$$\sum_{k=1}^{n} \alpha_k + \int_0^T f_1 - cb,$$

where $c$ is the number of switches incurred by the policy. We have thus reduced our problem to the following sequential optimization model.

**M:** At each stage $k$, a system is in either state 0 or state 1. A policy $\pi = (\mu_0, \mu_1, \ldots, \mu_n)$ is a sequence such that each $\mu_k$ maps $[0,1]$ into $\{\text{Hold, Switch}\}$ or simply $\{H, S\}$. If the $k$-th state is $x_k$, then the $k$-th control is $u_k = \mu_k(x_k)$, the $(k+1)$-st state is

$$x_{k+1} = f(x_k, u_k) = \begin{cases} x_k & \text{if } u_k = H, \\ 1 - x_k & \text{if } u_k = S, \end{cases}$$

and the reward associated with $(x_k, u_k)$ is

$$g(x_k, u_k) = \begin{cases} 0 & \text{if } x_k = 0, u_k = H, \\ -b + \alpha_k & \text{if } x_k = 0, u_k = S, \\ \alpha_k & \text{if } x_k = 1, u_k = H, \\ -b & \text{if } x_k = 1, u_k = S. \end{cases}$$

We wish to find a policy $\pi$ which maximizes

$$J_\pi(x_0) = \sum_{k=0}^{n} g(x_k, u_k).$$

This is a finite stage, deterministic, dynamic programming model with two states and two actions. The dynamic programming algorithm for this model is simple and computationally feasible. This model has, however, a special feature which leads to a more efficient algorithm. It is apparent that whenever $0 \leq \alpha_k \leq 2b$ ($-2b \leq \alpha_k \leq 0$), there is nothing to be gained by switching from 0 to 1 (1 to 0) at stage $k$ and back to 0 (1) at stage $k+1$. To build on this observation, we define a model more general than $M$.

**DEFINITION:** We say a dynamic programming model $N$ is **alternating** if it has two states 0 and 1, two actions $H$ and $S$, system equation (1), one-stage reward (2) and objective functional (3). We require that $b \geq 0$ and $A = (\alpha_0, \alpha_1, \ldots, \alpha_n)$ is an ordered set of real numbers such that $\alpha_0 = 0$, and the nonzero members of the set have alternating signs. A policy for an alternating model is a sequence $\pi = (\mu_0, \mu_1, \ldots, \mu_n)$ such that $\mu_k$ maps $[0,1]$ into
We say \( \pi \) is feasible if \( \alpha_k = 0 \) implies \( \mu_k(x_k) = H \), regardless of the choice of \( x_0 \). We say \( \pi \) is optimal if \( \pi \) maximizes \( J_\pi(x_0) \) over all feasible policies (independent of \( x_0 \)), and the reward \( J_\pi(x_0) \) corresponding to an optimal \( \pi \) is called the value function.

The model \( M \) is an alternating model with every \( \alpha_k \) different from zero. Given an alternating model \( N \), we can construct a related alternating model \( \phi(N) \) by the following procedure:

(P) Let \( m \leq n \) be the largest integer for which \( \alpha_m \neq 0 \). If \( \alpha_m \) and \( \alpha_n \) are the only nonzero members of \( \mathcal{A} \), set \( \phi(\alpha_k) = \alpha_k \) \( k = 0, \ldots, n \). Otherwise, determine the index \( \hat{k}, 1 \leq \hat{k} \leq m - 1, \) of the smallest nonzero \( |\alpha_k| \). If more than one such \( |\alpha_k| \) exists, choose the smallest index. If \( |\alpha_k| > 2b \), let \( p = \max\{p | 0 \leq p \leq \hat{k} - 1, \alpha_p \neq 0\} \), \( q = \min\{q | q + 1 \leq n, \alpha_q \neq 0\} \), and set

\[
\phi(\alpha_k) = \alpha_k, \quad k \neq p, k \neq \hat{k}, k \neq q,
\]

\[
\phi(\alpha_p) = \alpha_p + \alpha_\hat{k} + \alpha_q,
\]

\[
\phi(\alpha_\hat{k}) = \phi(\alpha_q) = 0.
\]

The model \( \phi(N) \) is the model \( N \) with each \( \alpha_k \) replaced by \( \phi(\alpha_k) \). It is easily verified that \( \phi(N) \) is alternating.

Either the models \( \phi(N) \) and \( N \) are the same, or else \( \phi(N) \) is simpler than \( N \) is the sense that \( A_{\phi(A)} \) contains more zeroes than \( A_A \). For example, if \( A_A = (-1, 3, 0, 0, -2, 5) \) and \( b = 1 \), then \( A_{\phi(A)} = (-1, 6, 0, 0, 0, 0) \).

**LEMMA:** Let \( N \) be an alternating model and let \( \phi(N) \) be derived from \( N \) by procedure (P). Then every optimal policy in \( \phi(N) \) is also optimal in \( N \).

**PROOF:** Since every feasible policy in \( \phi(N) \) is feasible in \( N \) and leads to the same reward in both models, it suffices to show that both models have the same value function. We will show this by producing a policy which is optimal in \( N \) and feasible in \( \phi(N) \). There is nothing to prove when \( \phi(N) = N \), so we assume the contrary, i.e., \( |\alpha_k| \leq 2b \).

The dynamic programming algorithm for \( N \) takes the following form. For \( k = 0, 1, \ldots, n \), if \( \alpha_k \neq 0 \),

\[
J_k(0) = \max \left\{ J_{k+1}(0), -b + \alpha_k + J_{k+1}(1) \right\}
\]

\[
J_k(1) = \max \left\{ \alpha_k + J_{k+1}(1), -b + J_{k+1}(0) \right\}
\]

while if \( \alpha_k = 0 \),

\[
J_k(0) = J_{k+1}(0),
\]

\[
J_k(1) = J_{k+1}(1),
\]

where \( J_{n+1}(0) = J_{n+1}(1) = 0 \). Define \( \pi = (\mu_0, \mu_1, \ldots, \mu_n) \) by

\[
\mu_k(0) = \begin{cases} H & \text{if} \quad J_k(0) = J_{k+1}(0), \\ S & \text{if} \quad J_k(0) > J_{k+1}(0), \end{cases}
\]

\[
\mu_k(1) = \begin{cases} H & \text{if} \quad J_k(1) = \alpha_k + J_{k+1}(1), \\ S & \text{if} \quad J_k(1) > \alpha_k + J_{k+1}(1). \end{cases}
\]

The policy \( \pi \) is optimal for \( (N) \) [1, p. 50]. We show it is feasible for \( \phi(N) \), i.e., for any initial state \( x_0 \).
S.F. SRIWE:

(10) \[ \mu_k(x_k) = H. \]
(11) \[ \mu_{k+1}(x_{k+1}) = H. \]

Observe first that (4)-(7) imply

(12) \[ J_k(0) \leq b + J_k(1), \quad k = 0, 1, \ldots, n + 1. \]
(13) \[ J_n(1) \leq b + J_{n+1}(0), \quad k = 0, 1, \ldots, n + 1. \]

Recall that \( \alpha_k \neq 0 \) and \( |\alpha_k| \leq 2b \). Since \( J_{n+1} = J_n \) and \( J_{n+1} = J_n \), we can and do assume for simplicity of notation that \( \tilde{p} = k - 1, \tilde{q} = k + 1 \). Thus, we have \( |\alpha_{k-1}| > |\alpha_k|, |\alpha_{k+1}| \geq |\alpha_k| \).

We assume \( \alpha_k < 0 \). The other case is treated similarly. We have

\[ \alpha_{k-1} > 0, \quad \alpha_{k+1} > 0. \]

From (12) we have

\[ -b + J_{k+2}(0) \leq J_{k+2}(1) < \alpha_{k+1} + J_{k+2}(1), \]
so (5) and (9) imply

(14) \[ J_{k+1}(1) = \alpha_{k+1} + J_{k+2}(1), \quad \mu_{k+1}(1) = H. \]

Since \( \alpha_k < 0 \), (13) implies

\[ -b + J_{k+1}(1) < -b + J_{k+1}(1) \leq J_{k+1}(0), \]
so from (4) and (8) we have

(15) \[ J_k(0) = J_{k+1}(0), \quad \mu_k(0) = H. \]

Since \( |\alpha_k| \leq |\alpha_{k+1}| \), we have from (12),

\[ -b + J_{k+2}(0) \leq J_{k+2}(1) \leq \alpha_k + \alpha_{k+1} + J_{k+2}(1). \]

Since \( |\alpha_k| \leq 2b \), we also have

\[ -2b + \alpha_{k+1} + J_{k+2}(1) \leq \alpha_k + \alpha_{k+1} + J_{k+2}(1). \]

Together with (4) and (14), these inequalities yield

\[ -b + J_{k+1}(0) \leq \alpha_k + \alpha_{k+1} + J_{k+2}(1) = \alpha_k + J_{k+1}(1). \]

From (5) and (9) we now have

(16) \[ J_k(1) = \alpha_k + J_{k+1}(1), \quad \mu_k(1) = H. \]

Equations (15) and (16) imply (10). It remains to establish (11).

Since \( \alpha_{k+1} > 0, (5), (9) \) and (12) imply \( \mu_{k+1}(1) = H. \) If \( J_{k+2}(0) \geq -b + \alpha_{k+1} + J_{k+2}(1) \), then (4) and (8) imply

\[ J_{k+1}(0) = J_{k+2}(0), \quad \mu_{k+1}(0) = H, \]
and (11) follows. On the other hand, if \( J_{k+2}(0) < -b + \alpha_{k+1} + J_{k+2}(1) \), then

(17) \[ J_{k+1}(0) = -b + \alpha_{k+1} + J_{k+2}(1), \quad \mu_{k+1}(0) = S. \]

and (11) will hold if and only if \( x_{k+1} = 1 \) (independent of the choice of \( x_0 \)). Since \( \alpha_{k+1} + \alpha_k > 0 \), (15), (17), (14) and (16) imply
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\[ J_k(0) = J_{k-1}(0) = -h + \alpha_{k-1} + J_{k-1}(1) \]
\[ \leq -h + \alpha_k + \alpha_{k-1} + J_k(1) \]
\[ = -h + \alpha_k + J_k(1) \]
\[ = -h + \alpha_k + J_k(1). \]

From (4) and (8) we see that

\[ J_{k-1}(0) = -h + \alpha_{k-1} + J_{k-1}(1), \quad \mu_{k-1}(0) = S. \]

Since \( \alpha_{k-1} > 0 \), (12) implies

\[ -h + J_k(0) \leq J_k(1) \leq \alpha_{k-1} + J_k(1), \]

and (5) and (9) yield

\[ J_k(1) = \alpha_k + J_k(1), \quad \mu_k(1) = H. \]

Equations (1), (18) and (19) imply \( x_1 = 1 \). Equations (1) and (16) imply \( x_{k-1} = 1 \), as was to be proved. Q.E.D.

We state now a theorem which gives a simple construction of an optimal policy for an alternating model \( N \) for which \( \phi(N) = N \). We show also that any alternating model can be reduced to this case.

THEOREM: Let \( N \) be alternating model for which \( \phi(N) = N \). If \( A_\lambda \) has only two nonzero members \( \alpha_0 \) and \( \alpha_m \), then an optimal policy \( \pi = (\mu_0, \mu_1, \ldots, \mu_m) \) for \( N \) is given by

\[ \mu_k(x_k) = H, \quad k \neq 0, k \neq m, \]

(20)

\[ \mu_m(x_m) = \begin{cases} 
S & \text{if } x_m = 0, \alpha_m > b \\
H & \text{otherwise}.
\end{cases} \]

(21)

\[ \mu_m(x_m) = \begin{cases} 
S & \text{if } x_0 = 0, -b + \alpha_0 + J_m(1) > J_m(0), \\
H & \text{otherwise},
\end{cases} \]

(22)

\[ \mu_0(x_0) = \begin{cases} 
S & \text{if } x_0 = 0, -b + J_0(0) > \alpha_0 + J_m(1), \\
H & \text{otherwise}.
\end{cases} \]

where

\[ J_m(0) = \max \{0, -b + \alpha_m\}, \]
\[ J_m(1) = \max \{\alpha_m, -b\}. \]

If \( A_\lambda \) has more than two nonzero members, then the policy defined by

\[ \mu_k(x_k) = \begin{cases} 
S & \text{if } x_k = 0, \alpha_k > b, \\
H & \text{otherwise}.
\end{cases} \]

(23)

\[ \mu_k(x_k) = \begin{cases} 
S & \text{if } x_k = 1, \alpha_k > -b, \\
H & \text{otherwise}.
\end{cases} \]

is optimal for \( N \). If \( \phi(N) \neq N \), then there exists some positive integer \( i \) such that \( \phi^{-1}(N) = \phi^i(N) \), and any optimal policy for \( \phi^i(N) \) is also optimal for \( N \).
PROOF: For the trivial case where \( A \) has only two nonzero members, the optimality of the policy given by (20)-(22) follows directly from the dynamic programming algorithm (4)-(9). Suppose now \( A \) has three or more nonzero members and \( m \) is the largest index with \( a_m \neq 0 \). Since \( \phi(N) = N \), \( a_m \neq 0 \) implies \( |a_k| > 2b \) for \( 1 \leq k \leq m - 1 \). The optimality of (23) follows from (4)-(9), (12) and (13). Finally, if \( \phi(N) \neq N \), then \( A_{\phi(N)} \) contains fewer nonzero elements than \( A \). After finitely many iterations of \( \phi \), we must obtain \( \phi(N) \) such that \( \phi(N) = \phi(N) \). Q.E.D.

EXISTENCE OF PLANNING HORIZONS.

Suppose in an alternating model \( N \) we have \( a_k > 2b \) for some \( k \). Then, in the notation of procedure (P), either \( \phi(a_k) = a_k \), \( \phi(a_k) = a_k + a_{k+1} \geq a_k \), or \( \phi(a_k) = 0 \). The last case occurs if \( k = \tilde{q} \), in which case \( \tilde{q} < k \), \( \phi(a_p) = a_p + a_{k+1} \geq a_k \), and \( \phi(a_{p+1}) = \ldots = \phi(a_{k+1}) = 0 \). For any \( i \), we will have either \( \phi'(a_{k+i}) \geq a_{k+i} > 2b \), or else \( \phi'(a_{k+i}) > 2b \), where \( i < k \) and \( \phi'(a_{k+i+1}) = \ldots = \phi'(a_{k-1}) = 0 \). If \( \phi'(N) = \phi(N) \), then the optimal policy of the Theorem guarantees that \( s_{k+1} = 1 \). Thus, we can disregard \( a_j \) for \( j \geq k + 1 \) in determining an optimal policy for stages 0 through \( k \). If \( a_k < -2b \), a similar argument holds, where now we have \( s_{k+1} = 0 \).

In conclusion, if \( |a_k| > 2b \), or for any \( i \geq 1 \), \( |a_{k+i}| > 2b \), then we can solve the smaller problem of optimal switching between any stage \( h < k \) and stage \( k \) independent of the values of \( a_j \), where \( j \) does not satisfy \( h < j < k \), and the policy thereby obtained will be part of an optimal policy for the full problem.
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