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Measurements at very high rare gas densities have yielded the contribution of trimer molecules, e.g., NaNe, to the absorption and stimulated emission continuum of metal vapor-rare gas excimers. Attempts to obtain a sufficiently high electron and excited state temperature in a pulsed discharge in high pressure metal vapor-rare gas mixtures were unsuccessful because of the approach of the system to local thermodynamic equilibrium and the limited peak electrical energy available. A model was developed to describe (continued)
the temporal growth of the cathode fall in an electron-beam initiated electric discharge. The electron drift tube technique for the measurement of electron excitation coefficients was applied to the $^1D_2$ and $^1D_2$ metastable states of $N_2$ and $O_2$, respectively, and was extended to make possible laser absorption measurements of excitation coefficients for the $^3P_2$ metastable and $^3P_1$ resonance states of $Ne$. Experimental measurements of fluorescent intensities from the resonance state of Na with white light and laser excitation, show agreement with theory when the theory is modified to include hyperfine structure and the non-radiative transport of resonance excitation.
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I. FINAL REPORT SUMMARY

The projects carried out under this contract are summarized below. The publications describing these results in detail are given in Section II of this report. All references in this section are to publications in Section II or, in the case of as yet unpublished results, to papers presented at various conferences.

A. Generation and Interpretation of Molecular Continuum Radiation
   (Project Leader - Dr. A. C. Gallagher)

   The objective of this project was to extend previous measurements and analyses of the continuum radiation emitted by metal atom-rare gas excimers to the highest rare gas densities of proposed lasers and to extend the measurements to a metal vapor, Mg, characteristic of column II of the periodic table.

   Measurements at very high rare gas densities\(^1\)\(^-\)\(^4\) demonstrated the importance of trimer molecules, such as NaXe\(_2\) and led to the development of a successful model for predicting the fluorescent intensity and the stimulated emission coefficients for the continuum radiation emitted by these molecules. This model makes possible extrapolation of the data obtained for various metal atom-rare gas atom systems at relatively low rare gas densities to the higher gas densities of potential lasers.

   In the course of measurements at very high rare gas densities it was necessary to measure and interpret the spectral distribution of intensity near the cores of the resonance lines of thallium\(^2\) and sodium\(^3\),\(^4\). This data provides a means of normalizing the continuum data to the gas density and the resonance line transition probability.
The continuum spectra of the MgXe molecule was measured in order to characterize the spectra of molecules formed when rare gas atoms collide with excited atoms of the light elements of Column II of the periodic table. The moderate stimulated emission coefficient for MgXe and the higher excitation potential of the Mg atom mean that a higher excitation temperature is required for laser gain for Mg-Xe than for Na-Xe. The trends among the possible metal vapor-rare gas molecular excimers and the excitation conditions required for efficient laser operation were summarized in a review paper on metal vapor excimers.

On the basis of the measurements and analyses of metal vapor excimer spectra completed under this project, it was concluded that the NaXe system offered many advantages for further investigation as the working medium for an efficient, high power laser. Among these advantages were the requirement of a relatively low excitation temperature of about 0.6 eV for the Na(3P) resonance state in order to obtain population inversion in the high gain portion of the A-X band of NaXe, a relatively high vapor pressure at workable temperatures, and the availability of a relatively large body of collision cross section and rate coefficient data for electrons, excited atoms and ions in the Na-Xe mixture. It was also concluded that electric discharge excitation of the Na-Xe molecules offered the possibility of an efficient, high power laser system.

B. Metal Vapor-Rare Gas Discharges
(Project Leader - Dr. A. C. Gallagher)

On the basis of our measurements and analyses of the continuum spectra of metal vapor-rare gas molecules, see Section IA, attempts were made to operate electrical discharges in metal vapor-rare gas mixtures with the
characteristics needed for efficient, high power lasers. The Na-Xe system was chosen for the initial studies because of the relatively low excitation and gas temperatures required and because of the possibilities for extensive modeling of these discharges. The experimental results for the Na-Xe discharges showed the existence of a stable, pulsed discharge mode lasting several microseconds at the desired Na densities of \(10^{15}-10^{16} \text{ cm}^{-3}\) and Xe densities of \(10^{19}-10^{20} \text{ cm}^{-3}\) at input powers of 10-100 MW/liter. However, the excitation temperatures for the Na\((3\, P)\) state and the presumed electron temperatures were only about 0.4 eV compared to the value of about 0.6 eV needed for successful laser operation. These experiments showed that the higher excited states of the Na atoms and the Na\(^+\) ions were populated at concentrations near those expected for local thermodynamic equilibrium.

Similar experiments were carried out with the MgXe mixtures. In addition to providing the data on the MgXe excimer continuum referred to in Section IA, these experiments showed that one can obtain stable, pulsed discharges in Mg-Xe mixtures at Mg and Xe densities and electrical input powers of laser interest. However, as in the case of Na-Xe discharges, the excitation and electron temperatures were too low to yield optical gain at wavelengths of laser interest.

An extensive model of electrical discharges in Na-Xe mixtures was developed for use in understanding and extrapolating our experimental data. The model includes sixteen excited states of Na, three ions (Na\(^+\), NaXe\(^+\) and Na\(_2\)\(^+\)), and the excimer levels of NaXe and Na\(_2\). The degree of ionization is determined by a balance between collisional multistep
excitation and ionization of excited Na and dissociative recombination of electrons with Na$_2^+$. The relative excited state densities predicted by this model can be brought into agreement with our experiments by choosing an unexpectedly high state of Na as the product of the dissociative recombination of electrons and Na$_2^+$. We were unable to obtain satisfactory agreement between the calculated and measured electrical energy inputs for given densities of Na, Xe and electrons. The model suggests that successful NaXe excimer laser operation might be obtained by using sufficiently high Na and Xe densities and a short (< 100 ns), high current density electric discharge.

C. Stability of Discharges in Weakly Ionized Gases
(Project Leader - A. V. Phelps)

The objective of this project was to extend our previous calculations of the growth of radial constrictions in a weakly ionized gas discharge to include calculations of effect of axial inhomogeneities. When the three-dimensional solutions proved too difficult because of the large computer resources required to solve the cathode fall region of the discharge, we decided to concentrate on obtaining solutions for the one-dimensional cathode region to be used in future three-dimensional models. The geometry chosen for these calculations corresponded to that of an electron beam initiated, electric discharge laser. The model shows that after a period of reduced electric field near the peak of the initial ionization, the field at the cathode increases as the electrons are swept toward the anode. This increased field causes an ionization wave to move toward the cathode to form the cathode flow. The field and charge distributions in
the cathode region are essentially independent of the gap length. A potentially serious problem with this model occurs as the electric fields near the cathode increase toward their large, steady-state values. It is our use of ionization rate coefficients depending only on the local electric field strength. This problem is currently being investigated under another contract in connection with calculation of ionization coefficients at high electric fields.

D. Electron Excitation of Molecular and Atomic Metastables
(Project Leader - A. V. Phelps)

The overall objective of this project was the measurement and analyses of excitation coefficients for the production of metastable states of O₂, N₂, and Ne so as to provide data required for the prediction of rates of excited state and electron-ion production in gas discharge devices and systems utilizing these gases, e.g., the discharge excited oxygen-iodine laser, electron beam propagation in air, and the neon-halogen laser. This project utilizes and extends the very significant improvements in the electron drift tube technique which have recently been made in this laboratory.

The measurements and analyses of coefficients for the electron excitation of the O₂(b¹Σ) state \(^{10}\) were undertaken in order to provide data on the excitation of this molecule under conditions appropriate to electrical discharges. The O₂(b¹Σ) state was chosen for this initial investigation of O₂ because it emits in the photomultiplier wavelength region (762 nm) and its radiative lifetime (13 sec) is not too long compared to lifetimes against collisional quenching (\(\sim\)30 msec). The measured lifetimes against
quenching were much longer than the accepted values and so were verified by an auxiliary experiment\textsuperscript{11} utilizing laser excitation of \textsuperscript{3}O\textsubscript{2}. The measured excitation coefficients are in reasonable agreement with predicted values at low mean electron energies (<0.8 eV) but are as much as a factor of three above predictions at moderate mean electron energies (∼3 eV). Attempts to determine the excited states and deexcitation processes involved in this apparent cascading from higher excited states of \textsuperscript{3}O\textsubscript{2} are continuing under another contract.

The measurements and analyses of collisional deexcitation rate coefficients\textsuperscript{12} and electron excitation coefficients\textsuperscript{13} for the \textsuperscript{3}N\textsubscript{2}(A\textsuperscript{3}Σ\textsuperscript{+}) metastable state and excitation coefficients for the \textsuperscript{3}N\textsubscript{2}(C\textsuperscript{3}π\textsubscript{u}) radiating state\textsuperscript{14} were made in order to provide data necessary for the modeling of electric discharge systems containing \textsuperscript{3}N\textsubscript{2}, e.g., the well known \textsuperscript{3}N\textsubscript{2} uv laser utilizing the C\textsuperscript{3}π state and proposed lasers utilizing energy transfer from the \textsuperscript{3}N\textsubscript{2}(A\textsuperscript{3}Σ) state. Analysis of the excitation coefficient data for the \textsuperscript{3}N\textsubscript{2}(A\textsuperscript{3}Σ) state shows that under steady-state or electron-beam-sustained electric discharge conditions the excitation coefficients for this state are virtually independent of the cross section for direct electron excitation of the \textsuperscript{3}N\textsubscript{2}(A\textsuperscript{3}Σ) state and are determined by the very large cross sections for excitation of the vibrational levels of \textsuperscript{3}N\textsubscript{2}. The analyses of the \textsuperscript{3}N\textsubscript{2}(C\textsuperscript{3}π) state data show that it is important to take into account the details of the excitation cross section near threshold. Finally, we find\textsuperscript{15} that using conventional solutions of the Boltzmann equation and a given set of collision cross sections for electrons in \textsuperscript{3}N\textsubscript{2} we obtain poor agreement (∼30%) between calculated values of the electron excitation
coefficients for the $N_2(A^3Σ)$ state and the electron transport coefficients. As yet incomplete work under another contract suggests that this discrepancy is the result of the failure of the conventional techniques for solution of the Boltzmann equation when the inelastic cross sections are large.

The measurements of electron excitation coefficients for the lowest metastable and radiating states of neon, i.e., the Ne($^3P_2$) and Ne($^3P_1$) states, were made in order to provide data necessary for the understanding and design of electric discharge excited lasers utilizing mixtures of neon with gases such as xenon and chlorine. The more conventional electron beam techniques had been able to provide only the sum of the excitation cross sections for the lower metastable and radiating states. Because of the very long radiative lifetimes for Ne($^3P_2$) atoms the observation of emission is not possible and we have developed a very sensitive multipath, laser absorption technique for measuring the density of excited neon atoms. An initial analysis of the resultant excitation coefficient data shows that about 25% of the calculated total excitation appears as excitation of the Ne($^3P_2$) state. Similarly for the Ne($^3P_1$) state. Analyses of the experimental data and the preparation of a publication of these results are continuing.

E. Scattering, Transport and Excitation Transfer of Resonance Excitation in Gases
(Project Leaders - A. V. Phelps and A. C. Gallagher)

The experiments carried out under this project were designed to provide data essential to the understanding and prediction of the role of atoms excited to the resonance state in electrical discharges and in systems where optical excitation of atoms is used. Such data is necessary, for example, in analyses of the pulsed discharges in Na-Xe mixtures discussed in Section IB of this report.
The initial phase of this project was the completion of measurements and analyses of the transport of resonance excitation under white light excitation in pure Na and in Na–N₂ mixtures. These results showed that when the theory of resonance radiation transport is modified to take into account hyperfine structure of the resonance line it is able to predict the magnitude and spectral distribution of the fluorescence. Because of the broadband excitation used, these experiments are insensitive to the occurrence of the non-radiative transport of resonance excitation.

The second phase of this project was the measurement of rate coefficients for the collisional transfer of excitation among lower excited states of Na and Na₂. These experiments yielded rate coefficients for the transfer of excitation from the Na(3P) state to the Na₂(\text{3Π}_\text{u}) and Na₂(\text{AΠ}_\text{u}) states and for the destruction of the Na₂(\text{3Π}_\text{u}) state by dissociation to form Na(3P) atoms and ground state atoms.

A third phase of this project was the initiation of measurements and analyses of the transport of resonance excitation using a single mode laser to excite the Na atoms rather than the white light source used in our earlier experiments. These experiments show that when the laser is tuned to the peak of the resonance line absorption profile the excited atoms are produced very close to the cell entrance window and are rapidly destroyed as a result of a non-radiative or diffusion type transport to the window. This type of excited atom loss is expected to be important whenever there is a large gradient in the excited atom density and to significantly reduce the efficiency of optical pumping experiments when the source is tuned to the center of the resonance line.
F. References
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Noble-gas broadening of the $6^2P_{1/2}-7^2S_{1/2}$ (377.6 nm) $6^2P_{3/2}-7^2S_{1/2}$ (535 nm) thallium lines

B. Cheron, R. Scheps, and A. Gallagher
Joint Institute for Laboratory Astrophysics, National Bureau of Standards and University of Colorado, Boulder, Colorado 80309
(Received 7 September 1976)

The shapes of the thallium (Tl) 535- and 377.6-nm resonance lines broadened by 500-1500 Torr of noble gases have been measured at 743 K. The reported normalized emission intensities yield absorption coefficients in absolute units for all portions of the line. The shift and broadening of the Lorentzian-shaped line cores, the wavelengths of the transition to non-Lorentzian wings, wing shapes, and satellite positions, shapes, and intensities are reported. As an example, a pair of excited and ground-state interaction potentials are given for the Xe case to explain the shift, width, and intensities in all portions of the line wings.

I. INTRODUCTION

The lowest thallium (Tl) atomic levels are represented on Fig. 1. The ground state $6^2P_{1/2}$ belongs to the $6s^26p$ configuration. The other component of the doublet ($6^2P_{3/2}$) lies 7800 cm$^{-1}$ above the ground state and is metastable. In our experiment Tl atoms are optically excited from the ground state to the $6s^27s$ ($7^2S_{1/2}$) state in the presence of noble gases and the shapes of the two subsequent fluorescence lines at 377.6 and 535 nm are studied (hereafter called the uv line and the green line, respectively). The purpose of this work is (1) to measure the shift and broadening coefficients of these two lines due to collisions with noble gases (the impact theory predicts for isolated lines a Lorentzian core of the line with a shift and width that are proportional to the density of perturbers), (2) to determine the approximate wavelength of transition between Lorentzian and non-Lorentzian broadening, and (3) to measure the line-wing intensities in the non-Lorentzian region, including the positions and intensities of the satellites. The present report emphasizes the line core and the spectral regions $|\Delta \lambda| < 10$ nm for each line, where $\Delta \lambda = \lambda - \lambda_0$ and $\lambda_0$ is the unperturbed wavelength of the line. In the region $|\Delta \lambda| > 10$ nm the spectrum is highly temperature dependent due to population factors, and as a consequence it can be analyzed using the quasistatic theory to yield the interatomic potentials. This is rather involved and has been reported in another paper.

II. EXPERIMENT AND RESULTS

The reported measurements and analysis are very similar to previously reported measurements of the Rb and Li resonance lines broadened by noble gases, so we give only a brief description here.

A cell containing $10^{-7}$ to $10^{-5}$ Torr of natural Tl (29.5% $^{203}$Tl and 70.5% $^{205}$Tl) and up to 1500 Torr of noble gas is illuminated by light from a Tl resonance lamp filtered by an interference filter centered at 377.6 nm. The fluorescence intensity was measured with a 0.75-meter double monochromator equipped with two 2400-grooves/mm holographic gratings, and a cooled GaAs photomultiplier.

As described in Ref. 2 the line shape was obtained by combining scans of different slit width and resolution. This yields line-wing intensities unaffected by instrumental resolution but line-center shapes, typically $|\Delta \lambda| < 0.04$ nm, that are distorted by the instrumental resolution. Measurements were generally made at pressures where the broadened linewidth exceeded the instrumental width, and both greatly exceeded the Doppler width. Then the actual broadening could be accurately determined from comparisons of the measured line-center profiles with theoretical convolutions of Lorentzian lines with the instrument function. This is described in more detail below.

FIG. 1. Lowest three atomic levels of thallium.
The instrument function was determined with an air-cooled low-pressure isotopic mercury lamp (\(^{199}\text{Hg}) using the 365 and 546-nm lines. The resolution was \(-0.005\) nm at 546 nm and \(-0.006\) nm at 365 nm for the 12-\(\mu\)m spectrometer slit opening used to obtain the line-center data \((|\Delta \lambda| < 0.05\) nm). For the line-center data the output slit position was scanned mechanically to avoid grating-drive irregularities. The accuracy in this scanning was limited by a periodic nonlinearity, with a deviation from linearity of about 4\%. The resulting \(-4\%\) uncertainty in apparent linewidth made a small contribution to the typical \(-10\%\) total uncertainty in the broadening. For \(|\Delta \lambda|\) greater than about 0.05 nm, conventional grating driving was used, which did not cause irregularities on the lower resolution scale of the line-wing data.

The fluorescence intensities are reported as normalized emission coefficients \(I(k)/N\int I(k)\,dk\) for each line, where \(I(k)\) is the fluorescence intensity per wave number, \(k = 1/\lambda, k_0 = 1/\lambda_0, \Delta k = k - k_0, N\) is the noble gas density and the integral is over one line from \(k_0 - W\) to \(k_0 + W\), where \(W \geq 50\,\text{cm}^{-1}\). For the pressures in our experiment this emission coefficient is independent of the Tl and noble-gas densities for wavelengths outside the Lorentzian-core region (indicating that binary interactions with the perturber rather than three-body collisions are dominant). This emission coefficient is related to the absorption coefficient by simple thermodynamic factors equivalent to the Einstein \(A - B\) relations.\(^3\)

Since radiative trapping attenuates the center of a line, thereby yielding erroneous normalized wing intensities [due to inaccuracy of \(\int I(k)\,dk\)], it is necessary to measure these emission coefficients from optically thin Tl vapor, or in the limit of zero Tl density. This Tl experiment is particularly simple in this regard as the \(6^2P_{3/2}\) metastable state is very slightly populated thermally and the \(7^2S_{1/2} - 6^2P_{3/2}\) (green) line should not be radiatively trapped since, as explained later, the \(6^2P_{3/2}\) state is not optically pumped. Thus the green line shape can be measured at relatively high Tl densities (\(-10^{-5}\) Torr), providing larger signals. Furthermore, if the ratio \(R\) of the uv to green-line total intensities is measured once in the absence of radiation trapping \((R = R_0)\), this can be used to correctly normalize uv line-wing data taken in the presence of radiation trapping in the center of the uv line. In the present experiments the light intensity was low enough and the \(6^2P_{3/2}\) state quenching rate due to molecular impurities (probably \(-10^{-3}\) Torr in \(10^{-3}\)-Torr noble gas) high enough, so that insignificant optical pumping of the \(6^2P_{3/2}\) state occurred. This was confirmed by the fact that the ratio \(R\) was not affected by lowering the intensity of the excitation lamp. Then \(R\) was measured in the limit of zero Tl density to obtain \(R_0\), and all the line-wing data were normalized to the green line. During the line-shape measurements \(R\) was typically 10\% lower than \(R_0\). The shape of the uv line core was measured at relatively lower Tl densities (estimated \(-10^{-5}\) Torr), where typically \(-3\%\) attenuation of the line peak occurred. This causes a few percent apparent broadening, but was deemed too small to warrant a correction.

The emission coefficients for perturber pressures between 500 and 1500 Torr are given in Fig. 2 for the uv line and in Fig. 3 for the green line. These spectra represent the actual fluorescence intensity distribution, essentially unaffected by instrument resolution, for \(|\Delta \lambda| > 0.05\) nm. The solid lines in Figs. 4 and 5 represent the measured emission coefficients in the line-core region for the uv and the green lines, respectively, for various pressures. These spectra are influenced by the instrumental resolution. The experimental results are compared to theoretical convolutions of the instrument function with the Lorentzian-broadened components corresponding to the thal-
lum hyperfine structure. As the isotope shift is minor, only hyperfine components, shown in Figs. 4 and 5, were used. The Doppler contribution to the line shape is very minor and is partly included in the instrument function. The same Lorentzian parameters \( \gamma \) and \( \Delta \) in \( \gamma (\gamma + 1) + (\Delta k - \Delta)^2 \) are used for each component. The relative intensity of the different components would be statistical for white-light excitation or complete collisional mixing, but the lamp spectrum is less at the weaker (smaller \( F \)) components and the \( 7^2S_{1/2} \) state is not easily depolarized by noble-gas collisions. Thus the hyperfine component intensities arising from the smaller \( 7^2S \) state \( F \) components had to be decreased about 20% from statistical to fit the experimental spectra. The convolutions are calculated with \( \Delta = 0 \) and then shifted to yield optimum visual fits in the line-core region. The \( \gamma \) parameters are chosen to optimize the fits in the line-core region where the lines appear to be nearly Lorentzian. The comparisons are shown in Figs. 4 and 5. It can be seen that except for He (uv and green lines) and Ne (uv line), a good fit to the Lorentzian convolution is obtained in the line-core region. The misfit for the He and Ne cases is not severe, and
FIG. 5. Same as Fig. 4 for the Tl 535-nm line except that for each perturber case the upper line is for 500 Torr, the middle for 1000 Torr and the lower for 1500 Torr.

FIG. 6. Shifts $\Delta$ (dashed lines) and full Lorentz widths $\gamma$ (solid lines) of the 377.6-nm line obtained from Fig. 4.

is attributed primarily to instrumental effects.

The shift ($\Delta$) and full width ($\gamma$) of the Lorentzian portion of the lines are plotted versus density of perturber in Fig. 6 for the uv line and Fig. 7 for the green line. The slopes of the fitted lines in Figs. 6 and 7 are reported as shift and broadening rates in Table I. Also included in this table is the estimated value of the wavelength of the transition between Lorentzian and non-Lorentzian broadening from the convolution fitting in Figs. 4 and 5. This transition point is the estimated point of departure of the actual wing slope from that predicted by the Lorentzian convolution. In Table II, we give the effective power dependence $n$, in $I \propto |k - k_0 - \Delta|^n$, of the wing intensities in these non-Lorentzian regions adjacent to the Lorentzian core (see Figs. 2 and 3). The fitted wavelength range is also given. This is not intended to imply actual power-law intensity dependences; rather there is a region on each wing where a power law gives a good fit across 1–2 decades in intensity.
They can be analyzed with the use of the quasistatic theory to yield information about the interatomic potentials at internuclear separations \( R \) of typically 3–4 Å. The satellites, attributed to extrema in the difference potential \( \Delta V(R) = V^*(R) - V(R) \) in the 4–8 Å regions, yield information about these portions of the potentials. The intensities in the wings adjacent to the Lorentzian core of the lines yield information on the 8–12 Å parts of the potentials. Finally, the broadening and shift are related to the potentials in the region of the Weisskopf radius, typically 12–20 Å. \( C_e \) coefficients based on isolated atomic properties also yield potentials in these large-\( R \) regions. Thus when absolute intensity information is available in all these portions of the line it provides a very powerful tool for determining the interatomic potentials \( V^*(R) \) and \( V(R) \) for the upper and lower states of the transition. The inversion of the data to yield these potentials is almost unique in the small-\( R \) regions where \( [V^*(R) - V^*(\infty)]/kT \approx 1 \), since thermal population (Boltzmann) factors yield large temperature dependences that depend on the potentials. The inversion of the data in other portions of the line to yield \( V^*(R) \) and \( V(R) \) is much less unique. Nonetheless, we will demonstrate that this inversion can sometimes be done with surprisingly little ambiguity, and we give here an example. This analysis is much simpler if the atomic interactions produce only a single \( V^*(R) \) and \( V(R) \); so we choose the Tl 7\(^{2}S_{1/2}\)–6\(^{2}P_{1/2} \) (uv) line for the example as it satisfies this criterion. [The Tl (6\(^{2}P_{3/2} \)) state splits into two \( V(R) \) and must be analyzed in terms of superpositions of bands.] We will describe the Tl-Xe case in detail, since the other cases can be generalized from this with very minor changes.

The analysis of the temperature-dependent far-wing intensities (\( \Delta \lambda > 15 \) Å in Fig. 2) to yield \( V^*(R) \) and \( V(R) \) in the 3–4 Å region have already been described in Ref. 1 and will not be repeated here. These \( V^*(R) \) and \( V(R) \) are shown for the Tl-Xe case considered here in Fig. 8. We will now extend that analysis to the remaining, larger-\( R \) regions. We will assume a familiarity with the quasistatic theory as described in Ref. 1 and references cited therein. For the more polarizable noble-gas cases (Ar, Kr, and Xe) we expect \( V^*(R) \) to be more attractive at long range than \( V(R) \), since the excited-state wave function is much larger and more polarizable, i.e., \( C_e > C_\infty \) in \( V^*(R) - V^*(\infty) = C_e R^{-\kappa} \) and \( V(R) - V(\infty) = C_\infty R^{-\kappa} \). This is also required to explain the large red-wing intensities for these cases (Fig. 2). Thus \( \Delta V(R) - \Delta V(\infty) \) must be negative at large \( R \) (R > 8 Å in Fig. 8) and approach zero with a positive slope as \( R \to \infty \).

III. INTERATOMIC POTENTIALS FROM THE DATA

The far wings of these broadened Tl lines are due to close-range Tl–noble-gas interactions.

FIG. 7. Shifts \( \Delta \) (dashed lines) and full Lorentzian widths \( \gamma \) (solid lines) of the 535-Å line obtained from Fig. 5.

The fit typically determines \( \mu \) with about ±5% accuracy. Finally, we give in Table III the estimated position of the centers of the satellites in Figs. 2 and 3 and compare with other data. In many cases these satellites are so broadened that they are mere inflections whose centers are ill defined.
TABLE I. Shift \( \Delta \) and full width \( \gamma \) of the Lorentzian line core.*

<table>
<thead>
<tr>
<th>Line</th>
<th>Perturber</th>
<th>( \Delta/N ) (cm(^{-1})/r.d.)</th>
<th>( \gamma/N ) (cm(^{-1})/r.d.)</th>
<th>( k - k_0 ) at non-Lorentzian (^b) transition zone (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>377.6 nm</td>
<td>He</td>
<td>+0.13 ± 0.03 (^c)</td>
<td>1.06 ± 0.1</td>
<td>+7 -28</td>
</tr>
<tr>
<td></td>
<td>Ne</td>
<td>-0.070 ± 0.02</td>
<td>0.44 ± 0.05</td>
<td>... d -14</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>-0.27 ± 0.04</td>
<td>1.01 ± 0.06</td>
<td>+1.0 -1.2</td>
</tr>
<tr>
<td></td>
<td>Kr</td>
<td>-0.23 ± 0.05</td>
<td>0.91 ± 0.07</td>
<td>+1.0 -1.0</td>
</tr>
<tr>
<td></td>
<td>Xe</td>
<td>-0.27 ± 0.05</td>
<td>0.98 ± 0.1</td>
<td>+0.85 -1.0</td>
</tr>
<tr>
<td>535 nm</td>
<td>He</td>
<td>+0.065 ± 0.015</td>
<td>0.91 ± 0.06</td>
<td>+9 -12</td>
</tr>
<tr>
<td></td>
<td>Ne</td>
<td>-0.085 ± 0.02</td>
<td>0.40 ± 0.04</td>
<td>... d -7</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>-0.27 ± 0.02</td>
<td>0.84 ± 0.06</td>
<td>+0.4 -0.7</td>
</tr>
<tr>
<td></td>
<td>Kr</td>
<td>-0.25 ± 0.02</td>
<td>0.72 ± 0.04</td>
<td>+0.4 -0.7</td>
</tr>
<tr>
<td></td>
<td>Xe</td>
<td>-0.28 ± 0.02</td>
<td>0.72 ± 0.02</td>
<td>+0.4 -0.7</td>
</tr>
</tbody>
</table>

* The shift and broadening coefficients are given per r.d. or relative density where 1 r.d. = 2.69 x 10\(^{19}\) cm\(^{-3}\) is the density of the perfect gas at standard temperature and pressure. The values are given at \( T = 743 ± 5 \) K except for 377.6 nm (He, Ne, Ar) and 535 nm (Ar) where \( T = 720 ± 5 \) K.

\(^b\) Due to the large hyperfine structure, the magnitude of the values indicated for Ar, Kr, Xe are upper limits.

\(^c\) The uncertainties represent ± one standard deviation of statistical and estimated systematic effects.

\(^d\) The transition could not be determined due to the small change in wing power dependence (see Table III).

The intense red wing in the \( \Delta \lambda = 1-10 \) Å portion of the Ti-Xe spectrum in Fig. 2 terminates in a red "satellite" or shoulder whose outer edge is at \(-50 \) cm\(^{-1}\). Thus \( \Delta V(R) \) must reach a negative extremum of \( \Delta V \approx -50 \) cm\(^{-1}\) and then reverse slope (\(-6 \) Å in Fig. 8). This red shoulder might also have been attributed to merely a flattening of \( \Delta V(R) \) in the 6-Å region, followed by an increasingly negative \( \Delta V(R < 6 \) Å). However, there is a severely broadened shoulder or "satellite" on the Ti-Xe blue wing in Fig. 2, which requires that \( \Delta V(R) \) must have a positive maximum at some \( R \). From the general satellite-shape theory of Sando and Wormhandl\(^a\) we attribute this to a maximum of about \(+30 \) cm\(^{-1}\) in \( \Delta V \); a \( |\Delta k| \) slightly past the shoulder where the intensity is beginning to drop more rapidly. The only \( R \) region where this positive \( \Delta V(R) \) can occur at is between the large \( R \) and small \( R \) regions of negative \( \Delta V(R) \). This occurs very naturally at \(-4.5 \) Å in Fig. 8 by a smooth extension of \( \Delta V(R) \) at small \( R \) and attributing the red satellite to an actual minimum, not an inflection, at \(-6 \) Å. Thus, while this result is non-unique, we believe that no other reasonable form for \( \Delta V(R) \) could explain the data; it must be negative at small and large \( R \) with a positive extremum in between, as given in Fig. 8.

The \( R \) scale in Fig. 8 has been determined using

TABLE II. Wing power dependence \( U \sim |k - k_0 - \Delta \lambda| \).

| Line   | Perturber | \( n \) | Blue wing \(|k - k_0|\) Range (cm\(^{-1}\)) | Red wing \(|k - k_0|\) Range (cm\(^{-1}\)) |
|--------|-----------|--------|------------------------------------------|------------------------------------------|
| 377.6 nm | He        | 2.1    | 2.5-7                                    | 2.0                                      | 0-30                                     |
|        | Ne        | 2.3    | 2-5.5                                    | 2.0                                      | 0-15                                     |
|        | Ar        | 3.8    | 2.5-4.5                                  | 1.4                                      | 3-10                                     |
|        | Kr        | 3.2    | 2.5-5                                    | 1.3                                      | 3.5-9                                    |
|        | Xe        | 3.2    | 2.5-5                                    | 1.3                                      | 3.5-15                                   |
| 535 nm  | He        | 2.0    | 0-7                                      | 2.0                                      | 0-12                                     |
|        | Ne        | 2.2    | 1-5                                      | 2.0                                      | 0-7                                      |
|        | Ar        | 2.7    | 1.5-7                                    | 1.5                                      | 1-10                                     |
|        | Kr        | 2.7    | 1.5-7                                    | 1.6                                      | 1.3-5                                    |
|        | Xe        | 2.8    | 1-5                                      | 1.7                                      | 1.5-7                                    |
TABLE III. Satellite positions.

<table>
<thead>
<tr>
<th>Line</th>
<th>Perturber</th>
<th>Present (T = 743 K)</th>
<th>Other experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \Delta \lambda )</td>
<td>( \Delta \mathbf{k} )</td>
</tr>
<tr>
<td>377.6 nm</td>
<td>He</td>
<td>(-4.4 \pm 0.1^a)</td>
<td>(309 \pm 21)</td>
</tr>
<tr>
<td></td>
<td>Ne</td>
<td>(-2.0 \pm 0.1)</td>
<td>(140 \pm 14)</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>(+0.2 \pm 0.05^a)</td>
<td>(-14 \pm 3.5)</td>
</tr>
<tr>
<td></td>
<td>Kr</td>
<td>(-0.37 \pm 0.03)</td>
<td>(-26 \pm 2)</td>
</tr>
<tr>
<td></td>
<td>Xe</td>
<td>(+0.68 \pm 0.03)</td>
<td>(-48 \pm 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.5 \pm 0.1^a)</td>
<td>(35 \pm 7)</td>
</tr>
<tr>
<td>535 nm</td>
<td>He</td>
<td>(-5.0 \pm 0.3^a)</td>
<td>(175 \pm 11)</td>
</tr>
<tr>
<td></td>
<td>Ne</td>
<td>(-14.5 \pm 0.2^a)</td>
<td>(507 \pm 7)</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>(-5.0 \pm 0.5)</td>
<td>(210 \pm 18)</td>
</tr>
<tr>
<td></td>
<td>Kr</td>
<td>(+0.37 \pm 0.05^a)</td>
<td>(-13 \pm 2)</td>
</tr>
<tr>
<td></td>
<td>Xe</td>
<td>(+0.6 \pm 0.1)</td>
<td>(-21 \pm 3.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-2.4 \pm 0.2)</td>
<td>(84 \pm 7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(+1.0 \pm 0.1)</td>
<td>(-35 \pm 3.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-1.5 \pm 0.1)</td>
<td>(52.5 \pm 3.5)</td>
</tr>
</tbody>
</table>

*aBroad satellites.  
*bReference 5.  
*cReference 6.

FIG. 8. Tl-Xe interatomic potentials associated with the 377.6-nm line. The \( B^2 \zeta \zeta_1/2 \) state connects to the Tl(7 \( S_{3/2} \)) state and the X\( 1/2 \) to the Tl(6 \( P_{3/2} \)) state at large \( R \). (See Ref. 1 for the explanation of the nomenclature for the molecular states.) The region \( R < 4 \) \( \AA \) is from the analysis of Ref. 1, \( C_p^* = 2800 \) and \( C_p = 160 \) a.u.  

The measured normalized intensities and the assumption of a transition moment independent of \( R \) in the quasistatic theory as explained in Ref. 1 for the far wing data. Thus, for example, the differential volume \( f_R^3 \pi R^2 dR \) in which \( \Delta \mathbf{k}(R) \) exceeds \(+15\) \( \text{cm}^{-1} \) in Fig. 8 (\( \sim 4.3-4.6 \) \( \AA \)) must equal the area \( \int \Delta \mathbf{k}(R) dR \) under the measured spectrum of Fig. 2 from \( k_1 = +15 \) to \( k_2 = +40 \) \( \text{cm}^{-1} \), which is due to the blue satellite. (Note that \( \Delta \mathbf{k} \) of the normalized intensity in the \( \text{cm}^4 \) units of Fig. 2 has units of \( \text{cm}^3 \).) As another example, the differential volume from \( 5.0-10.0 \) \( \AA \) in Fig. 8 where \( \Delta \mathbf{k}(R) < -20 \) \( \text{cm}^{-1} \), agrees with the integrated intensity from \( -20 \) to \( -70 \) \( \text{cm}^{-1} \) in Fig. 2. By thus using a large \( -\Delta \mathbf{k} \) region about the satellite the exact details of the satellite shape are not necessary to obtain the \( R \) scale. The severely smeared-out form of the blue satellite may be understood as due to the breakdown of the quasistatic approximation once the \( R \) scale is obtained in Fig. 8, because the positive \( \Delta \mathbf{k}(R) \) region is seen to be very narrow and will be traversed rapidly using a collision orbit or bound molecular vibration.

The shift and width of the line core are determined predominantly by \( \Delta \mathbf{k}(R) \) in the region of the Weisskopf radius \( R_w \), given by the impact parameter where the phase shift \( \int dt \Delta \mathbf{k}(R(t)) \rightarrow 1 \). For \( \Delta \mathbf{k} = C_k^* R^4 \), \( R_w = (3\pi C_k^*/B_k) = 19 \) \( \AA \) in the present case. The effective \( C_k^* = C_k^* - C_p \) obtained from equating the measured broadening rate to
that for $\Delta V = C_n R^n$ is much larger than $C_n$; so it can be used to establish a $C_n$. This $C_n R^n$ long-range form for $V(R)$ is shown in Fig. 8, where it can be seen to blend at large $R$ with the $V^*(R)$ obtained from the above analysis of the wing intensities. The approximately $\frac{\Delta V}{R}$ behavior at 4-15 cm$^{-1}$ on the Tl-Xe red wing (Table II) is consistent with a slightly more gradual change in $V^*(R)$ as compared to $C_n R^n$ for $R > 10$ A, as implied by the less attractive $V^*(R)$ shown for $R > 10$ A. The red-shift to width ratio for a $\Delta V(R) = C_n R^n$ is $\frac{|\Delta V|}{R} = 0.36$ for $n = 6$, increasing to 0.85 for $n = 4$. We observe ratios of 0.5-0.7 for the Ar, Kr, and Xe perturber cases, which also implies more gradual decreases in $V^*(R)$ at large $R$ compared to $C_n R^n$ interaction.

Once $\Delta V(R)$ is established, it is still desirable to obtain $V^*(R)$ and $V(R)$. As noted above, the analysis of the temperature-dependent extreme wings in Ref. 1 fixed $V^*(R)$ and $V(R)$ for $R = 2.8-0.4$ A in Fig. 8. The $C_n$ coefficient for the ground state can be estimated fairly reliably, as discussed in the next section, and this yields the $R = 5$ A portion of $V(R)$ in Fig. 8. The $V(R)$ shown has simply been connected smoothly between 4.0 and 5 A. Adding this $V(R)$ to $\Delta V(R)$ then yields the $V^*(R)$ in Fig. 8. At $R > 8$ A, $\Delta V \propto V^*$ and the data yield $V^*$ directly. It is satisfying that the $V(R)$ and $V^*(R)$ which result have typical, simple shapes with a single minimum and a single inflection. Only the relatively flat, extended portion of $V^*$ for $R > 5$ A is at all unusual.

It is apparent from Fig. 2 that the Tl-Kr, Ar, Ne uv lines can be similarly analyzed. For the Ar and Kr cases the shape of $\Delta V(R)$ will be very similar to Tl-Xe. The $|\Delta V/\Delta R|$ at the minima and maxima of $\Delta V(R)$ will change to accomodate the different satellite positions, with the general trend that $\Delta V(R)$ attains a larger positive value and is positive over a larger-$R$ range for lighter perturbers. The $\Delta V/\Delta R$ range associated with the red satellites decrease with the lighter perturbers, until for He and Ne the long-range $\Delta V(R)$ probably becomes positive. The only feature in Fig. 2 which does not fit this consistent picture is the double hump at the Tl-Ar blue satellite, which might be due to a double inflection in $\Delta V (R > 5$ A) or an interference effect as observed in Ref. 7.

As noted above, the green line is due to two $V(R)$ which connect to the Tl $6^2P_{3/2}$ state. In spite of overlapping of the two $\Delta V(R)$ bands the temperature-dependent extreme red wings and blue satellites of this line could be analyzed in Ref. 1 to yield both of these $V(R)$ in the 3-5 A regions, starting with a $V^*(R)$ obtained from the uv line analysis. Each of the two "satellites" on the blue wings in Fig. 3 is attributed to one of the $V(R)$ in the 4-5 A region. These $V(R)$ connect to the two $|M| = \frac{\pm}{R}$ states arising from $^2P_{3/2}$, so the known $|M|$ dependence of the dipole-dipole interaction combined with the near red wing intensity and satellites allows for fairly good estimates for these $V(R)$ at $R > 5$ A, at least for the Ar, Kr, and Xe cases. However, a detailed example of this does not appear appropriate at this time.

IV. DISCUSSION OF THE LINE CORE

The line-center measurements (Figs. 4 and 5) show a departure from Lorentzian shape very near the line core for Ar, Kr, and Xe perturbers. As this occurs almost within the hfs splitting, the convolution fitting analysis is somewhat uncertain. Despite this fact, the shift and Lorentzian broadening coefficients obtained from the line core fitting in Figs. 4 and 5 are linear with pressure (Figs. 6 and 7), and this uncertainty is considered to be included in the values given in Table I. The red-shift rates are approximately the same for the three heavier gases, smaller for Ne, and for He we notice a small blue shift for both lines. The broadening rates are similar for He, Ar, Kr, and Xe and smaller for Ne. This is typical behavior for many species, and can be given a similar qualitative explanation (e.g., Refs. 2 and 3). Departure from Lorentzian shape does not appear within the range of our high-resolution scans for the green line perturbed by He and Ne (Fig. 5), which is consistent with the Lorentzian power dependence observed to $|\Delta k| \sim 5$ cm$^{-1}$ in the low-resolution scans (Fig. 3 and Table II). But for the uv line perturbed by He and Ne the theoretical convolutions do not fit the data in some portions of the wings (Fig. 4). The power-law dependences on these wings, as observed in the lower-resolution scans, are very nearly Lorentzian to $|\Delta k| \sim 6$ cm$^{-1}$ (Fig. 2 and Table II) as roughly expected due to the higher collision velocities and close-range impacts for He and Ne. Thus the discrepancies in Fig. 4 are attributed to experimental problems. The most likely candidate is drift in the spectrometer slit width with a resultant drift in the shape of the instrument function. As the instrument function is highly asymmetric for the uv line (Fig. 4) this would most severely affect the more rapidly dropping red wings of the He and Ne broadened uv line. As the values of $\gamma$ for the uv line broadened by He and Ne could be inferred from the low-intensity data out to $-6$ cm$^{-1}$ as well as from the $|\Delta k| < 1.5$ cm$^{-1}$ portions of the high-resolution data this did not hurt the final accuracy.

The impact approximation predicts a Lorentzian line core for any form of $\Delta V$. It is interesting to compare the wing intensity dependences just out-
side this line core with theoretical predictions for $\Delta V = -C_*^6 R^6$, to see if this is a reasonable approximation for the appropriate larger $R$ range. Only Ar, Kr, and Xe have sufficient polarizability to make this comparison meaningful; so we will only consider those cases. The theory predicts a $\Delta k^{7/2}$ quasistatic profile on the red wing [e.g., Eq. (8.6) of Ref. 10], and a $\Delta k^{7/2} \exp \left(-K\Delta k^{7/2}\right)$ dependence on the blue wing [e.g., Eq. (8.10) of Ref. 10, where $K$ is a constant related to $C_6$ and the average collision velocity]. This blue-wing line shape results from averaging over a kinetic velocity distribution the single-velocity result $A_{\nu r} \exp \left(-A_{\nu s} R^{5/2}\right)$, as was obtained in Refs. 12 and 13. For noble-gas perturbers, the $C_6$ coefficients are proportional to

$$\alpha \sum_j f_{ij} (E_j - E_i)^{1/2},$$

where $\alpha$ is the noble-gas polarizability, and $f_{ij}$ and $E_i$ are the Tl oscillator strengths and energies. Sufficient oscillator strengths are known from the $6^2P_j$ state to estimate these $C_6$ coefficients with about 30% accuracy, but the oscillator strengths which determine the dominant $C_6^*$ for the $7^2S_{1/2}$ state are much less certain. However, Ref. 14 provides an approximation for $C_6^*$ based on the binding energy of the $7^2S_{1/2}$ state. If we assume the measured broadening of the Lorentzian core of the line is due to a $\Delta V = -C_*^6 R^6$, we can also obtain a "measured" $C_6^*$ and thereby a "measured" $C_6^*$ from Eq. (4.19) of Ref. 10. The resulting "measured" $C_6^*$ for Ar, Kr, and Xe perturbers are given in Table IV, where they are compared to the values calculated according to Ref. 14. The agreement in magnitude is good. However, the $C_6^*$ obtained from the green and uv line broadenings for each gas differ considerably, and these $C_6^*$ are not proportional to noble-gas polarizabilities as they should be. Using these "measured" $C_6^*$ in the static wing (8.6) and antistatic wing (8.10) equations of Ref. 10, the theoretical line wings in Fig. 9 are also obtained. The experimental results can be seen to compare moderately well with these on each wing until the satellite regions are approached. Since we have fixed $C_6^*$ to obtain $\gamma_{\text{thres}} = \gamma_{\exp}$, the data converge to the Lorentzian line-core theory in the $|\Delta k| < 1$ cm$^{-1}$ region not shown in Fig. 9. Most of the discrepancies in the wings can be attributed to departure of $\Delta V(R)$ from the $C_6^* R^6$ form and quasistatic contributions to the blue wings from the positive $\Delta V(R)$ regions at smaller $R$ (e.g., 4.5 Å in Fig. 8). The magnitude of this departure is reasonable since the $C_6^* R^6$ energy for Tl $7^2S_{1/2} + Xe$, using $C_6^*$ from Ref. 14, yields about a 10% increase in $(dV/dR)|_{R=20}$ Å region responsible

---

**Table IV. Tl-noble-gas $C_6$ coefficients.**

<table>
<thead>
<tr>
<th>Tl state</th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$6^1P_{3/2}^b$</td>
<td>65</td>
<td>100</td>
<td>160</td>
</tr>
<tr>
<td>$6^1P_{3/2}^b$</td>
<td>105</td>
<td>190</td>
<td>300</td>
</tr>
<tr>
<td>$7^2S_{1/2} + Xe$</td>
<td>1050</td>
<td>1150</td>
<td>1500</td>
</tr>
<tr>
<td>$7^2S_{1/2} + Xe$</td>
<td>1500</td>
<td>1300</td>
<td>2800</td>
</tr>
<tr>
<td>$7^3P_{1/2}^d$</td>
<td>650</td>
<td>970</td>
<td>1560</td>
</tr>
</tbody>
</table>

---

*a The $C_6$ coefficients in $V(R) - V(\infty) = -C_6 R^6$, are in atomic units (e$^2$/Å$^2$).

*b $C_6$ coefficients estimated from known oscillator strengths and sum rules. The $6^1P_{3/2}^b$ case is $|m|$ averaged.

*c From measured broadening rates.

*d From Ref. 14.
for the line-core data. The experimental spectra indicate a decrease of comparable magnitude. It is important to note that both the experimental and theoretical intensities are in the same absolute units; the only adjustable parameter in the comparisons of Fig. 9 is $C_e$, which has been chosen to yield the measured broadening. Since the theoretical broadening is proportional to $(C_e)^{0.4}$ and the red-wing intensity to $(C_e)^{0.5}$, the $-10\%$ uncertainty in broadening translates into $-10\%$ uncertainty in theoretical red-wing intensity. The discrepancies exceed this in most cases.

V. CONCLUSIONS

We have demonstrated that it is possible to invert qualitative collisional line-shape data which covers the line core to far wings to obtain the ground- and excited-state potentials at all $R$ outside the close-range repulsive core. This is not a unique data-inversion process, particularly as it requires an assumed $R$ dependence to the transition moment, but the results appear to be on very firm ground. Furthermore, these $V^0(R)$ and $V(R)$ can explain all observed features of the collisional line shape using the traditional impact and quasistatic theories combined with recent satellite-shape theories; i.e., we can explain the broadening and shift of the line core, the near wing intensity dependence, the satellite positions and distinctness, and the extreme wing intensities and temperature dependences.

The comparison of the measured near-wing intensities to the theoretical intensities for $\Delta V = -C_e R^4$ shows qualitative but not quantitative agreement (Fig. 9). Also the $C_e$ obtained from the broadening rates is not well behaved at the $30\%$ level (Table IV). This disagreement with the theory for $\Delta V \propto R^4$ can be attributed primarily to the fact that the actual long-range $\Delta V(R)$ appears to vary somewhat more slowly than $R^4$. Often a quasistatic term also contributes to the near blue wings, as in the Tl-Xe uv line case where $\Delta V(R)$ is positive in the 4.5-Å region (Fig. 8). Thus this is not altogether a definitive test of the theory for the near-wing intensities.
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Quenching of optically pumped $O_2(b^1\Sigma_g^+)$ by ground state $O_2$ molecules
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(Received 7 October 1976)

Measurements of quenching of the $b^1\Sigma_g^+$ state of $O_2$ by ground state oxygen molecules have yielded rate coefficients which differ widely. Very recent measurements by Martin, Cohen, and Schatz using pulsed laser excitation and photoluminescence of the atmospheric $A$ band of $O_2$ agree with the lowest of the previously measured rate coefficients. The present experiment confirms their results at near atmospheric $O_2$ pressures and extends the measurements to much lower $O_2$ pressures. In addition, we were able to excite the $O_2$ using absorption at the more readily available wavelengths of the $B$ band of $O_2$ and to observe the photoluminescence at the well-separated $A$ band of $O_2$. Attempts to produce photoluminescence in $O_2$ using other absorption bands were unsuccessful.

A flashlamp-pumped tunable pulsed dye laser operating near the head of the $O_2$ atmospheric $B$ band at 688 nm was used to excite the $v = 1$ vibrational level of the $b^1\Sigma_g$ state. This level relaxes to the $v = 0$ level before radiating to the $X^3\Sigma_g$ ground state. The time dependence of the density of $b^1\Sigma_g$ molecules was determined by monitoring photoluminescence near 762 nm from the $(0, 0)$ $b^1\Sigma_g - X^3\Sigma_g$ transition of $O_2$. The quenching rate constant was determined from the dependence of the $b^1\Sigma_g$ decay constant on $O_2$ density.

Considerable care was taken to ensure cell cleanliness and $O_2$ purity. The cell was constructed from 3.5 cm diameter stainless steel tubing 37 cm long in the laser beam direction with 5 cm long side arms for viewing photoluminescence. Beam stops reduced scattered light at the detector. Baking the cell at 200°C overnight reduced the background pressure below $10^{-9}$ Pa ($\sim 10^{-4}$ torr). With the cell closed off, the pressure rise was less than $10^{-5}$ Pa ($\sim 10^{-6}$ torr) in 12 h. Oxygen with a purity of better than 99.99%, held in a liquid nitrogen cooled reservoir for at least one hour, was used. The $O_2$ pressure was measured with a Bourdon type pressure gauge accurate to $\pm 400$ Pa ($\sim 3$ torr). This gauge was isolated from the cell with a null-reading diaphragm manometer.

The laser line width of 0.3 nm spanned a number of rotational transitions. Laser pulses were 0.3 μsec long with peak power of 3 kW at 200 msec intervals. Photoluminescence was observed with a cooled GaAs photomultiplier. The 762 nm emission was isolated by an interference filter centered at 762 nm with a 10 nm FWHM and three red-pass glass filters. When the laser was tuned to the $B$ band of $O_2$, the integrated 762 nm signal was comparable to the signal from scattered laser light and possible glass luminescence. Pulses from the photomultiplier were amplified and counted on a multichannel analyzer. When corrected for back-
Figure 1. Measured decay constants for $O_2(^3\Sigma_u^+)$ radiation vs oxygen density. The error bars show the rms deviation computed from the measured decay constants.

Figure 1 shows measured decay constants $\gamma$ as a function of oxygen density $[O_2]$ at 300 K. The radiative decay constant\(^1\) of about 0.08 sec\(^{-1}\) is completely negligible. The expected diffusion loss\(^2\) is less than 15% of the smallest observed decay constant. A least squares fit of the relation $\gamma = k[O_2]$ gives a measured rate coefficient $k$ for the collisional destruction of the $b^3\Sigma_u^+$ molecules of $(3.8 \pm 0.3) \times 10^{-17}$ cm\(^3\) mol\(^{-1}\) sec\(^{-1}\). This result is in good agreement with the other recent data.\(^3-7\)

We were unsuccessful with two additional $O_2$ photoluminescence experiments. First, an attempt was made to excite the $A^3\Sigma_u^+$ state of $O_2$, but no emission was observed either directly from the $A$ state or from subsequent collisional deactivation to the $b^3\Sigma_u^+$ state. The laser used was a frequency doubled nitrogen-laser-pumped tunable dye laser yielding approximately 10 $\mu$J pulses with a line width about 0.02 nm at various wavelengths near 259 nm, i.e., the $(0, 0)$ transition of the Herzberg I system\(^8\) of $O_2$. Similarly, attempts to observe photoluminescence at 762 nm resulting from absorption\(^9\) in the 400 nm dimer band of ($O_2$)\(_2^1\) by chopping the 476.5 nm output of a 0.6 W argon ion laser were unsuccessful at $O_2$ densities of $2 \times 10^{18}$ cm\(^{-3}\).
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The fluorescent spectrum of the Na D lines, pressure broadened by Xe and Kr, has been measured for noble-gas densities of 2 \times 10^{-3} \text{ cm}^3 \text{ cm}^{-3}; at the lower density, the lines are isolated while, at the higher, they are severely blended. The spectra are obtained in normalized intensity units allowing the nonbinary behavior of the line wing intensity to be clearly observed. At the lower density the broadening is well characterized by isolated binary interactions; at the higher density multiple-perturber interactions dominate. Nonlinearities in the pressure dependence of shifts, widths, and satellite shape are reported.

I. INTRODUCTION

The theory of collisionally broadened atomic line shapes in low-pressure gases is relatively well developed. The line shape depends on atomic interaction energies that are frequently poorly known, but methods for calculation of a line shape in terms of these interactions are well established.1-7 Primarily, the impact approximation is used to calculate the width and shift of the Lorentzian line core and the quasistatic approximation is used for the far wings with certain approximations8-10 in the neighborhood of "satellites," or intensity maxima in the line wings. The transition between "line core" and "far wing" occurs at \( \omega = \omega_0 \), where \( \omega_0 \) is the characteristic collision time, \( \omega \) photon frequency, and \( \omega_0 \) the unperturbed atomic frequency.

The problem of describing line shapes at high pressures, with overlapping collisions and multibody interactions, is quite formidable. The impact approximation is not applicable in the line core and even the simple quasistatic theory requires a number of additional assumptions of questionable validity in order to be applicable in the far wings.

The quantum-mechanical improvements to the quasistatic theory in the neighborhood of satellites8-10 (see Ref. 7 for a recent review) are limited to nonoverlapping interactions (low pressures). One method that is applicable in all parts of the line at all densities is the Anderson-Talman-type semiclassical theory,8 which utilizes the Fourier transform of the autocorrelation function. Calculations8-10 based on this theory have utilized the approximations (i) that multiple-perturber interactions are uncorrelated and can be represented by scalarly additive identical radiator-perturber-pair interactions; (ii) that no nonadiabatic mixing of (effectively) molecular adiabatic states occurs; (iii) that the quantum-mechanical effects associated with turning points and quasibound or bound states be neglected; and (iv) straight-line collision orbits. Other, related theories12,13 do not remove any of these assumptions, while treatments of nonadditive interactions are so far too formal to yield quantitative results.14,15 The additivity assumption for different perturbers has been tested in one case.16 In practice, only Refs. 3, 9-11, based on the Anderson-Talman-type theory, have calculated a high-pressure spectrum from interaction potentials, and they have utilized further approximations due to the severe computational difficulties. All these calculations have assumed a single-excited and ground-state binary-interaction potential, which is rarely valid(a 2^3P_{1/2}^1 \rightarrow 2^3S_{1/2}^0 transition, where the 2^3P_{1/2}^1 \rightarrow 2^3S_{1/2}^0 \text{ fine-structure} \text{ is large, is an exception). Further, Ref. 10 utilized an unrealistic square-well potential and Ref. 9 investigated only a single interaction potential.

Kiolkopf4 carefully investigated the computational difficulties as well as a number of interatomic potentials, although he concentrated primarily on certain satellite shapes. This recent work represents most of our present understanding of high-pressure line shape, yet only a few qualitative conclusions of Ref. 3 are applicable to any specific transitions other than those studied therein. Furthermore, the above assumptions used so far in evaluating the Anderson-Talman theory are of questionable validity; in particular the single-potential approximation is completely inappropriate in the present case.

The inaccuracies resulting from the assumptions utilized in the theories are largely untested since, as noted in Ref. 3, available data are not sufficiently restrictive. In fact, the theories have sufficient free potential parameters to readily fit a single measured line shape,9 satellite shape,8-10 or the pressure-dependence of the line-core shift and width. Clearly, comprehensive data for systems with known interaction potentials are needed.

It is the purpose of this work to provide accurate quantitative data for the pressure dependence of
the line shape in the region of the \( D \) lines and a nearby red satellite. Furthermore, we have chosen a case for which the binary-pair interactions are relatively well known from theory\textsuperscript{17-19} and experiment.\textsuperscript{17-21}

At the lowest pressures studied, the line shape is predominantly due to binary interactions, and at the highest pressures the \( D \) lines have essentially disappeared. The line shape is analyzed to obtain the pressure dependence of the \( D \)-line shifts and widths, but there are no calculations available to which these results can be compared. The dependence of the satellite shape on pressure is reported, but again no calculation is presently available for comparison. We have studied the region just beyond the satellite to search for a "secondary" satellite due to NaXe, and made quantitative comparisons to theoretical predictions based on the additive-potential model.

For the perturber densities \( [Xe] \) of these experiments, the extreme wing intensities, at frequency shifts in excess of 100 cm\(^{-1}\), are predominantly due to only one- and two-perturber interactions or to NaXe and NaXe\(_2\) spectra. There are no satellites on the extreme red wing and the relatively simple, quasistatic, additive-pair interaction theory for the NaXe spectra can be tested there. We have made detailed comparisons of the extreme-wing data to the predictions of this theory in a separate publication.\textsuperscript{22}

II. EXPERIMENT AND RESULTS

The fluorescence spectrum of optically excited Na(3P) in the presence of Xe and Kr was measured. The cell temperature was 450 K and the sodium density \([Na]\) was below its equilibrium value. Details of the apparatus are given in Ref. 22. The Na vapor was optically thin ([Na] < 10\(^{-11}\) cm\(^{-3}\)) and the total emission spectrum without radiation entrainment was measured. In order to obtain fluorescence signals without interference from instrumental and Rayleigh scattering, the cw dye laser (\( \sim 1 \) W/cm\(^2\) at 0.01 nm) used to excite the Na(3P) was tuned to various wavelengths 0.1-0.5 nm in the wings of the broadened resonance lines. Scattering at the laser wavelength are ignored and all portions of the emission spectrum are obtained by measuring the spectrum for different laser wavelengths. Three-photon scattering\textsuperscript{23} was not observed, as expected for our weak laser power density. An examination of the experiment essentially complete spectral redistribution and \( ^2P_{3/2} \rightarrow ^2P_{1/2} \) mixing occurs, and the fluorescence spectrum is independent of the exciting wavelength.

The results are reported as \( I_s(k) \), the normalized emission intensities per cm\(^{-1}\) interval divided by noble-gas density \([Xe]\) or \([Kr]\),

\[
I_s(k) = \frac{I(k)}{[Xe] \int I(k) \langle k_0/k \rangle^4 \, dk}
\]

where \( I(k) \) is the measured fluorescence intensity per cm\(^{-1}\) interval, in arbitrary units. At low \([Xe]\) most of the integral results from the \( D \) lines while the line-wing intensity is predominantly due to binary Na-Xe interactions and is a constant in such a plot. In the wing of a Lorentzian line with broadened width \( \gamma \) at \([Xe]_0\), \( I_s(k) \) is constant at all \([Xe]\). Departures from this behavior are observed in the line wings reported below. The \( \langle k_0/k \rangle^4 \) factor in the normalization integral is a relatively minor factor that gives a physical meaning to the integral. As shown in Ref. 22, this integral equals \( \langle k_0 \rangle \Gamma_0 [Na]_2 \), where \( k_0 \) is the \( D \)-line centroid frequency, \( \Gamma_0 \) the spontaneous emission rate, and \([Na]_2\) the total concentration of excited Na(3P) in all bound and free forms.

In Fig. 1 the line-center data are given for a number of Xe densities. The rms fluctuation in individual points is \( \sim 2\% \), while the absolute normalization is accurate to \( \sim 5\% \). A number of redundant data sets were taken in the 587-593 nm region to search for any regular intensity undulations. Such undulations are known to occur in the neighborhood of some satellite structures for low\textsuperscript{24} or high\textsuperscript{25} perturber pressures. One calculation has indicated that such undulations might occur at high perturber pressures even though they do not occur at low pressures.\textsuperscript{19} A "satellite" structure appears in Fig. 1 as a \( \sim 5.91 \) nm red edge to the relatively constant intensity 590-591 nm region, however, no intensity undulations were discerned anywhere in the 587-593 nm wavelength for any \([Xe]\). The upper limit on the fractional change in any undulations is set by the experiment at \( \sim 1\% \). Another, much weaker satellite occurs on the blue wing at \( \sim 559 \) nm (Fig. 2). The lower intensity of this satellite precluded an equivalent search for undulatory structure in its wavelength region. In Fig. 2 the entire measured spectrum is plotted on a log-log scale to give an overview of the entire line wings. The \( \Delta k = -100 \) to \( -2500 \) cm\(^{-1}\) region is the NaXe A-X band\textsuperscript{21}; its red edge at \( \Delta k = -2200 \) cm\(^{-1}\) is not a satellite, rather it is due to the effect of the repulsive inner wall of the A-state potential on the perturber distribution.\textsuperscript{21} The pressure dependence of the \( \Delta k = -300 \) to \( -4500 \) cm\(^{-1}\) region is the subject of Ref. 22 and is not discussed here.

The red-wing region is shown in Fig. 3 for several krypton densities. As with xenon, the pressure dependence of the \( \Delta k < -100 \) cm\(^{-1}\) region is
FIG. 1. Normalized fluorescence of optically thin Na at 450 K in the presence of Xe densities of $2.18 \times 10^{19}$ cm$^{-3}$ (solid line), $5.45 \times 10^{19}$ cm$^{-3}$ (long dashes), $1.06 \times 10^{20}$ cm$^{-3}$ (short dashes), $1.83 \times 10^{20}$ cm$^{-3}$ (dash-dot), and $2.20 \times 10^{20}$ cm$^{-3}$ (dash-double-dot). The spectrometer resolution was 0.05 nm. The lines are drawn through the average of individual data points (not indicated) at 0.02 nm intervals; individual points scatter $\sim 2\%$ rms about the averages.

covered in Ref. 22. A severely blended "satellite" occurs at $\Delta k \approx -30$ cm$^{-1}$. Note that the normalized intensity between $\lambda_s$ and the satellite decreases with increasing [Kr], as it did for Xe in Figs. 1 and 2. However, at $-30$ cm$^{-1} < -80$ cm$^{-1}$, past the satellite, the intensity increases with increasing [Kr], whereas for Xe (Fig. 2) the normalized emission coefficient was essentially independent of [Xe] in that region of the spectra. Again, no undulations in the spectra were apparent in the region of the satellite.

The normalized emission coefficient $I_\nu(k)$ at the lowest density of $2.18 \times 10^{19}$ cm$^{-3}$ is given in Fig. 4, where it is compared to previous absorption measurements by McCarten and Farr. At the $10^{18} - 10^{19}$ cm$^{-3}$ perturber densities of Ref. 24, the broadening of the two Na$^{2}P_{1/2,3/2}$ lines is small enough that the lines can be considered independently. Their measured $P_{1/2}$-line absorption wing shape has been converted to a spontaneous emission wing shape by multiplying by $(k'/k_0)^3 \exp[-hc(k - k_0)/k_B T]$, where $k_0$ is the Boltzmann constant (e.g., see Ref. 21). It has been put in absolute units by connecting it at $|\Delta k| \approx 1$ cm$^{-1}$, where it has a Lorentzian shape, to the $P_{1/2}$-line Lorentzian line wing. The Lorentzian wing intensity for an isolated line of full width $\gamma$ in terms of $\gamma/\text{[Xe]}$, by

$$I(k) = \frac{(k/k_0)^3 \exp[-hc(k - k_0)/k_B T]}{[\text{Xe}] \int (k/k_0)^4 dk} = \frac{(k - k_0 - d)^2 + (\gamma/2\text{[Xe]})^2}{(k - k_0 - d)^2 + (\gamma/2\text{[Xe]})^2} \cdot (2)$$

The $P_{3/2}$ and $P_{1/2}$ states will be populated in the thermal ratio $2 \exp(-17 \text{ cm}^{-1} / k_B T) = 1.89$ due to Xe collisional mixing, and they radiate at the same rate. Thus, as we have normalized our data to the emission integrated across both $P_{1/2}$ and $P_{3/2}$ lines, and at this [Xe] $\approx 2 \times 10^{19}$ cm$^{-3}$ almost all of the emission is in the lines (Fig. 1), the $I_\nu(k)$ of Eq. (2), for the $P_{1/2}$ line only, must be multiplied...
by $1/2.89$ for the comparison to our data. As shown in Fig. 4, the resulting $I_\gamma(k)$ calculated using the (full width) $\gamma/[Xe]$ of the $P_{1/2}$ line measured by McCarten and Farr has about the same shape as the present measurement but is lower by a factor of $-1.6$. A 36% larger value of $\gamma[Xe]$, and thus of $I_\gamma(k)$, has recently been calculated by Lwin et al. As shown in Fig. 4, if the wing shape reported in Ref. 24 is normalized to the Lorentzian wing according to the procedure described above using their calculated $\gamma[Xe]$, the agreement with the present results is much better ($\sim20\%$). Lwin, McCarten, and Lewis have suggested that the $\gamma[Xe]$ measured by McCarten and Farr may be in error in the case of xenon and the present data support that suggestion. We are not aware of any other measurements of Xe broadening of these Na lines.

The full widths at half maximum (FWHM) of the Xe broadened $P_{1/2}(589.6 \text{ nm})$ and $P_{3/2}(589.0 \text{ nm})$ lines were measured with an instrument resolution $\Delta = 0.03 \text{ nm}$ at the lower [Xe] and $0.05 \text{ nm}$ for the higher [Xe]. The observed widths ($W$) of $>0.6 \text{ nm}$ were corrected by $(5-30)\%$ for the instrumental contribution using the approximation $\gamma = (W^2 - \Delta^2)^{0.5}$. The shifts ($\delta$) of the peak positions of these two lines were measured relative to a low-pressure sodium discharge lamp. Since the measurement of the shifts involves only the determination of the peak positions, the uncertainties are deemed to be significantly less than the instrumental resolution and are $0.003 \text{ nm}$ at the lower [Xe] and $0.01 \text{ nm}$ at the higher [Xe]. At low [Xe], $\gamma$ and $\delta$ are proportional to [Xe], so we have plotted $\gamma[Xe]$ and $\delta[Xe]$ vs [Xe] in Fig. 5 to indicate departures from low-pressure behavior. The low-pressure limiting values of $\gamma[Xe]$ shown in Fig. 5 have been measured by McCarten and Farr, while both the calculated and measured limiting values of $\gamma[Xe]$ are shown. The uncertainty in the widths obtained in the present low-resolution measurements includes uncertainty in the above correction for instrumental broadening.

III. DISCUSSION

The general pattern of the data in Figs. 1 and 2 is a broadening and red shift of the $D$ lines with
increasing \([\text{Xe}]\). The intensity in the line centers decreases relative to that in the wings until they merge and the lines disappear. It is useful to recognize that a single isolated Lorentzian line would have a normalized intensity \(I_p(k)\) given by Eq. (2). Thus, if \(\gamma/\langle\text{Xe}\rangle\) were a constant, the width of the line would be proportional to \([\text{Xe}]\), the normalized line peak would decrease as \([\text{Xe}]^{-2}\), and the wings would appear constant (the area decreases as \([\text{Xe}]^{-1}\) by definition). Such a constant wing intensity and \(\gamma/\langle\text{Xe}\rangle\) is consistent with a binary (Na-Xe) interaction only. At low \([\text{Xe}]\) the normalized wing intensities are indeed independent of \([\text{Xe}]\), but at the high \([\text{Xe}]\) of these experiments the normalized line-wing intensities generally decrease with increasing \([\text{Xe}]\). This is caused by the depletion of free Na* atoms due to molecular formation and the fact that multibody interactions (Na*Xe*, \(n = 2, 3, \ldots\)) spread the intensity into other portions of the spectrum. In essence, according to the Poisson distribution, the probability of one and only one Xe in a particular volume \(\Delta V\) about a Na* is given by \(\Delta V/\langle\text{Xe}\rangle \exp(-\Delta V/\langle\text{Xe}\rangle)\). Here the probability of remaining a free Na* with no Xe inside \(\Delta V\) is \(\exp(-\Delta V/\langle\text{Xe}\rangle)\), and the remaining probability is accounted for by multiple-Xe interactions. A more complete discussion of these multibody contributions to the wing spectrum is contained in Ref. 22.

A. Shift and width

The shifts and FWHM of the D lines were plotted as \(d/\langle\text{Xe}\rangle\) and \(\gamma/\langle\text{Xe}\rangle\) vs \([\text{Xe}]\) in Fig. 5. The low-pressure limit of the broadening rate \(\gamma/\langle\text{Xe}\rangle\) is uncertain by about ±30% due to the disagreement between the present data and Ref. 26, but within this uncertainty \(\gamma/\langle\text{Xe}\rangle\) does not appear to vary.
d/LXe, Na*-Xe collisions should be independent and rf/Xe are not clear. These highly overlapping collisions. In the present case with \( R \approx R_\nu \) being the NaXe spectrum obtained at low \([Xe]\) and [NaXe] only, so that the calculated \( I_p(\Delta k) \) is
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**FIG. 5.** Broadening rate \( \gamma/[Xe] \), where \( \gamma \) is the full width in cm\(^{-1}\) for the 590 nm line (\( \Delta \)) and 596 nm line (\( \gamma \)). Shift rate \( d/[Xe] \) for the 590 nm line (\( \bigtriangledown \)) and 596 nm line (\( \bigstar \)). The width for \([Xe] = 2.2 \times 10^{15} \) cm\(^{-3}\) is from the wing-intensity analysis in Fig. 4. The values on the \([Xe] = 0\) axis are by McCarten and Farr\(^{14} \) (\( \circ \), \( \bullet \), \( \bigstar \)) and \( \bigstar \) for width and shift at 596 nm, and by Lwin et al. (\( \circ \) and \( \bullet \)) for width of 590 and 596 nm. The straight lines fitted to the shift data are for comparison purposes only.

with \([Xe]\). It appears that our data for the shift rate can be fitted, within experimental accuracy, with straight lines whose intercepts are the low-pressure limits measured by McCarten and Farr.

The approximately constant \( \gamma/[Xe] \) and linearly varying \( d/[Xe] \) might be taken as indicative of predominantly one- and two-Xe interactions, but this may be deceptive. In the impact approximation, collisions with impact parameters greater than the Weisskopf radius \( R_\nu \) are ineffective at broadening, while all closer collisions contribute almost equally; the shift is predominantly due to collisions with impact parameters near \( R_\nu \).\(^1 \) Here \( R_\nu = \gamma/[Xe] \nu_\nu \), with \( \nu_\nu \) the mean interatomic-collision velocity, is the impact parameter that yields unity phase shift and "interruption" of the optical phase. To obtain a constant \( \gamma/[Xe] \) and \( d/[Xe] \), Na*-Xe collisions should be independent and not overlap in time. The average number \( N \) of perturbers inside \( R_\nu \) at one time is given approximately by \( \frac{1}{3} \pi R_\nu^2 [Xe] \), neglecting effects due to Boltzmann factors associated with the interatomic potentials, and \( N \approx 1 \) is required for non-overlapping collisions. In the present case \( R_\nu = 13 \) Å and \( N \approx 2.5 \) at our highest \([Xe]\) and \( 3.2 \times 10^{20} \) cm\(^{-3}\). The Poisson distribution gives the probability \( (N^i/n! \exp(-N)) \) of \( n \)-independent perturbers inside \( R_\nu \), so interactions with more than one or even two Xe at a time inside \( R_\nu \) is highly likely. However, the large frequency shifts associated with these severely broadened lines would appear to be outside the range of validity of the impact approximation, and these large shifts may be primarily due to perturbers at \( R < R_\nu \). Thus the reasons for the observed pressure dependences of \( \gamma/[Xe] \) and \( d/[Xe] \) are not clear. These highly qualitative comments, as necessary in the absence of any directly applicable quantitative theory of nonbinary pressure broadening, are intended only to suggest the types of issues involved in interpreting data.

The parameters \( \gamma \) and \( d \) completely characterize a Lorentzian broadened line; however, at these high perturber densities the lines are no longer Lorentzian. At the highest density studied, \( 3.2 \times 10^{20} \) cm\(^{-3}\), the \( D \) lines are broadened to such an extent that their widths are not obtainable. Therefore comparison to theory, when available, should be made using the complete line profile.

**B. Secondary satellite**

It has been noted that if one assumes additive-pair interactions a satellite feature at \( \Delta k_s \) in the binary (NaXe) spectrum will also appear in the quasistatic spectrum as a weaker satellite at \( 2\Delta k_s \), due to the triatomic (NaXe\(_3\)) spectrum.\(^27 \) These satellite features will be broadened compared to those given in Fig. 1 of Ref. 27 due to the atomic motion, but the area under each broadened satellite feature must remain nearly the same as that which the quasistatic theory predicts will occur across the same spectral region (e.g., in the present case the region of 590.3-591.7 nm in Fig. 1). The present data at \([Xe] = 3.2 \times 10^{20} \) cm\(^{-3}\) correspond to \( V_s[Xe] = 0.83 \), where \( V_s = (4 \pi/3)R_\nu^2 \) is the volume inside the satellite radius \( R_\nu = 8.5 \) Å, obtained from Ref. 18. The results of Ref. 27 are expressed in terms of \( \delta = \frac{1}{2} V_s N \), where \( N \) is the perturber density, so to the extent that the 6-12 potential of Ref. 27 is applicable our data correspond to \( \delta = 0.026 \). From Fig. 1 of Ref. 27 it can be seen that a highly discernable secondary satellite is predicted for \( \delta \) values in this range. No such feature is apparent in our measured spectrum.

In order to test more quantitatively for a satellite at \( 2\Delta k_s \), we have carried out an approximate calculation of the spectrum to be expected under the additive-potential assumption. We have utilized Eq. (9) of Ref. 22 to calculate the contribution of the NaXe\(_3\) spectrum to \( I_p(k) \) using knowledge of the NaXe spectrum obtained at low \([Xe]\). In essence, the low-pressure limit of \( I_p(k) \), which represents the NaXe spectrum, is convoluted with itself. This approximation introduces the motional broadening into the NaXe\(_3\) spectra as convolutions or superpositions of the observed broadening due to single-perturber motion. Roay has derived a similar expression, except utilizing the convolution of quasistatic wings with essentially the broadened line core.\(^28 \) The predictions of this approximation are compared to the data in Fig. 6. We have included \( I_p(k) \) contributions from NaXe and NaXe\(_3\) only, so that the calculated \( I_p(\Delta k) \) is
predicts that the area under the secondary satellite data.

Ref. of the normalized emission, Bq. (9) of the area under the primary satellite, where 

is consistent to see from Eq. (9) of Ref. See that the area under the secondary satellite is about \( \frac{1}{15} \) of that of the primary satellite; thus it is obviously not the feature reported in Ref. 26. The beginning of the NaXe A-X band absorption, the broadband at -100 to -2000 cm\(^{-1}\) in Fig. 2, is probably what was observed.

C. Intensity undulations near satellites

Another aspect of this satellite feature has already been noted in the data section; we do not observe intensity undulations at any pressure, in contradiction to the suggested shapes for broadening of Cs resonance lines by high-pressure Xe. This supports the suggestion in Ref. 3 that realistic potentials and considerable computational care are necessary for such calculations.

D. Conclusions

The qualitative behavior of the far-wing intensities as a function of perturber density can be understood in terms of the depletion of free Na\(^+\) due to molecular formation and the more spread out character of the NaXe spectra as \( n \) increases. These effects are predicted by the additivity interaction model as given in Eq. (9) of Ref. 22. However, the behavior is not well understood quantitatively. In particular, we do not observe a secondary satellite or intensity undulations in the neighborhood of the red satellite, nor has the pressure dependence of \( I_n(k) \) been calculated. The line-core shifts and widths appear to have a very simple [Xe] dependence, for unknown reasons.
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We have excited Na(3s)→Na(3p) with a pulsed dye laser at Na densities of 10$^{14}$-10$^{16}$ cm$^{-3}$ with typically 
\(-2\%\) Na$_2$. From the decay time constants, intensities and spectra of the Na and Na$_2$ fluorescences we have identified several collisional and radiative processes in the excited sodium atom-dimer system. Comparing the solutions of coupled equations to the density dependence of the decay constants and fluorescence intensities yields a rate coefficient of \((3.4 \pm 0.4) \times 10^{-5} \text{ cm}^3 \text{ sec}^{-1}\) for the excitation transfer process: Na$^*(3p)$+Na$(A\Sigma^-)$→Na(3s)+Na$^*(A\Sigma^+)$ and a $^3\Pi$. This indicates that some kind of long-range interaction is operative. Other rate coefficients are determined less accurately; e.g., nonradiative Na(3p) quenching rate coefficients of \(1 \times 10^6 \text{ cm}^3 \text{ sec}^{-1}\) due to dimer collisions and of \(3 \times 10^5 \text{ cm}^3 \text{ sec}^{-1}\) due to atom collisions are obtained.

I. INTRODUCTION

The energetics in the sodium atom-dimer system is interesting in connection with lasers$^{1,2}$ and high-pressure discharge lamps.$^{3-5}$ It is also relevant to the study of reaction kinetics between atoms and molecules$^6$ and phenomena of radiation$^7$ and excited state$^8$ transport. Sodium vapor of density $|Na| = 10^{14}$-10$^{16}$ cm$^{-3}$ ($T = 280-430 \text{ K}$) contains an equilibrium fraction of \(1\%-4\%\) of Na$_2$. As Na$_2$ is bound by \(-0.5 \text{ eV}\) this fraction may be considerably reduced by superheating. At these Na densities the atomic resonance-line fluorescence is strongly trapped whereas the $A-X$ band of Na$_2$ escapes the vessel. Thus Na to Na$_2$ excitation transfer shortens the Na(3p) decay time and converts fluorescence from the atomic lines to the Na$_2$ bands. Excitation transfer to the $A\Sigma^+$ and \(a^3\Pi\) states of Na$_2$ is energetically favored, and we observe predominantly the $A-X$ band, presumably with a weak underlying $a-X$ band, following optical excitation of the Na(3p) state. At the lower Na density $|Na|$ we observe quenching of the atomic fluorescence decay, at a rate proportional to the dimer density $|Na_2|$, accompanied by a molecular fluorescence intensity also proportional to $|Na_2|$. We attribute these observations to the excitation transfer: Na$^*(3p)$+Na$(X\Sigma^-)$→Na(3s)+Na$^*(A\Sigma^+ \text{ and } a^3\Pi)$, and obtain a large rate coefficient from analysis of these data. At higher Na we observe a reverse process as well as other nonradiative quenching processes occur and their rate coefficients are also determined. The transfer of excitation from laser excited Na$_4$(B$^3\Pi, A\Sigma^+$) to Na(3p) has recently been reported by Kraulinya, Kopelkina, and Janson.$^9$

In Sec. II we describe a model for the coupling of the excited atomic and dimer states with various radiative and collisional processes. The experiment is described in Sec. III, the analysis of data is summarized in Sec. IV, and the results are discussed in Sec. V.

II. EXCITED Na-Na$_2$ KINETICS

A. Na-Na$_2$ states

The ground and lower excited states of Na and Na$_2$, from Refs. 10–12, are shown in Fig. 1(a). Higherlying states in the excited molecular state manifold are neglected. Any $B-X$ band fluorescence was much weaker than the $A-X$ band and was not studied in the experiment. The $A\Sigma^+_e$ state of Na$_2$ radiates to the $X\Sigma^-_e$ state with a lifetime of \(-12 \text{ ns}\). This $A-X$ band radiation extends from 570 to 830 nm and is responsible for the far wing of self-broadened sodium D line. The unperturbed \(a^3\Pi_e\) state is forbidden from radiative decay to either the $A\Sigma^-_e$ or $X\Sigma^-_e$ state due to the $\Delta s = 0$ and $\mu \pm 1$ selection rules. The dominant depletion mode of the $\Pi_e$ metastable state at low densities is expected to be radiative decay due to spin-orbit coupling to the $A\Sigma^+_e$ state. If an amplitude $b$ of the $A\Sigma^+_e$ state is mixed into an $a^3\Pi_e$ vibration–rotation state, it radiates at a rate $\Gamma_a$, where $\Gamma_a \propto \propto 8 \times 10^{-15} \text{ cm}^3 \text{ sec}^{-1}$ is the $A\Sigma^+_e$ state radiation rate. The $b$ for each vibration–rotation level of $a^3\Pi_e$ depends on the energy difference and Franck–Condor factors of the same $j$ levels in the two electronic states. Such perturbation has been reported in the $A-X$ band spectrum of Na$_2$ for $v' = 0$ in $A\Sigma^+$, and the perturbed mixing has been analyzed for the $v' = 0$ vibrational level.$^10$ For these states $\Delta v = 0.01$ on the average, and we assume that a similar value holds for higher $v'$ states. Since we do not attempt here to differentiate the behavior of different vibration–rotation sublevels, we use a bulk average decay rate $\Gamma_a$, expected to be about 0.01 $\Gamma_a$, in the data analysis. This $a^3\Pi_e$ state radiation is predominately in the same wavelength region as the $A-X$ band, and is indistinguishable in this experiment.

The repulsive $x^3\Sigma^+$ potential in Fig. 1(a), according
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FIG. 1. (a) Potential curves of the lowest four electronic states of Na₂. The $X'\Sigma^+$ and $A'\Sigma^+$ potentials are experimental (Refs. 9, 10). The $X'\Pi$ $\alpha'\Pi$ potentials are calculated (Ref. 11). (b) Schematic of collisional and radiative processes considered here. The solid and dashed lines are due to Na and Na₂ collisions, respectively.

B. Radiative and collisional processes

The radiative and collisional processes in the Na--Na₂ system are illustrated in Fig. 1(b). Molecular states are represented by a single level since vibration-rotational levels are not differentiated. The radiative processes with their effective rate coefficients are

$$\text{Na}^* (3P) \xrightarrow{k_{\text{ex}}} \text{Na}(3S) + h\nu, \tag{1}$$

$$\text{Na}^* (A'\Sigma_u^+) \xrightarrow{k_{\text{em}}} \text{Na}_2(X'\Sigma_g^+) + h\nu, \tag{2}$$

and

$$\text{Na}_2^* (a''\Pi_u) \xrightarrow{k_{\text{em}}} \text{Na}_2 (X'\Sigma_g^+) + h\nu. \tag{3}$$

The Na(3P) has a natural lifetime of $\tau^\nu = 16$ nsec but in this experiment the resonance fluorescence is heavily trapped so that the Na(3P) has an effective radiation escape lifetime $\tau_{\text{eff}}^\nu \approx 10$ µsec. A 5 nsec laser pulse tuned to near resonance produces $3^2P_{3/2}$ atoms but radiation escapes in both the D₁ and D₂ lines due to collisional transfer between the $3^2P_{3/2}$ and $3^2P_{1/2}$ states. At the higher [Na] in this experiment the doublet states reach very nearly in a statistical ratio of 2:1 with an escape rate $\Gamma_R = \frac{1}{2} \left( \Gamma_{3/2} + \Gamma_{1/2} \right)$, where $\Gamma_{3/2}$ and $\Gamma_{1/2}$ are the escape rates of the D₂ and D₁ lines, respectively. At the lower [Na], $\Gamma_R$ is more heavily weighted towards $\Gamma_{3/2}$. Niemax and Pichler have reported broadening rates of the $P_{3/2}$ and $P_{1/2}$ lines that are not in the statistical ratio. This would cause ~10% difference between $\Gamma_{3/2}$ and $\Gamma_{1/2}$, and the change in weighting then causes a few percent variation in $\Gamma_R$. For a self-broadened Lorentzian absorption profile $\Gamma_{3/2}$ and $\Gamma_{1/2}$ are independent of density. However, at $[\text{Na}] = 10^{15} - 10^{16}$ cm⁻³, non-Lorentzian features in the line wings produce minor changes in $\Gamma_{3/2}$ and $\Gamma_{1/2}$. To compute this we take the absorption profile measured by Niemax and Pichler and use the approximate relation that the escape factor $\Gamma_{3/2}/\Gamma_{1/2}$ is proportional to the transmission factor $T(l) = \frac{k_x \exp(-k_x l)}{k_x k_y}$, where $l$ is the mean escape radius of the cell. The resulting dependence of $\Gamma_R$ on [Na₂] at 470 °C is shown in Fig. 2 after normaliza-

FIG. 2. Measured fast (ω₀) and slow (ω₁) exponents of the fluorescence transient, the ratio of molecular to atomic fluorescence (b₀/a₀), and the ratio of amplitude of the fast to slow components in molecular fluorescence b₁/a₀, with b₀ < 0 and b₁ > 0 plotted against molecular density [Na₂]. Solid lines are calculated from the model for a cell temperature of 470 °C with parameter values given by Table I. The dotted line is the calculated $b_0/a_0$ at a cell temperature of 410 °C.

tion to a value of $10^6$ sec$^{-1}$ measured at low density. This normalization corrects for the effective cell size, which depends on cell-wall reflection coefficients and geometry. $T_\nu$ varies by $12\%$ between low and high densities. Overlap of the $D_1$ and $D_2$ absorption profile decreases the escape rate by $1\%$ and is not included.

Radiation trapping in the molecular band is negligible. However, since the A-X band overlaps with the atomic $D$ line, the initial laser pulse does excite the A-X state, producing a transient A-X band fluorescence of 12 nsec which was observed. The excitation of A-X by the $\sim 10$ nsec trapped atomic resonance radiation would have an excitation rate proportional to $[Na_2]$ and it is difficult to separate its effect from collisional excitation. However, it can be shown to be negligible by the following argument. At $[Na] = 10^{14}-10^{16}$ cm$^{-3}$, the absorption coefficient of the atomic line is $10^3 - 10^4$ cm$^{-1}$, so that a photon travels $10^4 - 10^5$ cm between absorptions. The escape factor is $10^{-2}$, so that on the average a photon travels $(10^4 - 10^5) \times 10^{-2} \times 10^{-2}$ cm before it is re-emitted far into the wing and escapes after traversing the cell dimension $l = 1$ cm. The broadened resonance lines are much weaker than the spacing between strong Na lines, so that the average absorption cross section of $\sim 10^{-16}$ cm$^2$ for the A-X $- A$ state transition at $\sim 590$ nm and $\sim 500^\circ$C applies. The probability of a photon being absorbed by $Na_2$ before escaping is thus $[Na_2] \sim 10^{-16}$ cm$^{-3}$ $[Na_2]_0$ which is negligible compared to the probability of collisional excitation transfer probability given by $k_i/[Na_2]/\Gamma_R \sim 3 \times 10^{-4}$ cm$^{-2}$ $[Na_2]$.

Collisional excitation transfer processes in the Na-Na$_2$ system, as indicated in Fig. 1b are:

$$Na^*(3P) + Na_2(A^1\Sigma^-) \rightarrow Na^*(A^1\Sigma^+) + Na(3S), \quad (4)$$

$$Na^*(3P) + Na_2(A^1\Sigma^-) \rightarrow Na^*(a^3\Pi) + Na(3S), \quad (5)$$

and

$$Na^*(a^3\Pi) + Na(3S) \rightarrow Na^*(A^1\Sigma^+) + Na(3S), \quad (6)$$

where $k_l$, $k_{1a}$, and $r = k_{1a}/k_{ls}$ are the nonradiative quenching processes, respectively.

$$Na^*(3P) + Na(3S) \rightarrow Na^*(a^3\Pi), \quad (7)$$

and

$$Na^*(3P) + Na_2(A^1\Sigma^-) \rightarrow Na^*(a^3\Pi) + Na(3S) \rightarrow 3Na(3S). \quad (8)$$

Rate coefficients for the various processes are designated $k_i$ and rates $R_i$. Reverse processes of (4) and (6) are neglected compared to the rapid radiative rate of the $A^1\Sigma^-$ state. The possibility of quenching process (7) is allowed for, as it could result from crossing of $\nu \Sigma$ and $a^3\Pi$ potentials (see Fig. 1a), but would be negligible in the absence of such crossing. The Na*($a^3\Pi$) in Process (8) corresponds to those weakly bound $a^3\Pi$ dimers that can predissociate before radiation or vibrational stabilization to more deeply bound states which do not predissociate. Therefore only Na*($a^3\Pi$) states that do not predissociate are included in Eqs. (5) and (6). The predissociation rate, $R_p$, is faster than all other rates so that (8) proceeds effectively at rate coefficient $k_4$. The rate coefficient $k_4$ will be used to describe all forms of Na($3P$) quenching by Na($X$) which do not result in red emission. Thus, although the process in (8) is perhaps the most likely mechanism, transfer to the $B^1\Pi_u$ state followed by green B-X band emission would also contribute, as would nonradiative quenching. Process (5) is expected to yield a nonthermal distribution of population in the vibration-rotation states of $a^3\Pi$. Consequently the ratio of forward to backward rates, $k_{1a}/k_{ls}$, is not expected to have a thermal value. The $A^1\Sigma^-$ state is not expected to predissociate, and collisions between two excited atoms are negligible due to low excited state density, $[Na^*] \sim 10^{-12}$ cm$^{-3}$.

The rate equations corresponding to Eqs. (1)-(8), their solutions and the relation of the rate coefficients to experimentally measured quantities are given in the Appendix. This may be summarized as follows. Since the $\Sigma$ and $a^3\Pi^*$ states in Fig. 1 decay very rapidly compared to collisional rates, the equations for these level populations are taken as uncoupled. Thus only the Na($a^3\Pi$) and Na($3P$) states are coupled and the solutions for their populations consist of two exponentially decaying terms [Eqs. (A4)-(A7)]. The 3P population thus decays with fast and slow exponential rates whereas the $a^3\Pi$ population initially grows at the fast rate and decays at the slow rate. As given in the Appendix (A7) the atomic radiation is then obtained by multiplying the Na 3P population by the radiative escape rate $\Gamma_R$ and the molecular radiation is $\Gamma_R[A^1\Sigma^+] + \Gamma_R[a^3\Pi]$. The approximation $R_k \gg R_{kp}$ is then used to obtain approximate expressions [(A11) to (A14)] that show the sensitivity of the measured parameters to the collisional rates. Finally, expressions for the nonradiative quenching are given [(A15) to (A17)]. In essence these note that the observed decay rates may be faster than can be accounted for by the radiative loss rates. The analysis of the data, using these results is given in Sec. IV.

III. EXPERIMENT

A cylindrical stainless steel cell with sapphire end windows is connected to an external Na reservoir and pumps. The Na density in the cell is controlled by the temperature of the external reservoir, and the Na$_2$ density is then given by the equilibrium relation at the cell temperature. A nitrogen laser pumped dye-laser tuned near the Na resonance lines excites Na atoms to the 3P state in a $\sim 5$ nsec pulse. The laser beam is spread out to fill the cell windows and tuned off resonance in order to excite 3P atoms more or less uniformly throughout the cell. A lens past the cell focuses the transmitted laser beam into an absorber on axis and also focuses a large portion of the cell volume onto photomultipliers. The photomultipliers are filtered to detect the 590 nm region of the Na resonance lines or the 620-800 nm region of the Na$_2$ A-X and a-X, bands, and the time dependence of these signals are recorded by a transient digitizer and/or an oscilloscope. The emission spectrum in a fixed time interval after excitation was also measured with a gated photomultiplier following a
monochromator. Details of the apparatus are given below.

A. Cell and oven

Temperatures of -450 °C are required for [Na] of \( \sim 10^{14} \) cm\(^{-3} \). The alkali resistant cell consists of a stainless steel cell body with sapphire windows. A major problem is the brazed joint between the sapphire and the metal sleeve, which frequently cracked due to thermal strains. While more windows provide better input and output optics and reduce laser scatter, the chance of window failure increases. The final cell used is 5 cm long and 2.5 cm diameter sapphire windows at each end. The sapphire windows are also enveloped in concentric evacuated stainless steel pipes, which were welded onto the cell body with both ends protruding outside the oven and which ended in flanged quartz windows. In addition to minimizing thermal gradients, the envelope maintains vacuum and the cell remains operational as long as the sodium loss rate through minor cracks in the sapphire windows is not excessive. Covering the cell body are two closely fitted half-cylindrical brass shells which maintain a uniform temperature. With extreme care in welding the sapphire windows on the cell body and with a minimum of thermal cycling and abrupt heating or cooling during and between data taking, the windows of this cell did not leak at the end of the experiment.

The cell is connected to an external Na reservoir and then through a bakeable, stainless steel valve to the vacuum pump. The reservoir temperature fixes the Na density in the cell and the higher cell temperature fixes the molecular fraction through the temperature-dependent equilibrium constant \( K_{eq} \) in [Na].

\[
K_{eq} = \frac{[Na]_2}{[Na]^2}. \tag{9}
\]

After initial bakeout, sodium is distilled \textit{in situ} from an ampoule holder outside the bakeable valve into the reservoir adjacent to the cell. After distillation, impurities due to outgassing are removed periodically by opening the valve briefly while the cell and reservoir are kept hot. No impurity effects were detectable after a few days of operation.

B. Density determination

Sodium vapor density is mainly determined from thermocouple junction temperatures at the reservoir finger and at the cell body. Vapor pressure values compiled by Nesmeyanov\(^{17} \) are used for [Na]. Atom-dimer equilibrium constant, \( K_{eq} \), which determines [Na], is calculated from the \( X \) potential curve\(^{11} \) according to:\(^{14} \)

\[
K_{eq} \approx (g_p/g_a) \int_0^\infty dR \exp\left(-V_4(R)/kT\right) \Gamma(\frac{3}{2}, V_4/kT), \tag{9}
\]

where the \( g \)'s are the multiplicity factors of the dimer and atomic states, \( V(R) \) is the dimer \( X \) potential, and \( \Gamma(\cdot, V_4/kT) \) is the normalized incomplete gamma function. \( K_{eq} \) as calculated in (9) has an uncertainty of \( \pm 10\% \).

The [Na] density is checked by measuring the absorption profile of the \( D \) lines with a quartz iodide lamp. The [Na] density is determined and agrees with temperature determinations to within the measurement uncertainty of \( \pm 10\% \).

C. Laser and optics

The dye laser follows the design of Hansch\(^{13} \) and consists of a quartz cuvette dye cell in a \( \sim 20 \) cm long laser cavity consisting of a 5 cm diameter grating (\( \approx 2000 \) lines/mm), a beam expander and an output mirror of transmission \( \sim 50\% \). The dye is pumped transversely by a nitrogen laser. Output pulse of the dye laser is \( \sim 5 \) nsec long, \( \sim 0.05 \) nm wide.

The trapped radiation escape factor depends on the excitation beam geometry as well as on cell geometry and vapor density. It is not possible to adjust the excitation beam to produce an initially excited atom profile of only the fundamental mode of the cell so that exponential decay results.\(^{7} \) A practical compromise, and a good approximation, is to excite the whole cell uniformly. For this purpose, the uniform central portion of the laser beam is expanded and passed through the cell as a parallel beam of 2.5 cm diameter. At low [Na], \( \sim 10^{14} \) cm\(^{-3} \), when collisional energy transfer is minor, we observed a single exponential decay of \( \sim 10 \) \( \mu \)sec lifetime for over two decades. This is presumably the fundamental radiation escape mode and higher modes are negligible. The laser beam is tuned sufficiently from line center to yield at least \( 70\% \) transmission, thus providing a less than \( 30\% \) variation in excitation along the cell length. The detuning was typically \( 0.4 \) nm compared to \( \sim 0.05 \) nm laser line width, so that the \( \sim 30\% \) absorption is uniformly distributed over all laser wavelengths.

The energy in the 5 nsec laser pulse is kept at 10–30 \( \mu \)J, since high photon density would produce stepwise excitation or, more importantly, saturation effects such as depletion of molecular ground states by excited atoms according to (4) and (5) in Sec. II. Nonexponential and long-lived tails in the transient decay were observed when we increased the laser pulse energy or used a focused beam instead of expanding it to fill the cell.

The transmitted laser beam is focused into a small light stop by a 10 cm lens placed \( \sim 10 \) cm beyond the cell. Multiple reflections of the laser beam would also emerge parallel and are focused onto the same stop. The small stop blocks very little of the sodium fluorescence that emerges from an extended source throughout the volume of the cell. The fluorescence is imaged by the same 10 cm lens with f/10 optics onto the detectors.

D. Signal detection and processing

The fluorescence is detected both in a wide band with optical filters and through a monochromator. For transient measurements, a \( \sim 7 \) nm wide interference filter is used to pass the broadened D lines, a yellow glass filter for the total fluorescence, and a glass filter passing \( \lambda \geq 620 \) nm for the red portion of the \( A-X \)
band. This red portion is determined to be 73 ± 5% of the entire \( A-X \) band intensity from spectrum measurements described below. The filtered fluorescence is detected by a GaAs photomultiplier wire so that a synchronized negative voltage pulse can be applied to the first and third dynodes to switch the gain off when the laser pulse is on. Most of the time-dependent signals are then digitized by a transient recorder with 1 nsec resolution, averaged in a small computer, and then stored on magnetic tape. The decay constants for the fast transients (\( \omega_f \)) were measured from oscilloscope photographs.

For spectral scanning of the fluorescence, a monochromator set at 1 nm resolution is used with an extended S-20 phototube which is also wired for gain switching. The spectral sensitivity has been measured and is used to correct measured spectrum. The signal is fed to a boxcar integrator to integrate the portion of the transient 3-7 nsec after the laser pulse, which is free from noise due to laser firing and phototube gain switching. A multichannel analyzer then digitizes the scanned signal.

IV. DATA AND RESULTS

A. Data

Directly measurable quantities in this experiment are the relative intensities and time dependence of the atomic and molecular fluorescences. Both fluorescence signals are analyzed as two exponential components, with decay constants \( \omega_a \) and \( \omega_f(\omega_{a} - \omega_{f}) \), as given by Eq. (A7) in the Appendix. As expected, we observe the same \( \omega_a \) exponent for the atomic and molecular fluorescence decays. The initial fast exponential component in the atomic fluorescence is masked by laser scatter, so the \( \omega_a \) exponent is measured from the molecular fluorescence. Also measured from the molecular fluorescence transient is the amplitude ratio of the slow and fast components, \( b_s/b_f \), in Eq. (A10). The ratio of molecular to atomic fluorescence \( I_m/I_a \) is measured in the late part of the decay, where it corresponds to \( b_s/a_s \) in Eq. (A8). Fluorescence intensities at different Na densities are not compared due to the different excitation conditions used. Thus the measurements yield the quantities \( \omega_a, \omega_f, b_s/b_f, \) and \( b_s/a_s \) of Eqs. (A7), (A8) and (A10) as a function of \([\text{Na}]\) and \([\text{Na}_2]\).

The molecular spectrum was measured at temperatures of 410-480 \(^\circ\)C. The spectrum has been shown in Fig. 8 of Ref. 16, where it is compared to calculated thermal \( A-X \) band spectra and appears closest to that of a 1500 K vibrational distribution.

The measured quantities of \( \omega_a, \omega_f, b_s/a_s, \) and \( b_s/b_f \) where \( b \) is negative, are plotted against \([\text{Na}_2]\) in Fig. 2. A possible systematic error in the \([\text{Na}_2]\) scale of ±30%, due to uncertainty in \([\text{Na}]\) and \( K_{a} \) corresponds to a horizontal translation in the logarithmic scale and is not indicated. Most data are measured at a cell temperature of 410\( ^\circ\)C, with \( K_{a} = 2.2 \times 10^{16} \) cm\(^3\). Some of the \( \omega_a \) and \( b_s/a_s \) data are taken at different cell temperatures 410-460 \(^\circ\)C as indicated in Fig. 2. An analysis of this data is given in the following sections.

B. Data analysis

The radiative decay rate \( \omega_a \) was measured at \([\text{Na}] \)
\[ 10^{13} - 2 \times 10^{14} \text{ cm}^{-3}, \]
although only data for \([\text{Na}] \geq 4 \times 10^{11} \text{ cm}^{-3}\) is shown in Fig. 2. For \([\text{Na}] = 10^{13} - 2 \times 10^{14} \text{ cm}^{-3}\) we obtained \( \omega_a = 1 \times 10^{8} \text{ sec}^{-1}. \). Since collision processes, other than \( ^2P_{1/2} - ^2P_{3/2} \) mixing, are negligible at these densities this \( \omega_a \) corresponds to \( \Gamma_{R} \), the (trapped) radiative decay rate. As noted in Sec. IIB, the \( ^3P_{1/2} - ^3P_{3/2} \) mixing due to Na collisions should cause only a few percent change in \( \Gamma_{R} \), so this constant observed \( \Gamma_{R} \) confirms the prediction of Holstein's theory\(^1\) for resonance broadening. This constant \( \Gamma_{R} \) results because the line width as well as the number of absorbers is linear in \([\text{Na}]\) in this density range, so that the photon escape probability is independent of \([\text{Na}]\). The 12\% variation of \( \Gamma_{R} \) with increasing \([\text{Na}]\), shown in Fig. 2, is obtained from the arguments in Sec. IIB. At the higher densities the additional collision processes in Fig. 1(a) compete with this radiative decay rate. To obtain information regarding these additional rate coefficients we will compare the measured quantities \( \omega_a, b_s/a_s, \) and \( b_s/b_f \), to the predictions of the model given in Fig. 1(a) and Eqs. (1)-(8). The resulting linear coupled equations and their solutions are given in the Appendix. These solutions, (A7)-(A10), have a relatively complicated dependence on seven unknown coefficients, so that a random search is not realistic. Three simplifications allow a relatively rapid convergence to a set of coefficients that explain the data. First, a range of reasonable values can be set for \( k_1 + k_2, \Gamma_{R}, \) and \( \gamma_2 \); next, upper limits can be set for the nonradiative quenching rate coefficients \( k_4 \) and \( k_5 \), using minimal assumptions for the other coefficients; finally, approximations to (A7)-(A10) can be used to isolate the important parameters during an initial search procedure for the remaining coefficients \( k_2 \) and \( k_3 \) and improved values for \( k_1, \Gamma_{R}, \) and \( \gamma_2 \). Finally, these values are optimized and uncertainties are estimated by a least squares fitting of the exact equations to the data. These steps are described in the following paragraphs.

As \([\text{Na}]\) increases from 5-15 \( \times 10^{14} \text{ cm}^{-3} \) \([\text{Na}_2] = 10^{12} - 10^{13} \text{ cm}^{-3}\) in Fig. 2), \( \omega_a \) varies approximately linearly with \([\text{Na}_2]\) and is fairly independent of variations in \([\text{Na}]\) with \( T \) (Fig. 2). This behavior corresponds to a relatively minor amount of back transfer \( (R_4) \) at these low densities, so that \( \omega_a \approx \Gamma_{pa} = \Gamma_{R} + R_1 + R_2 + R_4 \) from (A7). Assuming for the moment that the Na induced process \( R_3 \) is small, which is consistent with the relative insensitivity to \( T \), the variations of \( \omega_a \) with \([\text{Na}_2]\) in this low-density region yields \( k_1 + k_2 \approx 4 \times 10^{8} \text{ cm}^3 \text{ sec}^{-1}. \)

From analysis of \( e^2\Pi_{u}, \) \( A^2\Sigma_{u} \) perturbation strengths\(^{10}\) one can infer that the majority of \( e^2\Pi_{u} \) vibrational and rotational states will have radiative rates of \( 2 \times 10^{4} - 10^{6} \text{ sec}^{-1}. \), with the rest in the \( 10^{4} - 10^{6} \text{ sec}^{-1} \) range. Those radiating faster than \( 10^{6} \text{ sec}^{-1}. \) are effectively grouped with the \( A^2\Sigma_{u} \) states in this analysis, and as \( \Gamma_{R} \) represents an average rate for the remaining \( e^2\Pi_{u} \) states we expect \( 2 \times 10^{6} \text{ sec}^{-1}. \lt \Gamma_{R} \lt 10^{8} \text{ sec}^{-1}. \)

The ratio \( R_1/k_{14}/k_{16} \) of excitation transfer to \( e^2\Pi_{u} \) versus that to \( A^2\Sigma_{u} \) has a reasonable upper limit of 6,
are quite large due to the subtraction of similar-sized terms on the right-hand side of (A17). Nonetheless, these bounds on $k_3$ and $k_4$ are very useful in establishing the validity of the assumption in paragraph two of this section, and that $R_3$ and $R_4$ play a minor role in the following determination of the remaining coefficients.

To simplify the initial search for the quantities $k_1$, $r$, $k_2$, $k_3$, and $k$, we note first that the above arguments have lead to $k_1 > 4 \times 10^{-3}$ cm$^{-3}$ sec$^{-1}$, $1.5 < r < 5$, $3 \times 10^{5}$ sec$^{-1} < k_2 < 10^{6}$ sec$^{-1}$. For the pressure range covered by the data it follows that $R_3 / R_4 > 3$, $R_3 / R_4 > 3$, $R_3 / R_4 > 3$, and that $R_3 / R_4 > 3$. This is valid at low pressure since $R_3 > R_4$, and at high pressure where $R_3 > R_4$, and at high pressure where $R_3 > R_4$. (That $R_3 > R_4$ as well is necessary to explain the observed back transfer at high density.) The (A11), (A13) and (A14) approximations to (A8), (A10), and (A7) which result from assuming $R_3 > R_4$, are...
tions \( X \) between data and theory is plotted, as a function of \( k_2/\Gamma_N \) and \( \tau \), as contours in Fig. 6. The solid contours refer to the data in Fig. 3 and the dashed to the data in Fig. 5. For the data in Fig. 3 the smallest \( X \) occur for \( k_2/\Gamma_N \) and \( \tau \) values along the dotted line AEB in Fig. 6 for the data in Fig. 5 the smallest \( X \) are along the line CED in Fig. 6. Hence fitting of both the \( b_2/a_2 \) \([Na]\) and \( b_2/b \), data restricts the values of \( k_2/\Gamma_N \) and \( \tau \) to the region around E in Fig. 6 for this \( k_2/\Gamma_N = 1.5 \times 10^{-17} \text{ cm}^2 \) case. When \( k_2/\Gamma_N \) is increased the set of dashed contours of Fig. 6 moves to the right while the solid contour set moves to the upper left. The AEB and CED lines then interact at much larger values of \( X \), indicating a poorer fit to the data. When \( k_2/\Gamma_N \) is decreased the fit to the data does not change significantly. Using a tripling of either \( X \) value at the intersection point (E in Fig. 3) as an uncertainty criterion, we thus obtain \( r = 2.7 \pm 0.8 \), \( k_2/\Gamma_N = (6 \pm 2) \times 10^{-18} \text{ cm}^2 \) and \( k_5/\Gamma_N = (1.5 \pm 1.5) \times 10^{-17} \text{ cm}^2 \). In Fig. 3 and 5 the solid curves A, B, C, D, and E show how Eqs. (A8) and (A10) fit the data for values of \( r \) and \( k_2/\Gamma_N \) at points A, B, C, D, and E in Fig. 6. 

Using the above \( k_2/\Gamma_N \) and \( \tau \) values along the solid line AEB in Fig. 6, we obtain the value of \( k_2/\Gamma_N \) between \( 3.2 \times 10^{-14} \) and \( 3.9 \times 10^{-14} \text{ cm}^2 \). For \( \Gamma_N = 10^{-12} \text{ sec}^{-1} \) and including (additively) an \( \sim 30\% \) uncertainty in \([Na]\), we obtain \( k_2 = (3.4 \pm 1.5) \times 10^{-8} \text{ cm}^3 \text{ sec}^{-1} \text{ molecule}^{-1} \). In order to emphasize the sensitivity of the data to the reverse of reaction 5, the prediction of the model for \( k_5 \) from Eq. (11) is plotted in Fig. 3 for the case \( k_5 = 3.4 \times 10^{-3} \text{ cm}^2 \text{ sec}^{-1} \text{ molecule}^{-1} \). The \( \sim 20\% \) variation in this \( k_5/\Gamma_N \) due to the slight dependence of \( \Gamma_N \) on [Na] as described in Sec. VB.

Using the above \( k_2/\Gamma_N \) and \( k_5/\Gamma_N \) values for the data in Fig. 2. The resulting \( \Gamma_N \), \( k_2 \) and \( k_5 \) previously determined coefficients can then be used in the

\[ k_2/\Gamma_N = 1.5 \times 10^{-17} \text{ cm}^2 \text{ and } k_5/\Gamma_N = 6 \times 10^{-16} \text{ cm}^2, \] \[ 12 \text{ reduces to } \omega = 5 \times 6 \times 10^{-12} \text{ cm}^2 \text{ sec}^{-1} \text{ molecule}^{-1} \text{ and yields } \Gamma_N = 5 \times 6 \times 10^{-12} \text{ sec}^{-1} \text{ from the } \omega \text{ data in Fig. 2. The resulting } \Gamma_N \text{, } k_2 \text{ and } k_5 \text{ and previously determined coefficients can then be used in the}

\[ \text{FIG. 6. Contours of sum of squares of fractional deviations, having the indicated values from fitting Eq. (10) (solid contour) and Eq. (11) (dotted contour) to data in Figs. 3 and 5, with } k_2/\Gamma_N \text{ set at } 1.5 \times 10^{-17} \text{ cm}^2 \text{. The troughs AEB and CED represent regions of good fit to data in Figs. 3 and 5 respectively, with overlapping region at E the best combined fit.} \]
exact (A7) to obtain a more exact result $\Gamma_1 = 5 \times 10^3$ sec$^{-1}$. Combined with the above ratios we then have $k_2 = 8 \times 10^{18}$ cm$^3$ sec$^{-1}$ and $k_3 = 3 \times 10^{18}$ cm$^3$ sec$^{-1}$. The measured $\omega_\perp$ have considerable uncertainty, but these $k_j$, $\Gamma_n$ and $k_1$ values are also required to be consistent with the more accurately measured $\omega_\perp$. The estimated uncertainties in all of the coefficients and $\Gamma_n$ are indicated in Table I.

C. Results

The results are tabulated in Table I. With the values of Table I substituted into (A7), (A8), and (A10), we obtain the solid curves in Fig. 2 for a cell temperature of 470°C ($K_m = 2.2 \times 10^{-18}$ cm$^2$). At a cell temperature of 410°C, $K_m = 5.3 \times 10^{-18}$ cm$^2$ increases by a factor of 2.4 while $b/a$ increases by only 20% (dotted line in Fig. 2) and $\omega_\perp$ does not change by more than a few percent.

V. CONCLUSIONS

We have observed a large rate coefficient, $k_1 = 3.4 \times 10^3$ cm$^3$ sec$^{-1}$, for excitation transfer between excited sodium 3P atoms and the $A^\Sigma$ sodium dimer. This is the same order as the rate coefficient, $k = 1 \times 10^9$ cm sec$^{-1}$, for the reverse process between the $B^\Pi$ and 3P states in potassium and sodium systems reported by Kraulinya et al. However, it is difficult to make a quantitative comparison. Kraulinya's measurement for potassium gave a rate coefficient for the $A^\Sigma - 4\Pi$ transfer process of $1 \times 10^{10}$ cm$^3$ sec$^{-1}$ compared to our $k_2 = 3 \times 10^{10}$ cm$^3$ sec$^{-1}$ for sodium $a^\Pi - 3P$ transfer. As they explained, their result is small because the $A^\Sigma$ sublevels they excite (with 6328 nm light) are energetically unfavorable by $\approx 3-4$ kT for energy transfer to the 4P state. Our result $k_2 = 3 \times 10^{10}$ cm$^3$ sec$^{-1}$ is intermediate between a number of the order of $10^9$ cm$^3$ sec$^{-1}$ for the exothermic process and Kraulinya's number of $1 \times 10^{10}$ cm$^3$ sec$^{-1}$ for the endothermic process, perhaps because it is due to populating a wide range of vibrational levels in the $a^\Pi$ state in the energy transfer.

Two possible mechanisms for the large $k_1$ rate coefficients are (a) atom-dimer resonance interaction (the $A-X$ bands overlap the $D$ lines) and (b) ion-pair intermediaries (harpoooning mechanism). Both mechanisms are long-range interactions and would be expected to produce highly internally excited Na$_2$ A $^\Sigma$ states, qualitatively consistent with the $A-X$ band spectrum observed.

The value of $\Gamma_1 = 5 \times 10^3$ sec$^{-1}$ is consistent with $a^\Pi - A^\Sigma$ perturbation analysis and the value of $k_2 \approx 1 \times 10^{11}$ cm$^3$ sec$^{-1}$ is of the order of gas kinetic rates, as expected. The small quenching coefficient $k_3 = 3 \pm 3 \times 10^{12}$ cm$^3$ sec$^{-1}$ indicates that the $a^\Pi$ and $A^\Sigma$ states are not strongly quenched due to curve crossing with the $\chi_\perp$ state. This agrees with the qualitative feature of the calculated $\chi_\perp$ and $a^\Pi$ curves which shows any crossing would occur only on the repulsive wall. The nonzero value of $k_4$, on the other hand, indicates that nonradiative molecular quenching of Na(3P) occurs. H, as just suggested, the $\chi_\perp$ and $a^\Pi$ potentials did not cross below the 3P energy, this should not occur by the predissociation process in (8).
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APPENDIX

Considering (1)–(8) Sec. II, the rate equations are

$$
R_x = k_x[^Na(3P)] \text{ for } x = 1, 2, 4; R_j = k_j[^Na(3s)] \text{ for } j = 2, 5:
$$

$$
d[^Na(3P)]/dt = -R_{3p}[^Na(3P)] + R_{3p}[^Na(3s)] + P(t),
$$

and

$$
d[^Na(3s)]/dt = -R_{3p}[^Na(3s)] + R_{3p}[^Na(3P)] + P(t),
$$

with solutions:

$$
[^Na(3P)] = (\omega - \omega_\perp)^n (R_{3p} - \omega_\perp) \exp(-\omega_\perp t),
$$

$$
[^Na(3s)] = (\omega - \omega_\perp)^n R_{3p} \exp(-\omega_\perp t) + \exp(-\omega_\perp t),
$$

and

$$
[^Na(3s)] = (\omega - \omega_\perp)^n \left( \frac{R_{3p} - \omega_\perp}{R_{3p} - \omega_\perp} \exp(-\omega_\perp t) + \frac{R_{3p} - \omega_\perp}{R_{3p} - \omega_\perp} \exp(-\omega_\perp t) \right),
$$

where

$$
\omega_\perp = \sqrt{(R_{3p} + R_{3p}) \pm \sqrt{(R_{3p} - R_{3p})^2 + R_{3p} R_{3p}}}^{1/2},
$$

The photon intensity in the atomic fluorescence is

$$
I_{3p} = \Gamma_A[^Na(3P)] \exp(-\omega_\perp t) + \omega_\perp \exp(-\omega_\perp t),
$$

and in the molecular band is

$$
I_{3s} = \Gamma_A[^Na(3s)] + \Gamma_A[^Na(3s)],
$$

$$
= \omega_\perp \exp(-\omega_\perp t) + \omega_\perp \exp(-\omega_\perp t).
$$
The exact expression for \( R_3 + R_4 \) is thus

\[
R_3 + R_4 = \left( 1 + \frac{\omega_0}{\omega} \right) \frac{1}{\left( 1 + \frac{\omega_0}{\omega} \right)} \left( 1 + \frac{\omega_0}{\omega} \right) \frac{1}{\left( 1 + \frac{\omega_0}{\omega} \right)} \left( 1 + \frac{\omega_0}{\omega} \right)
\]

For \( [Na] \approx 10^{-13} - 10^{-16} \text{ cm}^{-3} \), we have \( \omega / \omega_0 \approx 0.1 \), \( a / \alpha \approx 10^{-4} \), \( (\alpha / \alpha) - 1 \leq 10^{-8} \), and \( b / \beta \leq 0.4 \). Hence (A17) reduces to (A15) with minor correction terms.
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The extreme wing (600 < λ < 820 nm) of the sodium D lines perturbed by xenon and krypton has been measured in fluorescence at perturber densities between 2 × 10^{13} and 3 × 10^{14} cm^{-3}. At these perturber densities the observed fluorescence results mostly from the NaXe*(NaKx*) molecule in the wavelength range of 600 < λ < 720 nm (600 < λ < 680 nm) and from the NaXe*(NaKx*) molecule in the range 740 < λ < 820 nm (700 < λ < 820 nm). The fluorescence emission coefficient is obtained in normalized units, allowing quantitative comparison to theory. The quasistatic line-broadening theory, including multiperturber interactions, is used to calculate the density dependence of the spectra which would result from trimmer potential surfaces given by scalarly additive pair interactions. This approximation explains some of the observations; discrepancies between this model and the experimental results are discussed.

I. INTRODUCTION

The spectra of alkali metal atoms perturbed by rare gases (RG) has been the subject of many studies. Such effects as the broadening, shift, and satellite features of allowed lines; collisionally induced absorption and emission; and absorption from the ground state van der Waals molecule have been investigated. Among the work reported from this laboratory are several studies of the extreme wing spectra of the alkali resonance lines perturbed by noble gases6–10. These earlier studies of the excited state fluorescence were carried out at perturber densities ≤ 10^{16} cm^{-3} and were interpreted in terms of diatomic excimer radiation. Here we report an extension of this work for the Na(3P-3S) resonance lines perturbed by Xe and Kr at densities up to 3 × 10^{15} cm^{-3}, where the effects of multiple-perturber interactions or polyatomic molecules are observed. These experimental results are compared to calculated spectra which are obtained by incorporating multbody effects into the quasistatic line-broadening theory.

As shown in Fig. 1, the NaXe molecule is an excimer, i.e., the NaXe \( X^2\Sigma \) ground-state molecule is repulsive, with only a weak van der Waals minimum at large internuclear separation. The first excited state, \( A^5\Pi \), which results from a combination of an excited Na(3P) atom and a Xe(\( ^1S_0 \)) ground state atom, is bound by ~1200 cm^{-1}, while at the temperatures of these experiments \( kT \sim 300 \text{ cm}^{-1} \). The observed fluorescence spectrum from the \( A^5\Pi \) state is a continuum resulting predominantly from bound-free and free-free \( A^5\Pi - X^2\Sigma \) transitions and is shifted to the red side of the Na(3P)-Na(3S) resonance lines. In addition to the \( A^5\Pi \) state, the combination of a Na(3P) atom and a Xe(\( ^1S_0 \)) atom can result in a repulsive \( B^2\Sigma \) excited state (not shown in Fig. 1) which has a fluorescence continuum to the blue side of the resonance lines. York et al. have investigated the behavior of the sodium–rare gas fluorescence spectra at several rare gas densities [RG] in the range 10^{16} cm^{-3} ≤ [RG] ≤ 10^{15} cm^{-3} and have derived the interatomic potentials shown in Fig. 1. That study, as well as the present one, is concerned with the excimer \( A-X \) band at large frequency shifts (100 cm^{-1} or more) from the atomic transition frequency, where it is essentially a molecular spectrum. The data closer to the atomic lines are discussed in a separate publication. 11

Since the \( A^5\Pi \) potential well is relatively shallow, at [RG] = 10^{15} cm^{-3} an excited Na(3P) atom (Na*) has less than a 5% probability of radiating when a rare gas atom is sufficiently close (within ~6 Å) to cause a ~250 cm^{-1} shift in the frequency of the resonance transition. Thus if one assumes approximately equal interactions between Na* and each RG atom the probability that a Na* atom will have two or more rare gas atoms within this range when it radiates is quite small (~2.5% of 5%). This was utilized in Refs. 9 and 10 to study the NaXe excimer.

FIG. 1. The potential curves of the NaXe \( X^2\Sigma \) and \( A^5\Pi \) molecular states obtained from Ref. 9.
molecule without significant interference from multiple Xe interactions. However, in the present experiment the spectra are observed at $2 \times 10^{19} \text{ cm}^{-3} = [\text{RG}] < 3 \times 10^{20} \text{ cm}^{-3}$ and the effects of polyatomic (NaXe$_2$) molecules become quite apparent. The normalized spectra in the 600–720 nm region shown in Fig. 2(a) which results predominately from the NaXe $A^2\Pi$ fluorescence, is weakened by the presence of additional Xe atoms close proximity to Na$^+$, while NaXe$_2$ fluorescence in the 740–820 nm region of the spectrum increases with increasing [Xe]. These intensity variations can be expressed in terms of [Xe] and [Xe]$_f^+$, but at [Xe]$>10^{19}$
evidence of still higher order $[\text{Xe}]^n$ terms has been observed in the long wavelength region. Figure 2(b) shows similar behavior for the sodium-krypton case.

As is well known, the classical Franck-Condon principle (CFCP) or the equivalent quasistatic line broadening theory describe the average intensity distribution in the far wings of perturbed resonance lines. This theory combines the statistical distribution of perturber atoms around the radiating (or absorbing) atoms with the approximation $V(R) = V(0) + V'(R)$ to predict the spectrum, $^{1,14}$ where $V(R)$ is the lower molecular adiabatic state potential. $^{1,14}$ In the present work the statistical distribution will include a significant probability of one, two, and more perturber atoms being near the emitter (Na), and therefore the potential surfaces of the NaXe ground and excited states with $n \geq 2$ must be known in order to predict the spectrum. As noted above, previous intensity measurements $^6$ have obtained the NaXe potential curves in the range of 3 to 5 Å. Smalley et al. $^7$ have verified the accuracy of these potentials in the Na–Ar case using much more accurate bound-bound spectroscopy. However, the present data do not provide sufficient information to determine the three-body potential surfaces, so we compare the measured pressure dependent spectra to the prediction of the CFCP using assumed potentials. We have tested the data against the simplest of polyatomic potentials, the additive pair interaction potential. $^{1,14}$

Theories directed to the line shape in the quasistatic region but close to the atomic transition frequency, which is due to weak, long-range interactions. $^{1,14}$ These theories are directed primarily toward the line shape in the quasistatic region but close to the atomic transition frequency, which is due to weak, long-range interactions. $^{1,14}$ Theories directed to the line core shape are discussed in Ref. 11, which reports our data in this spectral region. In order to correct for far wing effects, to relate to the normalized fluorescence intensity units of these experiments and to more traditional molecular-spectra models, and in preparation for introducing the interactions between RG atoms, we derive equivalent expressions below. $^{1,14}$

In previously reported experiments with sodium, $^{9,10}$ a commercial Na lamp providing typically $100 \mu W/cm^2$ of resonance light was used to excite the vapor in the cell. However, at the noble gas pressures used in the present work, the absorption profile of the sodium vapor was shifted and broadened significantly compared to the unperturbed resonance energy. $^{1,14}$ This resulted in an insufficient population of excited sodium atoms in the cell, especially when coupled with the problem of obtaining a reasonable Na vapor pressure. Therefore in order to obtain greater signals, the resonance lamp was replaced with a cw dye laser. Using rhodamine 6G dye solution, the laser was operated at an output power of $\sim 10 mW$ with a beam diameter of $\sim 1 mm$ at the cell and a spec-

---

**II. THE EXPERIMENT**

A schematic of the apparatus is shown in Fig. 3. The experimental methods have been described in Refs. 6--

![Schematic of the apparatus](image-url)
tral width of ~0.1 Å, which was less than that of the pressure broadened absorption line. In addition to increasing the pump power and resulting signal levels, tuning the laser a few Å into the wings of the absorption lines allowed the observation of the Na(3P1/2,3/2) line center region without interference from instrumentally scattered laser radiation. Complete radiative redistribution occurs at our [RG] since the collisionally broadened linewidths greatly exceed the natural width.) The fluorescence spectra were measured with a double grating monochromator, which allowed measurement of wing intensities as low as 10⁻⁶ of the resonance line intensity without leakage of the much stronger line fluorescence. The line wing intensities were measured with an instrumental resolution of ~1.5 nm. In order to correct for any drift in the sodium vapor density or in dye laser frequency and power, the fluorescence in the far red wing of the resonance lines was monitored with a photomultiplier that viewed the cell through a x ~600 nm transmitting filter (Fig. 3). The relative response of the apparatus as a function of wavelength was measured using light from a calibrated tungsten filament lamp reflected from a BaSO₄ surface in place of the cell. A weak fluorescence from the sapphire windows was present, but was ~5% of the fluorescence signal for all reported data.

The experiment measured a signal which, when corrected for the spectral sensitivity of the detection optics, we define as $S(k)$. This $S(k)$ is proportional to the intensity $I(k)$ of fluorescence per unit frequency interval (cm⁻¹). We use the notation $k = 1/\lambda$, $b_0 = 1/\lambda_0$, $\lambda_0 = 589.3$ nm is the wavelength midway between the $D$ lines, and $\Delta k = k - b_0$. The results, both experimental and theoretical, are presented as a normalized intensity $I_{s}(k)$,

$$I_{s}(k) = I(k)/[RG] \int_{-\infty}^{\infty} I(k)b_0/k^4 dk,$$

which as shown in Sec. III and the Appendix is the spontaneous emission intensity $I(k)$ per [Na*] and per [RG], where [Na*] is the total density of Na(3P1/2,3/2) in all bound and free forms, $I(k)$ appears in the numerator and denominator of (1), so we replace it with $S(k)$ to obtain $I_{s}(k)$ from the data. Since bound and free forms of NaXe, for all $u$ radiate in the same wavelength region it is not possible to account for any particular portion of the Na* radiation (e.g., to free Na*). Thus a normalization to the integrated emission, as in Eq. (1), is the only practical form. The minor $(k_0/k)^4$ factor is included to give the physical meaning noted above at $I_{s}(k)$.

Figures 2(a) and 2(b) show the measured $I_{s}(k)$ for sodium–xenon and sodium–krypton mixtures at several xenon and krypton densities. The 600–700 nm (600–680 nm) region is dominated by the NaXe(NaKr)A₂π–X₂σ₂ emission bands, while the 720–800 nm (690–720 nm) region is predominately due to NaXe(NaKr). The blue wing of the resonance lines (570–590 nm) is due to the NaXe(NaKr)A₂π–X₂σ₂ band. As noted above, the $B$-state potential was not determined by the measurements of Ref. 9, but from those measurements and from theoretical calculations, it is expected to be repulsive and produce the observed blue wing. The $I_{s}(k)$ measured for [RG] = 2 × 10¹⁹ cm⁻² is very similar in shape to that previously reported from this laboratory, but it is about 20% (15%) weaker for sodium–xenon (sodium–krypton) for > 2620 nm. This discrepancy exceeds the combined uncertainties in the experiments by ~5%; its cause has not yet been determined.

III. THEORY

A. Qualitative discussion

Before discussing the full theory and quantitative comparisons to the data, we will note some simple physical arguments which qualitatively explain the observations. Previous experimental work has shown that at a [RG] of 10¹⁹ cm⁻³, the A₂π diatomic vibrational and rotational state distribution is very nearly in thermal equilibrium with the gas prior to emission. It is therefore appropriate to consider the equilibrium condition between the various NaRG⁺ excited state molecules when analyzing the spectra. The 600–800 nm regions in Figs. 2(a) and 2(b) are dominated by the diatomic A-X bands and are relatively flat and featureless. As [RG] is increased the normalized intensity $I_{s}(k)$ in the diatomic bands decreases primarily due to depletion of free Na*, which "free" means without an RG closer than ~6 Å. More specifically, if we consider only the dominant effect of binary Na–RG interactions, [Na*][RG] with [NaRG⁺] = $K_1[Na][RG]$ and $K_1$ is the equilibrium constant. Thus in the spectral region dominated by the diatomic A-X band

$$I_{s}(k) = \frac{I(k)}{[RB][Na*]} \approx \frac{K_1[Na*][RG]/I(k)}{[RG][Na*]+K_1[Na*][RG]}$$

$$I_{s}(k) = \frac{K_1 P_1(k)}{1 + K_1[RG]}$$

Here $P_1(k)$, with $I_{s}(k)dh = 1$, represents the normalized NaRG⁺ – NaRG intensity distribution due to free and bound NaRG⁺ molecules, $K_1$ refers to all Na*–RG at separations less than a separation $R_0$ ~ 4 Å, and [Na*] refers to all Na(3P) without any RG closer than $R_0$. As discussed in the Appendix, General Model section, this somewhat unusual definition of an equilibrium constant is necessary due to the indistinguishability of bound and free-state emission.) At small [RG], $K_1[RG] < K_1$ and $I_{s}(k)$ is approximately independent of [RG]. At the largest [Xe] of these experiments $K_1[Xe] < 1$ so that $I_{s}(k)$ decreases by about a factor of 2. For the Kr case, $K_1[Kr] > 0.5$ at the highest [Kr]. This decrease in $I_{s}(k)$ is partly compensated for by NaRG⁺ radiation in the same spectral region.

Considering next the λ > 720 nm regions of Fig. 2, these are dominated by the Na(RG)₂ excimer bands. Thus

$$I_{s}(k) = \frac{I(k)}{[RG][Na^*]} \approx \frac{K_2[Na*][RG]^2 P_2(k)}{[RG][Na*]+K_1[Na*][RG]}$$

$$I_{s}(k) = \frac{K_2 [RG] P_2(k)}{1 + K_1[RG]}$$

where $K_2$ and $P_2(k)$ refer to excited NaRG₂ with both RG at R > 6 Å. At small [RG] where $K_1[RG] < 1$ this $I_{s}(k)$ rises linearly with [RG]. At the higher [RG] this NaRG₂ intensity rises less rapidly than linearly, again.
due to the decreasing number of free Na* (those without an RG atom within ~6 Å). The theory which follows explains these terms in more detail, giving more exact expressions, and allows quantitative comparisons to the data.

B. Theory for additive Na-RG pair interactions

As noted in Sec. III A, we assume an equilibrated distribution of vibrational and rotational states within each NaXe* and equilibrium relations between the densities of different molecules. We will summarize here the results of the theory given in the Appendix. The normalized spectrum \( I_p(k) \) is expressed as a sum of NaXe* - NaXe band intensities in (A4), which we repeat here (with RG - Xe):

\[
I_p(k) = \frac{(k/k_0)^4}{[\text{Xe}]^2} \sum_{n=0}^{\infty} P_n(k), \tag{4}
\]

where \( P_n(k) \) is the normalized probability of NaXe* emission at \( k = k_0 \) and NaXe* defined by (A1), is the total concentration of excited Na* in all bound and free forms. For additive Na* - Xe and Na - Xe interactions and independent Xe atoms (no Xe - Xe interactions), Eq. (A11) yields

\[
[\text{NaXe*}] = [\text{Na*}] e^{-k_n^*[\text{Xe}]} K'[\text{Xe}]/n!,
\]

where \( K_1 \) is the probability that any particular Xe atom may be inside a cutoff separation \( R_0 \sim 6 \) Å (i.e., it is the NaXe* equilibrium constant of the previous section). From the CFCP and the additive-pair-interaction assumption, the probability of NaXe* - NaXe, radiation at \( k \) is determined by the various Na* - Xe pair separations \( R_i \) according to [see (A13) and (A17)]:

\[
\Delta k = \Delta k(R_1, \ldots, R_n) = \sum_{i=1}^{n} \Delta k(R_i), \tag{6}
\]

where \( \Delta k(R_i) = k(R_i) - k_0 \) is the frequency shift due to the \( i \)th pair interaction only, given by

\[
hc \Delta k(R_i) = V'(R_i) - V(R_i), \tag{7}
\]

with \( V'(R) \) the NaXe* potential (\( j = A^{1}P \) or \( B^{2}S \)) potential and \( V(R_i) \) the NaXe(Xe* 2) potential (the form of the polyatomic potentials and the assumed scalar additivity will be discussed later). As in (A19) the probability of \( \Delta k \) in (6) is thus the product of single-perturber probabilities \( P_i(\Delta k_i) \), or \( P_i(\Delta k_i) \) with \( R_i = R(\Delta k_i) \), integrated over all combinations of \( \Delta k_i \) that satisfy (6). Thus (A19) and (5) in (4) yield \( I_p(k) \) predicted by this model:

\[
I_p(\Delta k) = \frac{(k/k_0)^4}{[\text{Xe}]^2} \sum_{n=0}^{\infty} \left( \frac{k_0}{k} \right)^n [\text{Xe}]^n \int \ldots \int d\Delta k_1 \cdots d\Delta k_n P_i(\Delta k_1) \cdots P_i(\Delta k - \sum_{i=1}^{n} \Delta k_i) \tag{8}
\]

Since only perturbers at \( R < R_0 \) are included in (8), only \( \Delta k_i \) corresponding to \( R < R_0 \) are included in the integrals. This is indicated by the symbol \( \int' \). Thus \( \int' \) is from \( \infty \) to \( k_0 \), from \( k_0 \) to \( \infty \), where \( k_0 \) and \( k \) are on either side of the resonance line and correspond to \( k(R) \).

The equivalence of this molecular picture to the Poisson distribution is noted in the Appendix. Equation (8) is a prescription for calculating \( I_p(k) \) from known Na* - Xe and Na-Xe interaction potentials, as these are used in (A8) and (A15) to calculate \( K_1 \) and \( P_i(\Delta k_i) \). Some of these potentials are known in some \( R \) regions from Refs. 5 and 6; this information could be combined with calculated potentials \( ^2 \) to estimate the potentials at all \( R \) and then to evaluate (8). However, slight inaccuracies in these potentials would prevent the resulting \( I_p(k) \) from agreeing with the measurements even at low \([\text{RG}]\). It is much more direct to express \( P_i(\Delta k) \) and \( K_1 \) directly in terms of \( (k/k_0)^4 \), the \( \Delta k_1 \) measured at low \([\text{Xe}]\), as is done in (A20) and (A22). Then \( I_p(k) \) at all \([\text{Xe}]\) is given in (A21) as:

\[
I_p(\Delta k) = \frac{(k/k_0)^4}{[\text{Xe}]^2} \sum_{n=0}^{\infty} \left( \frac{k_0}{k} \right)^n [\text{Xe}]^n \int \ldots \int d\Delta k_1 \cdots d\Delta k_n P_i(\Delta k_1) \cdots P_i(\Delta k - \sum_{i=1}^{n} \Delta k_i) \tag{9}
\]

Here the first term is due to free Na*, which in the model radiates at \( k_0 \). The second, NaXe* term \( \exp(-K_1[\text{Xe}]) P_i(k) \) is the probability of finding one Xe atom at an \( R < R_0 \) that yields \( k_i \) with all other Xe at \( R > R_0 \). Similarly the \( n \)th term is the probability of \( n \) Xe atoms at \( R < R_0 \) positions that yield a net shift \( \Delta k \), with all other Xe at \( R > R_0 \). Note that the contribution of each NaXe* spectrum is attenuated by \( \exp(-K_1[\text{Xe}]) \) factor, which represents the depletion of free Na*. The term \( 1 + K_1[\text{RG}] \) in the denominator of (2) and (3) is an approximation to this which corresponds to including only the depletion of \([\text{Na*}]\) due to \([\text{NaXe*}]\) and ignoring the depletion due to \([\text{NaXe}^*] \), \( n \neq 2 \).

For comparison to the data and conceptual purposes it is convenient to re-express (8) as a power series in \([\text{Xe}]\) by expanding \( \exp(-K_1[\text{Xe}]) \) in (A8) and (A15) to calculate \( K_1 \) and \( P_i(\Delta k) \), some of which are known in some \( R \) regions from Refs. 5 and 6; this information could be combined with calculated potentials \( ^2 \) to estimate the potentials at all \( R \) and then to evaluate (8). However, slight inaccuracies in these potentials would prevent the resulting \( I_p(k) \) from agreeing with the measurements even at low \([\text{RG}]\). It is much more direct to express \( P_i(\Delta k) \) and \( K_1 \) directly in terms of \( (k/k_0)^4 \), the \( \Delta k_1 \) measured at low \([\text{Xe}]\), as is done in (A20) and (A22). Then \( I_p(k) \) at all \([\text{Xe}]\) is given in (A21) as:

\[
I_p(\Delta k) = \frac{(k/k_0)^4}{[\text{Xe}]^2} \sum_{n=0}^{\infty} \left( \frac{k_0}{k} \right)^n [\text{Xe}]^n \int \ldots \int d\Delta k_1 \cdots d\Delta k_n P_i(\Delta k_1) \cdots P_i(\Delta k - \sum_{i=1}^{n} \Delta k_i) \tag{9}
\]

The equivalent expansion of (9) is obtained by taking in (8) \( P_i(\Delta k) = \delta(k - k_0) \), \( P_i(k) = P_i^0(k) \), and \( P_i^0(k) \) from (A10').

The size of the equilibrium constant \( K_{11} \) which is determined by \( R_0 \) or the integration cutoffs \( k_0 \), determines the relative magnitude of the terms in (8), (8'), and (9). As \( k \) and \( k_0 \) are moved closer to \( k_0 \), \( R_0 \) encompasses perturbers at larger internuclear separation and the relative magnitude of the higher order \([\text{Xe}]^n\) terms is increased. If all terms are included in the sum over \( n \) in (8) or (9), the resulting far wing intensities are almost independent of \( K_1 \), but in the present work the \( n > 2 \) terms have not been calculated and are not included in our \( I_p(k) \), i.e., only the NaXe and NaXe* spectra are included. The effect of changing \( K_1 \) or \( k \) is shown in Figs. 4 and 5. It can be seen that changing \( K_1 \) does not significantly affect the calculated spectra in the diatomic emission band region. This results from the fact that the coefficient of the \([\text{Xe}]\)
term in (8'), which is the most important term in this region of the spectra, is the difference of two terms which both increase as \( K_1 \) is increased. In the triatomic (NaXe\(_2\)) band region of large, negative \( \Delta k \), the \( P_n(\Delta k) \) terms in (8') are zero. Thus, as we have not included \( P_2(\Delta k) \), our calculation reduces to

\[
I_n(k) = \left( \frac{k}{k_0} \right)^n \frac{K_1^2}{2!} \text{[Xe]} P_2(\Delta k) - \text{[Xe]}^2 K_1 P_2(\Delta k),
\]

(\( \Delta k < 0 \)).

Here \( P_2(\Delta k) \) is independent of \( k \) and \( k' \), since these large

\[
\Delta k = -1600 \text{ cm}^{-1}
\]

FIG. 4. The calculated normalized emission coefficient as a function of [Xe] at two values of \( K_1 \) in the spectral region where the diatomic emission dominates. The \( \circ \) are for \( K_1 \) = 2.7 \( \times \) 10\(^{-21}\) cm\(^3\), \( k_0 = 72 \text{ cm}^{-1} \), and \( k = 47 \text{ cm}^{-1} \); the \( \Box \) are for \( K_1 = 3.1 \times 10^{-21} \text{ cm}^3 \), \( k_0 = 69 \text{ cm}^{-1} \), and \( k = 34 \text{ cm}^{-1} \).

In the spectral region where the triatomic emission dominates, the contributions to the integral in (9) or (A18') would be partly compensated by the inclusion of \( P_n(\Delta k) \) and higher \( n \) terms, as these radiate partly in the region of the NaXe band. Thus there is some ambiguity to the theoretical intensity in this \( \Delta k \) region. It should be noted that unusually large choices for \( k = k_0 \) or \( k = k_0 \) (small \( K_1 \) and \( k_0 \)) would minimize the effect of these \( n > 3 \) terms, but it also can distort the predicted spectra, since perturbers at internuclear separaion greater than \( R_0 \) would then cause a significant \( \Delta k \), although in the model these contributions to the total \( \Delta k \) are ignored.

C. Interactions between Perturbers

In the above derivation of \( P_2(\Delta k) \), the interaction \( V_2(R) \) between perturbers was ignored. However, the Na–RG separation at the minimum of the \( A^2\Pi \) potential well, where the diatomic radiation is strong, is \( \sim 3.3 \) \( \AA \), while the RG–RG interaction becomes strongly repulsive at \( \sim 3 \) \( \AA \). Thus we expect considerable effects due to the RG–RG interactions. This effect could be included as an additional \( \exp(- V_2/kT) \) Boltzmann factor in the integrand of the \( n = 2 \) term of (8), where the Na–RG Boltzmann factors are already included in the \( P_2(\Delta k) \) and \( P_1(\Delta k_0) \). However, as \( kT \) considerably exceeds the RG–RG van der Waals binding energy, we will approximate the RG–RG interaction as a hard-sphere repulsion. This is then included in the calculation of \( P_2(\Delta k) \) by requiring that the noble gas–noble gas separation \( R \) in Fig. 6 must be greater than the hard sphere radius \( R_0 \) which has been estimated from noble gas dimer ground state potential curves previously derived from experimental data. Since the Na–RG separations \( R_1(\Delta k_1) \) and \( R_2(\Delta k_2) \) (see Fig. 6) can be determined using the potential curves of \( \text{Ykrk et al.} \), the minimum angle \( \theta_\text{m} = \min(\theta_1, \theta_2) \) which yields \( R > R_0 \) for \( \theta = \theta_\text{m} \) can be calculated from the law of cosines

\[
\cos \theta_\text{m} = \frac{R_1^2 + R_2^2 - R^2}{2 R_1 R_2}.
\]

If the expression on the right is \( > 1 \), then \( |R_1 - R_2| > R_0 \) and \( \theta_\text{m} \) is zero; if the expression is \( < -1 \), then \( |R_1 + R_2| < R_0 \) and \( \theta_\text{m} = 180^\circ \).

The ratio \( F \) of the available volume to the volume for

\[
\Delta k = -4400 \text{ cm}^{-1}
\]

FIG. 5. The calculated normalized emission coefficient as a function of [Xe] at two values of \( K_1 \) (\( \circ \) and \( \Box \) same as Fig. 4) in the spectral region where the triatomic emission dominates.
\( R_s = 0, \) for the \( R_t, r_e \) combination, can be shown to be given by

\[
F = \left[ 1 + \cos \theta_e \right] \tag{12}
\]

and the integrand of the \( n = 2 \) term in (8) or (9) can be multiplied by this fraction. This correction is significant only for large negative \( \Delta \beta \), where both \( R_t \) and \( r_e \) are near or less than the \( A^T \) potential minimum (\( \approx 3 \) Å). This correction also changes \( K_e(n = 2) \) in (A7), but this is a minor correction and has been ignored.

The appropriate value for \( R_s \) can be reasonably bracketed between two extremes, assuming the \( \text{Xe}-\text{Xe} \) interaction potentials in Refs. 14 and 15 are correct. An upper limit of \( R_s = 3.7 \) Å can be obtained from the condition \( V(R_t) < 2 \), since the Boltzmann density factor \( \exp[-V(R)/kT] \) is very small at smaller separations. A lower limit of 2.8 Å is obtained if one attempts to roughly include the effect of the van der Waals attraction in the 4–6 Å region of separation, which increases the number of \( \text{Xe} \) pairs in this range of separation. This value of \( R_s \) comes from equating the excluded area under the hard-sphere Boltzmann density factor to that under the actual \( V(R) \).

\[
\int_{R_s}^{R_t} d^3R - \int_{R_s}^{R_t} e^{-V(R)/kT} d^3R, \tag{13}
\]

where \( R_t \) is some large value of \( R \) such that \( V(R_t) = 0 \).

D. Statistical weights of the triatomic molecules

The triatomic molecular "states" resulting from the additive potential model may be thought of as the sum of two \( \text{Na}^+ - \text{RG} \) diatomic states; each of these diatomic states may be a \( \Sigma \) or \( \Pi \) state. Since the \( \Sigma \) state emits only in the blue wing of the \( f_R^N(k) \) spectrum and the \( \Pi \) state emits only in the red wing, the \( n = 2 \) integral in (9) can be divided into four different contributions: (1) when \( \Delta \beta_1 \) and \( \Delta \beta_1 - \Delta \beta_2 \) are in the red wing, both \( V(R_1) \) and \( V(R_2) \) are \( A^T \) potentials; (2) when \( \Delta \beta_1 \) is in the red wing and \( \Delta \beta_1 - \Delta \beta_2 \) is in the blue wing, \( V(R_1) \) is an \( A^T \) potential and \( V(R_2) \) is a \( B^T \) potential; (3) \( V(R_1) \) is an \( A^T \) potential and \( V(R_2) \) is a \( B^T \) potential; and (4) \( V(R_1) \) and \( V(R_2) \) are \( B^\Sigma \) potentials. These combinations may be interpreted as four "states" of the triatomic molecule. The \( f_R^N(k) \) obtained from the low-pressure spectrum contain intrinsically a statistical weight ratio \( g_i/g_f \), [see (A9)] where \( g_i \) is the statistical weight of excited molecular states and \( g_f \) is the statistical weight of the adiabatically connected atomic states. In the present case \( g_i = 6; g_f = 4 \) for the \( A^T \) and \( A^T \) diatomic states responsible for the diatomic red wing, while \( g_i = 2 \) for the \( B^\Sigma \) diatomic state. The four possible combinations of diatomic states listed above yield effective statistical weight ratios \( g_i/g_f \) for the diatomic states, from \( P_f(k) \), given by the product of the \( g_i/g_f \) values for each pair of diatomic states: (1) for the \( \Pi + \Pi \) state \( g_i/g_f = (2/3)(2/3) = 4/9; \) (2) for the \( \Pi + \Sigma \) state \( g_i/g_f = (2/3)(1/3) = 2/9; \) (3) for the \( \Sigma + \Pi \) state \( g_i/g_f = 2/9; \) and (4) for the \( \Sigma + \Sigma \) state \( g_i/g_f = 1/9. \) It is clear that these statistical weight ratios are unrealistic, since the statistical weight of the separated atoms, \( K_e \), is 6 and the statistical weights \( g_i \) of the triatomic molecular states must be given by an integer.

Building up the triatomic molecule from the separated atomic states, neglecting the \( \text{Na}(3P) \) fine structure, yields only three states, \( ^2A_1, ^2B_1, \) and \( ^2B_2 \), which have statistical weights of 2; thus for each of the three triatomic states, \( g_i/g_f = 1/3. \)

The electron configuration of the \( \Pi - \Pi \) additive potential state is shown in Fig. 7. Since the alkali electron is perpendicular to the plane of \( \text{Xe}-\text{Na}^+-\text{Xe} \), it has simultaneous \( \Pi \) character for both \( \text{Na}^+-\text{Xe} \) interactions. This configuration has the same symmetry as the \( ^3\Sigma \) state and the resulting \( V_*(R_1, R_2, R_3) \) should be similar to that of the \( ^3\Sigma \) state. Thus the statistical factor 4/9 from the additive-potential model should more appropriately be 1/3. The other two additive-potential model combinations (\( \Pi - \Sigma \) and \( \Sigma - \Sigma \)) have no corresponding symmetry relations to the correct \( ^2A_1 \) and \( ^2B_2 \) states; and doubtless give poor representations of \( V_*(R_1, R_2, R_3) \). As they only contribute \( \text{NaXe} \) intensity in the spectral region dominated by \( \text{NaXe} \) radiation, the inaccuracy of the resulting predictions for \( I_6(k) \) are not noticeable. It is not known if the actual \( ^2A_1 \) or \( ^2B_2 \) states contribute significantly to \( I_6(k) \) in the triatomic (\( \lambda > 720 \text{ nm} \)) region, but it appears unlikely based on electron-orbital pictures.

IV. COMPARISONS

Equation (9), up to and including \( n = 2 \) terms, has been evaluated for a number of \( \text{Kr} \) and \( \text{Xe} \) densities, using \( f_R^N(k) \) for \( [\text{RG}] = 2 \times 10^{19} \text{ cm}^{-3} \). For \( \text{Xe} \) values of \( k_x = k_0 + 70 \text{ cm}^{-1}, k_x = k_0 - 50 \text{ cm}^{-1} \) were used, from which \( k_1 = 2.7 \times 10^{21} \text{ cm}^{-3} \) and for \( \text{Kr} k_x = k_0 + 60 \text{ cm}^{-1}, k_x = k_0 - 30 \text{ cm}^{-1} \) and \( k_1 = 1.7 \times 10^{21} \text{ cm}^{-3} \). The choice of \( k_x \) and \( k_1 \) is somewhat arbitrary, however as discussed above values too far from \( k_0 \) can distort the polyatomic molecular spectra leading to erroneous values for \( I_6(k) \), and values too near \( k_0 \) lead to a slow convergence of Eq. (9). These calculated \( I_6(k) \) are given in Figs. 8(a) and 8(b); it can be seen that they are quite similar to the measured \( I_6(k) \) in Fig. 2. In Figs. 9 and 10 the measured and calculated \( I_6(k) \) are plotted against noble gas density at a single \( k \). In Fig. 9, the \( k \) values are near the center of the diatomic band region. The good agreement in characteristic of all \( k \) values in this region. As discussed in the theory section, the major pressure dependence here is the decrease in the normalized inten-
FIG. 8. The calculated normalized emission as a function of $\Delta k$ at several rare gas densities for (a) sodium xenon, $K_1 = 2.7 \times 10^{21} \text{ cm}^{-3}$, $R_s = 2.8 \text{ Å}$, and (b) sodium-krypton, $K_1 = 1.7 \times 10^{21} \text{ cm}^{-3}$, $R_s = 3.0 \text{ Å}$. The curves labeled “Input” are the binary spectrum, $f_1(k)$ of Eq. (9).

sity due to the decreasing $[\text{Na}^+]$. In this region of the spectrum, the calculation is not strongly dependent on the assumptions made concerning: (1) the transition probability $A(k)$, and (2) the potential surfaces $V^*(R_1, R_2, R_3)$ and $V^*(R_1, R_3)$. In addition, the three-body term, which represents about 20% of the total $I(k)$ in this wavelength region at $[\text{Xe}] = 2 \times 10^{20} \text{ cm}^{-3}$, results mostly from one xenon atom near the potential minimum.
of the $\Delta^2$ state and the other xenon atom at a much larger distance from the excited sodium atom. In such a configuration, the additive potential might be expected to be a good approximation for the triatomic molecule.

At $\lambda \approx 680$ nm for Kr and 700 nm for Xe, the diatomic spectrum drops quickly, and at perturber densities of $\sim 10^{20}$ cm$^{-3}$, the triatomic emission bands dominate. Figure 10 shows the results (labeled initial calculation) for both Na-Xe and Na-Kr in this $\Delta$ region. The emission in this $\lambda > 700$ nm region is due, for the most part, to the excited triatomic molecules in a configuration such that both perturber atoms are relatively close to the excited sodium atom, and the additive potential is not expected to be reliable under these conditions. Thus the discrepancies between the calculated and observed intensities are not surprising.

As noted in Sec. III.D, a possible correction to the calculated intensity in the triatomic emission band region results from the fact that the additive potential model leads to a $^2\Sigma^+$ or $^2\Pi$-state contribution of incorrect statistical weight. The dashed line in Fig. 10 is the original calculation multiplied by $3/4$ to allow for such a change in statistical weight. This improves the fit to the Na-Xe data, although the calculation is still somewhat higher than the data. In the case of Na-Kr, the statistical-weight corrected results in Fig. 10 are in better agreement with the experimental $I_\lambda$ at the lower densities studied; however, the data increase linearly with density, whereas the calculated density dependence shows negative curvature. This curvature, also observable in the Na-Xe calculated curves in Fig. 10, is due to the $\exp(-K(Xe))$ factor in Eq. (16). Inclusion of higher order terms (NaXe, with $n > 2$), which have been left out of the calculation, may be important in this region of the spectrum at densities above $10^{20}$ cm$^{-3}$. These terms would increase the calculated $I_\lambda(k)$ at densities $\geq 10^{20}$ cm$^{-3}$, and therefore decrease the negative curvature of the lines in Fig. 10.

The effects of the rare gas–rare gas interaction on the calculated spectra are shown in Figs. 11 and 12. In...
each figure, the normalized intensity $I_\nu$ is plotted for $R_n = 0$ and for the two hard-sphere radii from Sec. III C: $R_n = 2.8 \text{ Å}$, which is the value that attempts to include the effect of the van der Waals attractions between Xe atoms, and $R_n = 3.7 \text{ Å}$, which is simply a separation inside of which the two Xe atoms rarely penetrate. In the wavelength region around $\Delta k = -4400 \text{ cm}^{-1}$ the NaXe* spectra dominate, so the calculated spectra are not strongly dependent on the $P_3(k)$ terms in (8') that depend on $R_n$; thus the $R_n$ term has only a small effect in Fig. 11. However, at $\Delta k = -4400 \text{ cm}^{-1}$ the NaXe* terms dominate, as given by (10). Therefore, as seen in Fig. 12, these calculated spectra are more sensitive to the rare gas–rare gas interaction.

V. ABSORPTION AND STIMULATED EMISSION COEFFICIENTS

The additive potential model yields results of sufficient accuracy to be useful in predicting absorption and stimulated emission coefficients for other gases, for which only low [RG] spectra are available. For example, conditions proposed for high power operation of the lithium–xenon excimer laser system\textsuperscript{25–26} are a lithium density \( [Li] \) of $10^{17} \text{ cm}^{-3}$ at a temperature of 1160 K, a lithium excitation fraction of \([Li^*] = 0.05[Li]\) and a xenon density of $2 \times 10^{22} \text{ cm}^{-3}$. The normalized emission coefficient $I_\nu(k)$ has not been measured at such high pressure conditions, but an estimate, including polyatomic interactions, would be of interest. Previous data by Scheps et al.\textsuperscript{8} taken at a lower temperature of 670 K may be used to determine $I_\nu(k)$ at 1180 K at xenon densities of $-10^{19} \text{ cm}^{-3}$. From Eqs. (A15) and (A20) it can be shown that

$$I_\nu(k) = I_\nu^0(k) \exp[(\beta - \beta^* )\Delta^* (k)] ,$$

where $I_\nu^0(k)$ denotes the measured $I_\nu^0(k)$, defined in (9), at the experimental temperature $T_x$, $\beta^* = kT_x$, and $\Delta^* (k)$ is the LiXe excited state potential at internuclear separation $R(k)$. Using (9) this LiXe $I_\nu^0(k)$ may then be used to calculate the complete $I_\nu(k)$ including multibody interactions at the larger Xe densities of interest for high-power excimer lasers. As shown in Refs. 8 and 25 the absorption coefficient $K_\nu$ and the stimulated emission coefficient $g_\nu$ are given in terms of $I_\nu(k)$ by

$$K_\nu = I_\nu (k)[\text{Xe}][\text{Li}][8\pi\epsilon^2 c^3]^{-1} \frac{A_0 \hbar^2}{k} \exp[\epsilon / \beta^* \Delta^*(k)] ,$$

and

$$g_\nu = I_\nu (k)[\text{Xe}][\text{Li}^*][8\pi\epsilon^2 c^3]^{-1} \frac{A_0 \hbar}{k} ,$$

where $c$ is the speed of light and $A_0$ is the unperturbed atomic transition rate. Calculations of $K_\nu$ and $g_\nu$ as a function of wavelength for the given conditions are shown in Fig. 13, while Fig. 14 shows these coefficients.
as functions of Xe density at $\lambda = 950$ nm. More detailed discussions of the potential behavior of this medium can be found in Refs. 25 and 26. Equations (15) and (16) can also be directly applied to the $I_5(k)$ measured at high densities; however, the temperature correction given by Eq. (14) applies only to equilibrated diatomic spectra, typically that measured at densities near $10^{19}$ cm$^{-3}$; the high density data cannot easily be corrected for changes in temperature.

VI. CONCLUSIONS

The additive potential model for multiple-perturber interactions or polyatomic molecules, which is used in many situations involving a high density of weakly-bound particles, has been shown to give a simple and useful picture of the extreme wing of the press debroadened sodium D lines at rare gas densities in the range of $10^{20}$ cm$^{-3}$. When this model of the molecular interactions is used with the quasi-stationary line broadening theory, as discussed previously in the literature, the measured pressure dependence of the normalized fluorescence intensity can be given a simple interpretation. Overall, a respectable quantitative agreement is obtained between the predictions of this simple model and the measurements, particularly when RG-RG interactions are included.

This model has been extended here by the addition of two corrections. (This level of detail appears justified here since this is the first quantitative intensity data for a range of perturber densities that include both low and high density.) The interaction between the rare gas perturber atoms has been approximated as a hard-sphere potential and included in the model. Possible scaling corrections due to the statistical weights of the triatomic molecular states have been included in the wavelength region dominated by triatomic emission.

Discrepancies between the calculated and measured $I_5(k)$ do however indicate the inadequacy of the simple model in predicting accurate quantitative results. The inadequacy is twofold: (1) the scalarly additive potential is an inadequate representation of these polyatomic molecules; it not only leads to states of unrealistic statistical weights, but the additivity is severely questionable when more than one perturber is close to the excited sodium atom; and (2) as the perturber density is increased beyond $10^{20}$ cm$^{-3}$, the effects of NaXe$_n$ molecules with $n > 3$ become significant. These effects are not included in the present calculations as they are more difficult to calculate; even when the additive potential is assumed for the molecules the integrals become somewhat cumbersome.
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APPENDIX: THEORY OF $I_n(k)$ PRESSURE DEPENDENCE

General model

The total density of excited-state species [Na$^+$] (associated with the Na*(3P) configuration) is given by

$$[\text{Na}^+] = [\text{Na}^+] + [\text{NaXe}^+] + [\text{NaXe}_2^+] + \ldots$$

$$= \sum_{n=0}^{\infty} [\text{NaXe}_n^+] .$$  \hspace{1cm} (A1)

where $[\text{Na}^+]$ is the density of free excited sodium atoms, $[\text{NaXe}^+]$ the density of excited diatomic molecules, etc. If each excited molecular specie NaXe$_n^+$, with a thermal population distribution, emits an intensity $s_n(k)$ in $k-k+dk$ then from (A1) the total intensity emitted per unit volume $I(k)$ is

$$[I(k)] = \sum_{n=0}^{\infty} [\text{NaXe}_n^+] s_n(k) .$$  \hspace{1cm} (A2)

The intensity $s_n(k)$ of NaXe$_n^+$ emission at $k$ is the product of (1) the spontanteous emission rate $\Gamma_n(k)$ times the probability $P_n(k)$ of being in a configuration that emits at $k$.

$$s_n(k) = h c \beta \Gamma_n(k) dV.$$  \hspace{1cm} (A3)

From (1), (A1), (A2), and (A3)

$$I_n(k) = \int_{-\infty}^{\infty} \frac{\sum_{n=0}^{\infty} [\text{NaXe}_n^+] s_n(k)}{[\text{Na}] [\text{Xe}]^n} dV$$

$$= \frac{[k/b_0]^4}{[\text{Na}] [\text{Xe}]^n} \sum_{n=0}^{\infty} [\text{NaXe}_n^+] P_n(k) .$$  \hspace{1cm} (A4)

Equation (A4) results from the assumed constant dipole transition moment, and applies to all bound-bound, bound-free, and free-free radiation, i.e., its validity is not limited by that of the classical Franck-Condon principle used here to obtain it.

The traditional meaning of NaXe$_n^+$ is a bound molecule, that of Na$^+$ is a free atom, and the equilibrium constant $K_n$ normally refers to equilibrium for the reaction NaXe$_n^+$ + 2Xe $\rightarrow$ NaXe$_{n+1}^+$ + Xe between bound molecules. In the present problem the bound NaXe$_n^+$ radiate a continuum plus a large number of closely-spaced lines that are observed as part of the total continuum, i.e., the bound-molecule emission is not distinguishable. Furthermore, according to the CFCP the frequency radiated by the Na$^+$ - Na transition only depends on the distances $R_i$ between the Na$^+$ atom and all Xe atoms; it does not matter if any or all of these Xe are bound to the Na$^+$ atom. Consequently, we define a "molecule" in terms of the distances $R_i$ between the Na$^+$ and the individual Xe atoms: All Xe at $R < R_0$ from a Na$^+$ are considered part of a NaXe$^+$ "molecule" and all at $R > R_0$ are free atoms. Thus a NaXe$^+$ "molecule" has $n$ Xe atoms inside $R_0$, any number of which may be bound or free. The NaXe$^+$ spontaneous emission spectrum then refers to the Na$^+$...
-Na transition in the presence of n Xe atoms at $R < R_0$. Since the spectrum will be described in terms of the sum of these NaXe* - NaXe* spectra and Xe atoms at $R > R_0$ are not included in the "molecule," this model ignores the energy shift due to all Xe at $R > R_0$. That this ignored energy shift is bounded and small results from the fact that for large $R$ the perturbation energy due to a single Xe atom varies as $R^{-6}$ while the number of Xe at $R = R + dR$ is proportional to $R^2$ and their interactions are roughly additive.

The separation $R_0$ is chosen to be a distance which produces a significant shift in the Na* - Na transition frequency. In the present problem we are concerned with total frequency shifts of 100-3200 cm$^{-1}$, due primarily to one or two RG atoms near the Na*. Thus $R_0$ is typically chosen to correspond to a frequency shift $\sim 50$ cm$^{-1}$. (This choice very well satisfies the condition given by Royer, that $R_0$ must be less than the Weisskopf radius.) Note that once the free states are included in the "molecule," for any [Xe] the density of molecules of each NaXe* form depends on the choice of $R_0$. In order to minimize the computational effort we would like to use a small $R_0$ so that the NaXe* with small $n$ values predominate and only their spectra need be considered. If $R_0$ is too small, however, significant perturbations by other Xe atoms are incorrectly ignored. A second criteria for validity of this model is the validity of the CFCP. At large $R_0$ or small frequency shifts, the CFCP breaks down due to: (1) non-adiabatic mixing of nearly-degenerate adiabatic states by the finite interatomic velocity; and (2) impact broadening effects. This is not considered a serious problem at the $R_0$ chosen for analysis of the present very large frequency shifts.

Royer has shown that the effects of the long-range interactions can be included by convoluting the calculated wing shape with the line core intensity distribution, $I_l(k)$, where $I_l(k)$ is normalized such that $\int I_l(k) dk = 1$. This additional convolution has the effect of broadening and shifting any sharp features in the wing just as the line core is broadened and shifted from the unperturbed resonance line. However, there are no such features in the present spectra; this additional broadening has a negligible effect and is neglected here.

### Additive pair-potential model with independent perturbers

In this model we assume that the adiabatic molecular potential energy $V(R_1, \ldots, R_n)$ is the sum of Na*-Xe or NaXe-pair interaction energies $\Delta V(R_i) = V(R_i) - V(\infty)$. For the triatomic case in Fig. 6 this becomes:

$$V(R_1, R_2, R_3) = \Delta V(R_1) + \Delta V(R_2) + \Delta V(R_3) + V(\infty, \infty, \infty)$$

where the subscripts $j = 1$ or 2 on $V^*(R)$ indicate that each Na*-RG pair may interact on one of two different potentials ($A^* \overline{H}$ or $B^* \overline{E}$). For later use, we have included the RG-RG interaction $\Delta V(R_{ij})$ in (A5). However, as in the normal applications of this model, we assume in this section that the RG atoms act independently; this is equivalent to taking $\Delta V(R) = 0$ in (A5).

As noted in the text, we have assumed an equilibrium distribution of vibrational and rotation states, and that [NaXe*]$_{\infty}$ and [NaXe*]$_{\infty}$ are in equilibrium, so that:

$$[\text{NaXe*}]_{\infty} = k_t [\text{Xe}]$$

(A6)

where

$$k_t = \frac{(1/n!) Z_{\infty}(R_i) Z_{\infty}(R_2) \cdots Z_{\infty}(R_n)}{[1/(n-1)!] Z_i(R_1) Z_i(R_2) \cdots Z_i(R_{n-1})} = \frac{K_i}{n}$$

(A7)

Here $Z_{\infty}$ is the total partition function for NaXe*, $Z_i(R_i)$ is that for the $i$th Na*-Xe pair, and $Z_{\infty}(R_i) = k_t$ is the diatomic NaXe* equilibrium constant. Equation (A7) follows from the assumption that each Na*-Xe interaction is independent and equal to that for diatomic NaXe*. In a normal bound-molecule picture

$$k_t = \sum_{l', j'} \left[ \frac{g_{l'} g_{j'}}{g_l g_j} \exp(-\beta E_{l', j'}) \right]$$

(A8)

which refers to a sum over the bound states $l', j'$, and adiabatic states $l, j$, with $l' = 1/kT$, and $g_{l'}$ and $g_{j'}$ are the statistical weights of the molecular adiabatic states and the adiabatically connected atomic states, respectively. In the present case where a NaXe* "molecule" has $n$ Xe atoms at $R = R_0$ from the Na*, we can use the classical phase-space integral:

$$K_t = \sum_{l, j} \left[ \frac{g_l g_j}{g_{l'} g_{j'}} \exp(-\beta \Delta V(R)) \right]$$

(A9)

This particularly simple form holds since the $d^3 P$ portion of the phase-space integral extends over nuclear momentum $p = 0$ to $\infty$ to include all bound and free states at each $R < R_0$. This yields the normalized probability $P_R(k)$ of separation $R$:

$$P_R(k) = \sum_{l, j} \left[ \frac{g_l g_j}{g_{l'} g_{j'}} \exp(-\beta \Delta V(R)) \right]$$

(A9)

which has been integrated in (A8) to yield $K_t$. From (A1), (A6), and (A7):

$$[\text{NaXe*}]_{\infty} = \left[ \frac{1}{n!} \sum_{l, j} \frac{1}{g_l g_j} \right] \frac{K_t}{[\text{Xe}]} = \left[ \frac{[\text{Na}^+] e^{-E(\text{Na})} k_t}{n!} \right] [\text{Xe}]$$

(A10)

Comparing (A1) and (A10):

$$[\text{NaXe*}]_{\infty} = \left[ \frac{[\text{Na}^+] e^{-E(\text{Na})} k_t}{n!} \right] [\text{Xe}]$$

(A11)

To summarize, from (A4) and (A11) the normalized emission spectrum becomes

$$I_p(k) = \left( \frac{k}{k_0} \right) ^4 \frac{e^{-E(\text{Xe})}}{[\text{Xe}]} \sum_{n=0}^{\infty} \frac{(k_n)^n [\text{Xe}]^n}{n!} P_n(k)$$

(A12)

Note that $K_t/[\text{Xe}]$ is the average number of Xe atoms inside $R_0$ and according to the Poisson distribution $exp(-K_t/[\text{Xe}]) K_t/[\text{Xe}]^n/n!$ is the probability of $n$ and only $n$ Xe atoms inside $R_0$. The normalized spectrum

where the inaccuracy in the approximation is of the order of \( \frac{A\rho}{4\pi} \), or less than 4% for the present data. Finally, combining Eqs. (A14) and (A9):

\[
P_i(k) \approx \sum_j \int_{R_i}^{R_f} \frac{d^3 R}{d k} \left[ \exp\left( -\beta V_i^* (R) \right) \right] .
\]

Here \( \frac{d^3 R}{d k} \) is normally written as \( 4\pi R^2/|dV/dR| \) due to the occasional double-value character of \( R(k) \).

For the NaXe\(^+\) case the CFCP yields

\[
h\omega = V_i^{\prime (R_1, R_2, R_3)} - V_i(R_1, R_2, R_3) .
\]

Combining (A5) and (A16):

\[
h\omega(k-k_0) = \left\{ \Delta V_i^* (R_1) - \Delta V_i (R_1) \right\} + \left\{ \Delta V_i^* (R_2) - \Delta V_i (R_2) \right\} + \left\{ \Delta V_i^* (R_3) - \Delta V_i (R_3) \right\} ,
\]

where we have defined the frequency shift due to the \( i \)th Na*-Xe interaction at \( R_i \) as \( \Delta k_i = k - k_0 \). Thus with \( \Delta k = k - k_0 \) (A17) simply states \( \Delta k = \Delta k_1 + \Delta k_2 \), or that the total frequency shift is the sum of the two independent binary-interaction shifts. The probability that a single independent perturber causes a \( \Delta k_i \) shift is \( P_i(\Delta k_i) \) given in (A13), so the probability of \( \Delta k_1 \) and \( \Delta k_2 \) is

\[
P_i(\Delta k_1, \Delta k_2) = P_i(\Delta k_1) P_i(\Delta k_2).
\]

All configurations which yield \( \Delta k_1 + \Delta k_2 = \Delta k \) must be integrated over, so that

\[
P_i(\Delta k) = \int_{\Delta k_1 = -\infty}^{+\infty} d\Delta k_1 P_i(\Delta k_1) P_i(\Delta k - \Delta k_1) .
\]

Equations (A17) and (A18) can be generalized to the NaXe\(^+\) case for which \( \Delta k = \nabla^{-1}_i \Delta k_i ; \)

\[
P_i(\Delta k) = \int \ldots d\Delta k_1 \ldots d\Delta k_n P_i(\Delta k_1) P_i(\Delta k_2) \ldots P_i(\Delta k - \sum_{i=1}^{(n-1)} \Delta k_i ) .
\]

Equations (A18) and (A19) with \( P_i(\Delta k) \) given by (A15) can be substituted into (A12) to obtain \( f_i(k) \) corresponding to additive Na-RG interactions and the CFCP. Note, however, that \( P_i(k) \) is given by (A15) only for \( R < R_{00} \) and is zero for those \( k \) corresponding to \( R = R_{00} \). From the CFCP, \( \iota(k) = V_i^{\prime (R_1) - V_i (R_1)} \); and for \( j = R_{12}^2 \) this yields a \( k(R_0) \) on the blue wing which we label \( k_0 \). For the \( j = R_{11}^2, R_{12}^2 \) case it yields \( k(R_0) = k_0 \), a value on the red wing. Thus \( P_i(\Delta k) \) is given by (A15) for \( k - k_0 \), and \( k - k_0 \), and \( P_i(k) = 0 \) for \( k-k_0 \). (See Fig. 4.) Royer\(^+\) has indicated that the Weisskopf frequency represents a good choice for \( k_0 \). However, in the present problem, larger \( k_0 \) allow an adequate description of the spectrum to be obtained using only two- and three-body spectra, whereas many more terms would otherwise be required.

From (A12), in the \( k - k_0 \), and \( k-k_0 \), regions where \( P_0(k) = 0 \),

\[
f_i^{0}(k) = \lim_{k \to k_{0}+0} f_i(k) = \left( \frac{k_{0}}{k} \right)^4 K_i P_i(k), \quad (k-k_0, k-k_0) .
\]

From (A18) and (A20) and \( P_i(k) = 0 \) for \( k-k_0 \),

\[
K_i^2 P_i(\Delta k) = \int \ldots d\Delta k_1 \left( \frac{k_{0}}{k_{0}+\Delta k_1} \right)^4 f_i^{0}(\Delta k_1) \left( \frac{k_{0}}{k_{0}+\Delta k-k_1} \right)^4 I_i^{0}(\Delta k-k_1) \approx \left( \frac{k_{0}}{k} \right)^4 \int d\Delta k_1 f_i^{0}(\Delta k_1) I_i^{0}(\Delta k-\sum_{i=1}^{(n-1)} \Delta k_i ) ,
\]

where the primed integration extends from \( k = -\infty \) to \( k_0 \), and from \( k_0 \) to \( +\infty \). For the general case, (A19) and (A20) yield

\[
K_i^2 P_i(\Delta k) \approx \left( \frac{k_{0}}{k} \right)^4 \int \ldots d\Delta k_1 \ldots \int d\Delta k_n f_i^{0}(\Delta k_n) \ldots I_i^{0}(\Delta k-k_0) ,
\]

where the inaccuracy in the approximation is on the order of \( (\Delta k/k_0)^4 \), or less than 4% for the present data. Finally, combining Eqs. (A18') and (A19)' with (A12):

\[
f_i^{0}(k) = e^{-\pi R_{11}^{2}} 4 \left( \frac{k_{0}}{k} \right)^4 \left\{ I_i^{0}(k) + \sum_{n=2}^{\infty} \left[ \frac{\text{Na-RG}}{n^4} \right] I_i^{0}(\Delta k) \ldots I_i^{0}(\Delta k-k_0) \right\} ,
\]
Here

\[ K_i = \int \frac{d\omega}{\omega} \left( \frac{k_0}{k} \right)^4 \left( I_0(k) \right)^4 , \]

(A22)

so that taking \( f(k/k_0)^4 \) on the right side of (A21) yields \( \exp(-K_i|\text{Xe}|^n \mu |\text{Xe}|^{-n} |\mu| \text{Xe}^{-1}) \) as required. Equation (A21) is equivalent to Eq. (3.5) of Ref. 17, except for an additional broadening factor \( f_\omega(\omega) \) in the latter expression. That broadening factor is negligible in the far wings considered here.

Since all \( \langle \nu_1 \rangle \) in Eq. (23) are at \( \omega_0 \) or \( \omega_1 \) or \( \omega_2 \), one should choose small enough \( R_0 \) or \( k_0 \) and \( k_1 \) far enough from \( \omega_0 \) that the CFCP is valid. This implies the traditional validity criteria for the "quasistatic" wing, that \( |\omega - \omega_0| \sim 1/\tau_c \) at \( \omega/2\pi = k_0 \), or \( k_1 \), and this yields \( k_1 \sim k_0 \pm 10 \text{ cm}^{-1} \). However, as there is a diffuse red satellite at \( \omega \sim 20-50 \text{ cm}^{-1} \), the simple CFCP is not very accurate in this region. We have taken \( k_1 \) at \( \sim 90 \text{ cm}^{-1} \) and the results of variations in \( k_1 \) and \( k_2 \) have been discussed in the text.
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Rate coefficients for excitation of the $b^1 \Sigma_g^+$ state of O$_2$ by low energy electrons have been measured using a drift tube technique. The time dependence of the absolute intensity of the 762 nm band emission was measured for O$_2$ densities between $10^4$ and $2 \times 10^4$ molecules/cm$^3$. When corrected for electron attachment, ionization, and metastable diffusion, the number of $b^1 \Sigma_g^+$ molecules produced per centimeter of electron drift and per O$_2$ molecule calculated from the 762 nm emission varied from $1.3 \times 10^{-18}$ cm$^3$ at $E/N = 5 \times 10^{-15}$ Vcm$^{-1}$ to $2.1 \times 10^{-14}$ cm$^3$ at $E/N = 2 \times 10^{-12}$ Vcm$^{-1}$. These values of electric field to oxygen density ratio $E/N$ correspond to mean electron energies of 0.75 and 6 eV, respectively. Measured decay constants for the 762 nm radiation yield a value for the product of the diffusion coefficient and the O$_2$ density of $(5.0 \pm 0.3) \times 10^{10}$ cm$^3$ sec$^{-1}$ and a quenching coefficient for the $b^1 \Sigma_g^+$ state of $(3.9 \pm 0.2) \times 10^{-19}$ cm$^3$ sec$^{-1}$. Comparison of measured excitation coefficients with values calculated using a recommended set of electron collision cross sections for O$_2$ show that the cross sections for direct excitation of the $b^1 \Sigma_g^+$ state are accurate near threshold and suggest that essentially all of the O$_2$ molecules excited to levels at and above 1.63 eV result in the formation of molecules in the $b^1 \Sigma_g^+$ state.

I. INTRODUCTION

The metastable states of O$_2$ play an important role in the earth’s atmosphere through their ability to radiate measurable amounts of energy as well as to enhance rates of atmospheric reactions by virtue of their stored energy. Thus, measurements of the radiation from the $a^1 \Delta_u$ and $b^1 \Sigma_g^+$ states of O$_2$ during certain auroras suggested a serious deficiency in the models of energy input and conversion to radiation. It has been proposed that the needed excitation is the result of electron heating by electric fields produced by the aurora, while other authors suggest that the secondary electrons present in auroras are a sufficient source of excitation.

In either case there is a need for accurate cross sections and rate coefficients for electron excitation of the oxygen metastable states. The experiment described in this paper supplies the total rate coefficient for electron excitation of the $b^1 \Sigma_g^+$ state of O$_2$ including electron excitation via cascading from higher molecular states. This is in contrast to the electron beam scattering experiments which yield only the direct excitation of the molecular states. Furthermore, the experiments to be described yield rate coefficient data for the collisional destruction of the $b^1 \Sigma_g^+$ metastable for comparison with other laboratory measurements, air glow models, and simulation experiments.

The experimental technique described in this paper is that of measurement of the absolute intensity of the 762 nm radiation emitted by the O$_2(b^1 \Sigma_g^+)$ molecules excited by electrons drifting through the O$_2$ under the influence of a uniform electric field. The technique is an extension of that used previously for the 4.3 $\mu$m bands of CO$_2$. The relevant theory of the experiment is outlined in Sec. II, while the apparatus and calibration procedures are described in Sec. III. The rate coefficients for quenching of the $b^1 \Sigma_g^+$ state by O$_2$ are discussed in Sec. IV and the excitation coefficient measurements are presented in Sec. V.

II. THEORY OF THE EXPERIMENT

The potential energy curves for those states of O$_2$ which are germaine to $b^1 \Sigma_g^+$ excitation are shown in Fig. 1. The $b^1 \Sigma_u^+$ state has an excitation threshold of 1.63 eV. Direct electron excitation to the $v = 0$ vibrational level exceeds excitation to $v = 1$ by about an order of magnitude, and excitation of levels with $v \geq 2$ has not been observed in electron beam experiments. The $v = 0$ level radiates to the ground state in a band around 762 nm with a radiative lifetime of about 12 sec.

A radiative transition to the $a^1 \Delta_u$ state has also been observed and the transition probability is about 0.006 sec$^{-1}$. The $c^1 \Sigma_u^+$, $C^3 \Delta_u$, and $A^3 \Sigma_g^+$ states are also metastable, so that radiative transitions from these states to the $b^1 \Sigma_u^+$ state are not expected to lead to significant $b^1 \Sigma_u^+$ production. Only the $c^1 \Sigma_u^+$ state is shown from among the states with vertical excitation energies in range from 4.5 to 6 eV above the ground state. Dissociation of O$_2$ to form excited oxygen atoms can also lead to $b^1 \Sigma_g^+$ excitation as discussed in Sec. V.

A. Excitation of O$_2(b^1 \Sigma_g^+)$

Electrons drift through the oxygen gas under the influence of a square wave modulated electric field in what can be approximated by an infinite, parallel-plane geometry. During the half-period when voltage is applied the electrons emitted from the cathode gain energy from the electric field until they reach a steady-state distribution of energies in which the energy gain is balanced by energy losses in collisions with the O$_2$ molecules. As the electrons drift toward the anode they can (a) excite the O$_2$ molecules to any one of a
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number of vibrational or electronic states, (b) attach to the O₂ in two-body or three-body collisions, or (c) ionize the O₂. During the half-period of zero electric field the electrons rapidly cool to the gas temperature and can no longer excite or ionize the O₂. Excited molecules in the b ¹Σ⁺ state can (a) radiate to lower states as in the 762 nm band, (b) be collisionally de-excited to lower states, or (c) diffuse to the electrodes or wall of the collision chamber. The experimental technique used in this paper makes use of absolute intensity measurements to determine the density of b ¹Σ⁺ molecules and, together with decay constant measurements, the rate of loss of b ¹Σ⁺ molecules. The product of the steady-state density and the decay constant is proportional to the production rate. In the remainder of this section we derive the equations which relate these densities and decay constants to the measured, time-varying 762 nm signal and drift tube current. Because of the importance of electron attachment and ionization and metastable diffusion, we cannot use much of the theory derived for the experiments in CO₂.

The time and spatial dependence of the electron density nₑ(z,t) is given by the solution of the equation

$$\frac{\partial nₑ}{\partial t} + \mathbf{u} \cdot \nabla nₑ = -k₂ N nₑ - k₃ N nₑ + k₁ N nₑ,$$

where N is the ground state density, k₂ and k₃ are, respectively, the two- and three-body attachment rate constants, k₁ is the ionization rate constant, and uₑ is the electron drift velocity. After the accelerating voltage is turned on, the electron density distribution will reach a steady-state spatial distribution in a time of $L/uₑ \cdot 10^{-6}$ sec, where L is the separation of the electrodes. Since the period of the accelerating voltage square wave is at least 50 msec, the electron density distribution can be found from the steady-state solution of Eq. (1), i.e.,

$$nₑ(z,r) = n(0,r) e^{\alpha z},$$

where

$$\alpha = (\sigma_a - \sigma_i) = (k₂ N + k₃ N)/wₑ,$$

and $n(0,r)$ is the electron density produced at the cathode by the external uv source. Here we have assumed that secondary electron production at the cathode can be neglected. In the remainder of this paper we will assume that the cathode emission is independent of radius, i.e., $n(0,r) = n(0)$ for r less than the cathode radius R.

The time dependence of the density of b ¹Σ⁺ molecules nₑ is given by

$$\frac{\partial nₑ}{\partial t} = (A + k₂ N)nₑ + D \frac{\partial^2 nₑ}{\partial z^2} + k₃ N nₑ,$$

where A is the radiative transition probability, $k₂$ is the rate coefficient for de-excitation of the b ¹Σ⁺ state in collisions with ground state molecules, $k₃$ is the effective rate coefficient for electron excitation of the b ¹Σ⁺ state, and D is the b ¹Σ⁺ state diffusion coefficient. De-excitation of the b ¹Σ⁺ state by electrons has been neglected due to the low electron density (< $10^9$ cm⁻³). There is negligible reabsorption of the 762 nm band by the O₂ due to the low oscillator strength for this transition. The "energy pooling" reaction O₂(a ¹Δ) + O₂(n ¹Σ) → O₂(n ¹Σ) + O₂(b ¹Σ) has been ignored because of the low a ¹Δ densities in our experiment and the low rate coefficient (2 x $10^{-15}$ cm³ sec⁻¹). Indirect excitation through higher energy states has been assumed to occur on a time scale very short compared to the effective lifetime of the b ¹Σ⁺ state and will be discussed later. Quenching of the b ¹Σ⁺ state by any auded gases or impurities can be included in Eq. (3) by the addition of a term equal to the product of the impurity density, the quenching rate constant, and $nₑ$. Radial diffusion out of the field of view has been neglected (see Appendix A).

The solution of Eq. (3) using the electron density distribution of Eq. (2) and assuming $nₐ = 0$ at $t = 0$ and $nₐ = 0$ at $z = 0$ and $z = L$ for all $t$ is

$$nₑ = k₃ N nₑ(0) \sum_m (bₘ/\gammaₘ) \sin(m \pi z/L)(1 - e^{-\gammaₘ t}),$$

where

$$\gammaₘ = A + k₂ N + D(m \pi/L)^2,$$

$$bₘ = 2m(1 - e^{a \cos m \pi})[a^2 + (m \pi)^2]^{-1},$$

$m \geq 1$, and $a = \alpha L$. If the half-period of the square wave of voltage applied to the drift tube is long enough, i.e., at least 5/γ₁, then the decay of the b ¹Σ⁺ density during the voltage-off half-period is obtained by replacing the final parenthesis in Eq. (4) by $e^{-\gammaₘ t}$. In the limit of no diffusion, the sum in Eq. (4) or the direct solution of Eq. (3) for $nₑ = 0$ at $t = 0$ is
In the case of uniform detection efficiency, such that only odd values of $m$ contribute and the square root of $\sin$ we use the radially averaged value of $m$ in Eq. (7) can be carried out to yield

$$G = \frac{A}{\sin} \int_0^\infty \sin(\theta) \sin(\m) d\theta$$

where $\gamma = A + k_N N$.

### B. 762 nm signal

The 762 nm signal developed by the photomultiplier and subsequent amplifiers is given by

$$S(t) = f_v A D(v) f_v (\Delta \Omega / 4\pi) \int_0^\infty \eta_n dV$$

where

$$f_v = \int_0^\infty f_v R(v) dV / \int_0^\infty R(v) dV$$

Here $f_v$ is the fractional transmission of the windows between the excited molecules and the detector, $D(v)$ is the responsivity per photon of the photomultiplier and amplifier system at the frequency of peak transmission of the interference filter, $f_v (\Delta \Omega / 4\pi)$ is the relative intensity of radiation emitted by the metastable molecules in the frequency interval $\Delta \Omega$, $\Delta \Omega$ is the solid angle subtended by the photomultiplier cathode from the volume element $dV$ at the center of the drift tube, and $\eta$ is the efficiency of photon detection at various parts of the drift tube relative to that at the center. In Eq. (5) we have taken advantage of the fact that the response of the detector per photon is essentially independent of photon energy over the range of significant transmission of the interference filter. The distribution of emitted energy $R(v)$ is taken from Xonon and from Bastien and Lecuiller. In contrast to the situation for the measurement of 4.3 $\mu$m excitation in CO$_2$, the formulation of Eq. (6) is simplified by the fact that absorption of the 762 nm band by O$_2$ between the drift region and the detector is negligible. Note that $\eta$ is determined experimentally and includes such factors as the variations in solid angle, changes in photomultiplier sensitivity with angle, and the scattering of light by electrodes.

It is convenient to normalize the spatial integral indicated in Eq. (6) to the value obtained with a constant detection efficiency and with the spatial distribution of excited atoms calculated in the absence of diffusion as in Eq. (5). Thus, we define a geometrical factor $G$ such that

$$G = (\gamma / \gamma_0) \int_0^\infty \sin(\theta) \sin(\m) d\theta / \int_0^\infty \sin(\theta) \sin(\m) d\theta = \sum G_m$$

where $\eta^*_m$ is given by Eq. (4) in the limit of $\gamma \to \infty$ and

$$G_m = \frac{ab \eta^*_m}{1 - e^{-\eta^*_m}} \int_0^L \eta(z) \sin(m\pi z / L) dz$$

Note that since we have assumed the electron current at the cathode to be independent of $\gamma$ and have neglected radial diffusion of the metastables so that $\eta_m$ is independent of $\gamma$, we use the radially averaged value of $\eta$ in $G_m$. In the case of uniform detection efficiency, i.e., $\eta_n(z) = 1$, only odd values of $m$ contribute and the summation indicated in Eq. (7) can be carried out to yield a geometrical factor $G_A$ such that

$$G_A = \frac{(n^2 + d^2)}{(a^2 - d^2)} \left( \frac{\tan(b/2)}{\tan(a/2)} - 1 \right)$$

where $d^2 = k_N N \gamma / D$. In the low density limit, i.e., $a - 0$ and $d^2 - 0$, Eq. (8) yields $G_A = \pi^2 / 12$. For negligible diffusion and attachment, $G_A - 1$. The results of analytical evaluations of $G$ for other simple forms of $\eta(z)$ and for our experiment are discussed in Appendix A.

### C. Electron and total current relations

It is now necessary to relate the electron density at the cathode $n(0)$ to the measured current through the drift tube. We begin with the differential equations describing the time dependence of the negative ion and positive ion densities while the electric field is applied, i.e.,

$$\frac{\partial n_+}{\partial t} - \gamma n_+ R = k_1 n e$$

and

$$\frac{\partial n_-}{\partial t} + \gamma n_- R = (k_2 n^2 + k_3 N) n_e$$

where $\gamma$ and $\gamma_-$ are the positive and negative ion drift velocities, respectively. The recombination of electrons and negative ions with positive ions is neglected because of the low charge densities in this experiment. Radial and longitudinal diffusion of electrons and ions and detachment of the negative ions have been neglected. Since the electron, negative ion, and positive ion densities reach their steady-state values in a time short compared to the half period of the square wave, the time derivatives in Eqs. (9) and (10) can be neglected. This means that the densities of the ions can be obtained by integration of Eqs. (9) and (10) and subject to the boundary conditions $n_+ = 0$ at $z = 0$ and $n_+ = 0$ at $z = L$.

The contribution of the various charged particles $n_+$ to the currents in the external circuit $i_s$ are then obtained from the relation

$$i_s = \frac{\pi R^2 w_n(0)}{L} \int_0^L n_+(z) dz$$

If the electron current leaving the cathode is $i_e = \pi R^2 w_n(0)$, the measured magnitudes of the electron component of the current $i_e$ and the total current $i$ are given by

$$i_s = i_e (1 - e^{-\theta}) / \alpha$$

and

$$i = i_e (\alpha - \alpha e^{-\theta}) / \alpha$$

Therefore,

$$i_e = \frac{(1 - e^{-\theta})}{(\alpha L - \alpha e^{-\theta})} \frac{1}{\alpha}$$

The experimental determination of $q$, $\alpha$, $N$, and $\alpha / N$ using these relations is discussed in Appendix B.

The magnitude of the quasi-steady-state signal at the detector $S_0$ may now be written in terms of the excitation rate coefficient, various geometrical and frequency averages, and the observed current. Thus, substitution...
of Eq. (4) into (6) and the use of Eqs. (7) and (14) yields
\[ S_0 = \int f(v_1) D(v_1) \frac{3 \Omega_v}{4 \pi} \frac{A}{\gamma_1} \frac{\alpha_0}{c q}, \tag{15} \]
where \( \alpha_0 \) is the number of excitation events per unit distance in the field direction.

D. Comparison with radiance standard

As in the CO₂ experiments, the detector was calibrated against a radiance standard. Thus, the signal reaching the detector, when illuminated by the incandescent source, was
\[ S = \int f(v) \Omega_v B(v) \int f(v_1) \epsilon(v) B(v) dv, \tag{16} \]

where \( f_1 \) is the fractional transmission of the windows and neutral density filters between the radiance standard and the drift region, \( \Omega_v \) is the area of the aperture between the standard and the collision chamber, \( \Omega_r \) is the solid angle of the detector as seen from the limiting aperture, \( \epsilon(v) \) is the emissivity of the tungsten ribbon, and \( B(v) dv \) is the number of photons per second emitted by a black body in the frequency interval \( dv \) per square centimeter of surface per unit solid angle at the operating temperature of the standard.

The final expression for the excitation rate coefficient is obtained by combining Eqs. (15) and (16) to obtain
\[ \alpha_{1S} = \frac{4 \pi f_1 \Omega_r}{\Omega_s} \frac{A}{\gamma_1} \frac{\alpha_0}{G\Lambda N_s}, \tag{17} \]

where
\[ C = \frac{4 \pi f_1 \Omega_r}{\Omega_s} \frac{A}{\gamma_1} \int f(v) \epsilon(v) B(v) dv. \]

Note that in \( C \) the area of the cathode of the photomultiplier used in the calculation of the solid angles as well as the magnitude of the transmission of the interference filter cancel out. In Eq. (17) the responsivity of the detection system for measuring \( S_0 \) and \( S \) cancels out provided that the system is linear over the range of signals used.

III. EXPERIMENTAL APPARATUS AND PROCEDURE

The apparatus is shown schematically in Fig. 2. Electrons from the photocathode drift through the \( O_2 \) target gas under the influence of a uniform electric field. Excitation of the \( b \Sigma^+ \) state was determined by measuring the intensity of 762 nm radiation with a photomultiplier calibrated against a standard of spectral radiance.

The photocathode consisted of a 0.6 cm thick uv transmitting quartz disk 6 cm in diameter which was coated on the inner surface with a 70% transparent film of 60% gold, 40% palladium alloy. This alloy is resistant to oxidation and has a high photoelectron yield. The photocathode was illuminated through the quartz disk by the radiation from a high pressure mercury lamp. In order to reduce the amount of stray 762 nm radiation reaching the detector, the light from the mercury lamp was passed through two ultraviolet filters centered at 200 nm with full widths at half-maximum of about 50 nm. Attempts to reduce scattered light by coating the exposed metal surfaces with carbon black lead to erratic results, apparently because of high vapor pressure impurities which were not removed by the relatively low temperature (~150°C) bake-out. Photocurrents of about \( 5 \times 10^{-7} ~A \) were observed with the interaction region evacuated. For the experimental range of \( E/N \), photocurrents of about \( 5 \times 10^{-4} ~A \) were obtained. The total drift tube current was passed through a low pass RC filter and was monitored by observing the voltage across the \( 10^4 \Omega \) input impedance of a digital voltmeter which integrated the voltage for the duration of the measurement. The estimated accuracy of the current monitoring system was \( \pm 5\% \).

A uniform electric field in the electron drift region was created by applying a positive potential between the shaped anode and the 25 cm diameter cathode plane. The anode was 16 cm in diameter with a \( \psi = 2\pi/3 \) Rogowski profile over the central 14 cm and with broadly rounded corners. The cathode-anode spacing at the point of minimum separation was 3.84 cm and the diameter of the semitransparent cathode was 6 cm. This design also reduced the problems with breakdown at the higher \( E/N \). A zero-based, square wave accelerating voltage was applied to the anode. The period of the voltage modulation was determined by the time constant of the 762 nm signal and varied from 50 to 500 msec. In order to minimize the effects of contact potential differences, a minimum accelerating voltage of 12 V was used. The maximum accelerating voltage was 900 V. The voltages were measured to \( \pm 1\% \). The maximum space charge distortion of the electric field is caused by negative ions and positive ions and is estimated to be 5% and occurs at the lowest \( E/N \).

The gas used was specified to be 99.99% pure \( O_2 \). The gas was held in a reservoir at liquid nitrogen temperature for approximately 1 h and then was slowly bled into the experimental chamber so as to avoid boiling of the liquid oxygen. Pressures were measured using a calibrated capacitance manometer with a stated accuracy.
of better than ± 1%. The system was baked with heating tapes and lamps for 48 h so that typical outgassing rates at room temperature were $10^{-3}\text{ Pa} \times 10^4\text{ torr}$ per min. The O$_2$ gas was changed at sufficiently short intervals to assure that contamination caused by outgassing was negligible.

The 762 nm signal was measured with a GaAs photomultiplier cooled to dry ice temperature. The signal processing was the same as for the CO$_2$ experiments. If absolute measurements of $\alpha/N$ were to be made, the anode current from the photomultiplier tube was amplified, digitized, and stored on a 256 channel multichannel scaler, which also controlled the timing of the accelerating voltage. Integration times of 200 sec were satisfactory at the larger values of $E/N$, while integration times of 40 min were necessary for the lowest $E/N$ points. The period of one sweep was adjusted to be equal to about 10$^{-1}$. If only relative values of $\alpha/N$ as a function $E/N$ and at fixed O$_2$ density were desired, the photomultiplier current was amplified and measured with a lock-in amplifier. The reference output of the amplifier was used to synchronize the drift-tube accelerating voltage. The output of the lock-in amplifier was integrated on the multichannel scaler for about 15 min.

The 762 nm band was isolated from the background radiation at the photomultiplier by an interference filter with 64% peak transmission at 762 nm and a 10 nm FWHM. This filter is not sufficiently narrow to reject any radiation from the (1,1) $b^1\Sigma_u^+ - X^1\Sigma_g^+$ transition at 771 nm which could have made a small contribution to the signal. The transmission of the 762 nm interference filter was measured from 750 to 780 nm on a double pass 3/4 m monochromator with 0.1 nm resolution. The calculated fraction of 762 nm band radiation transmitted through the filter $f_\lambda$ is the same to within 1% for the measured band intensity distributions. The filter transmission was used with the manufacturer's specifications for the standard lamp and the relative photomultiplier sensitivity to obtain the integral in Eq. (17).

The calibration of the detection system was checked before and after each series of measurements. The photomultiplier observed the radiation from a standard of spectral radiance with 6% peak transmission at 762 nm and a 10 nm FWHM. This radiation was an average value over an area 0.6 by 6 mm at the center of the tungsten strip filament. The 10 $\times$ 4 mm photomultiplier cathode viewed an area 0.6 by 1.5 mm through an aperture of (27.6 $\pm$ 1.0 $\mu$m diameter) placed in front of the lamp. The maximum error introduced by observing this smaller area of the filament was determined by moving the aperture horizontally and vertically and was less than 4%. In order to reduce the intensity of the lamp to a value comparable to that observed for $b^1\Sigma_u^+$ emission, a neutral density filter was inserted in front of the lamp. The transmission of this filter at 762 nm was measured to be (1.03 ± 0.05)% using a monochromator and white light source. A chopper between the standard lamp and the photomultiplier modulated the signal at 65 Hz. The calibration signal was amplified and time averaged in a manner identical to that for the data so as to calibrate the total signal processing system.

The spatial variation of the detection efficiency $\gamma$ was determined by mapping the drift region with a light-emitting-diode covered with a 6 mm diameter diffuser. The measurements were corrected for the measured angular emissivity of this source. The inclination of the photomultiplier cathode resulted in a loss of sensitivity near the anode. The center of the drift tube was chosen as the reference point because it is aligned with the radiance standard and results in illumination of the photomultiplier cathode from the same angle as from the radiance standard. Although the use of a broad-band source does not provide a measure of the loss of detector sensitivity caused by the shift of about 1 nm in wavelength of maximum transmission of the interference filter at angles corresponding to the positions of the electrodes, this effect is estimated to be less than 5%. The estimated uncertainty in the geometrical factor $G$ caused by uncertainties in $\gamma$ is ± 5% for the data reported, i.e., for $-1.3 < \alpha < 3.5$.

Although not expected to be important because of the low electron ($<$ $10^6\text{ cm}^{-3}$) and metastable state ($<$ $10^6\text{ cm}^{-3}$) densities, a test was made for 762 nm production as the result of successive excitation events. Fine screens were inserted between the mercury lamp and the photocathode so as to reduce the photocurrent by factors of 3 and 10 at $E/N = 6 \times 10^{18}$ V cm$^2$. The resultant $\alpha/N$ values varied by less than 5%. This test also rules out any sequence of electron excitation and of photodissociation or photon excitation by light from the mercury lamp unless the photon induced step is fast on the time scale of this experiment, i.e., unless the photon induced reaction time is short compared to 1 msec with the total photon flux of about $3 \times 10^{16}$ photons cm$^2$ sec$^{-1}$ or the photon cross section is greater than about $10^{-14}$ cm$^2$.

The principal sources of uncertainty in the determination of $E/N$ are in the measurement of the electrode spacing (± 2%), the voltage applied to the gap (± 1%), and the gas density (± 1%) and in estimation of the effects of space charge distortion (± 5%), contact potential (± 4%), and electric field nonuniformity (± 5 to 15%) for a total estimated uncertainty in $E/N$ of 6 to 17%. The principal sources of uncertainty in the determination of $\alpha/N$ are in the manufacturer's calibration of the lamp (± 6%); our measurement of the neutral density filter attenuation (± 5%), the aperture area (± 8%), variations in detection sensitivity (± 5%), the contribution of reflection from the walls of the chamber (± 5%), fitting the observed wave form (± 5%), the current through the drift tube (± 5%), and the fraction of the current caused by electrons (± 10%); our calculations of the detector solid angles (± 5%) and the diffusion correction (± 5%); and the literature value of the transition probability (± 10%) for total estimated uncertainty in $\alpha/N$ of ± 25%. The principal sources of uncertainty in the determination of the decay constants $\gamma$ are in the fitting of the exponentials to the experimental data (± 5%).
IV. QUENCHING RATE COEFFICIENTS

Figure 3 shows a representative curve of 762 nm intensity as a function of time. The solid curve shows the least-squares fits to the data of functions of the form $s \exp(-\gamma t)$ and $s(1-\exp(-\gamma t))$. As discussed in Appendix A, the decay constant $\gamma = (\gamma_a + \gamma_b)/2$ is expected to be equal to the decay constant for the fundamental diffusion mode to within 2%. The decay constant $\gamma$ is plotted versus $O_2$ density in Fig. 4. For a 12 sec radiative lifetime, $A \ll \gamma$, so that $\gamma = D/\Lambda^2 + \frac{1}{2} N$. Here $\Lambda$ is the diffusion length for the cylindrical collision chamber of height $L$ and radius $R$, i.e., $\Lambda^2 = \frac{\pi^2}{4} L^2 + (2.405)^2 R^2$. For densities less than $10^{17}$ cm$^{-3}$, $\gamma$ is determined by the rate of diffusion of the metastables to the electrodes where they are quenched. The solid line of Fig. 4 indicates the best fit value of $DN = (5.0 \pm 0.3) \times 10^{14}$ cm$^{-2}$sec$^{-1}$. This diffusion coefficient is in good agreement with previous values. The deviation of the data points from the solid line at low densities may indicate reflection of the metastables at the walls, although a rather high reflection coefficient from the metal electrodes (~0.9) would be required.

At densities above about $10^{18}$ cm$^{-3}$ the time constant is determined by the rate of quenching of the $b^1\Sigma^+$ in collision with ground state molecules. Until recently, measurements of the rate constant for quenching of the $b^1\Sigma^+$ by the O$_2$ molecules have yielded values which differed by an order of magnitude. The present data indicate a quenching rate constant of $(3.9 \pm 0.2) \times 10^{-17}$ cm$^3$sec$^{-1}$. This value is in agreement with the rate constants obtained by Thomas and Thrush in known mixtures of O$_2$ and water vapor and by Martin et al. and Lawton et al., who observed laser excited photoluminescence from the $b^1\Sigma^+$ state.

V. EXCITATION COEFFICIENTS

A. Pure O$_2$

Figure 5 shows experimentally determined excitation coefficients $\alpha/N$ as a function of $N$ for $E/N = 8 \times 10^{-17}$ and $8 \times 10^{-14}$ V cm$^{-2}$. The solid points were calculated using Eq. (17) with $\gamma(y, \gamma_b)$ replaced by $s(y_a + y_b)/2$ and $q = 1$ and $G = (q) = 0.78$. A radiative transition probability of $A = 0.085$ sec$^{-1}$ was used in calculating these and other $\alpha/N$ values. The open points show the results of correction for the effects of attachment, ionization, and diffusion using Eq. (14) for $q$ and the evaluation of $G = C$ as discussed in Appendix A. According to our model for this experiment, the $\alpha/N$ values represented by the open points should be independent of $[O_2]$. Less than one-half of the decrease in the apparent $\alpha/N$ values at low $[O_2]$ is caused by radial diffusion as discussed in Appendix A. The major cause may be the finite distance required for the photomultiplier cathode at 25 cm from the collision chamber. The average of the high $N$ data from a series of plots such as Fig. 5 provide the absolute values of $\alpha/N$ shown by the solid circles in Fig. 6. The open circles in Fig. 6 were obtained from relative values of $s/i$ versus $E/N$ obtained at constant $N$. These values were corrected for attachment and ionization and then normalized to the absolute value of $\alpha/N$ at $E/N = 4 \times 10^{-14}$ V cm$^{-2}$. Empirically, the experimental values of $\alpha/N$ are $(1.5 \pm 0.4) \times 10^{-18} \exp(-4.87 \times 10^{-14} N/E)$ cm$^{-2}$ for $E/N = 5 \times 10^{-18}$ V cm$^{-2}$ and $(4.7 \pm 1.2) \times 10^{-18} N/E$ cm$^{-2}$ for $E/N = 1.5 \times 10^{-16}$ V cm$^{-2}$. Measurements were made for $E/N$ between $2 \times 10^{-15}$ and $8 \times 10^{-15}$ V cm$^{-2}$ but are not shown because of the large and uncertain corrections for diffusion and for low detector sensitivity near the...
of the \( b^1\Sigma^+ \) state measured by Linder and Schmidt and by Trajmar et al. Use of the cross sections measured by Konishi et al. leads to rate coefficients which are a maximum of 5% larger than those shown by the solid curve. The cross section set for electron collisions in \( O_2 \) used in this calculation is shown in Fig. 7. The basis for this set is discussed in Appendix C. An additional known process for the production of \( b^1\Sigma^+ \) molecules is via dissociative excitation of \( O_3 \) to produce \( Q(1^D) \) atoms and their subsequent excitation transfer to the \( b^1\Sigma^+ \) state, i.e., the reactions

\[
e + O_3(X^2\Pi) = O_2(b^3\Sigma^+) + e - O(1^D) + Q(1^P) + e \tag{13}\]

and

\[
O(1^D) + O_3(X^2\Pi) = O_2(b^1\Sigma^+) + Q(1^P). \tag{19}\]

Determinations of the efficiency of Reaction (19) in pure \( O_3 \) range from \(< 1\% \) to 100\%. If we assume that processes (18) and (19) are 100\% efficient and add the calculated rate coefficient for excitation of the \( b^3\Sigma^+ \) state to that for direct excitation of the \( b^1\Sigma^+ \) state, we obtain the long-short dashed curve of Fig. 6. Note that since the measured rate coefficient for Reaction (19) is \( 4 \times 10^{-11} \text{ cm}^2 \text{sec}^{-1} \), typical \( Q(1^D) \) lifetimes in our experiment are \( \sim 1 \mu \text{sec} \) and are not observable in the buildup of the 762 nm signal. We see that the agreement between these calculations and experiment is good only for \( E/N \sim 8 \times 10^{-17} \text{ V} \text{cm}^{-1} \), i.e., for mean electron energies less than 1.3 eV.

We have been unable to find a completely satisfactory explanation of the discrepancy between experiment and the sum of the excitation coefficients for processes which are known to lead to the \( b^1\Sigma^+ \) state. At present the most likely explanation for the excess in the observed excitation rate coefficient is that the excitation to states which we have labeled by the 4.5 and 6 eV energy losses (see Appendix C) result in the production
of bound levels of, for example, the $\Sigma^+$ state which are collisionally de-excited to the $\Sigma^+$ state. If we include the calculated excitation coefficients for these states in the summation, we obtain the short dashed curve of Fig. 6 which agrees reasonably well with the experimental data. A difficulty with this explanation is that the application of the Frank-Condon principle to potential energy curves for $Q$ leads to the prediction that excitation of the molecular states characterized by energy losses of 5.1 to 7 eV results in dissociation to form two $O$ and $N_2$ atoms. The reassociation of these atoms appears very unlikely. The association of atoms from different molecules is slower than loss by diffusion and their contribution to the 762 nm signal would vary as the square of the electron current in contrast to experiment. Similarly, the formation of $O_2$ and its subsequent photodissociation is slow compared to diffusion and so would be inefficient and time varying.

The possibility of excitation transfer from vibrationally excited ground state molecules to the $\Sigma^+$ state is ruled out by the wrong dependence on $E/N$ and by the small amount of energy transferred from the electrons to the vibrational manifold. The energy pooling process involving two $Q$ molecules is ruled out by the observed linear variation of 762 nm signal with photoelectric current, by the relatively fast current independent decay of the $\Sigma^+$ population, and by the wrong $E/N$ dependence of the unexplained excitation. We have been unable to think of any $\Sigma^+$ excitation process involving $\Sigma^+$ molecules which is not ruled out by considerations such as these.

If we are willing to assume that the electron beam experiments are significantly in error, a reasonable fit to the $\alpha/N$ data can be obtained by adding the cross sections given in Fig. 7 for the 4.5 and 6.1 eV energy losses to the cross section for $\Sigma^+$ excitation and by reducing the cross sections for the excitation of the 4.5 and 6 eV processes by factors of 1.63/4.5 and 1.63/6, respectively. This proposal increases the cross section for direct $\Sigma^+$ excitation by about a factor of 10. It seems very unlikely that the electron beam experiments could be in error by this much.

B. $O_2-N_2$ mixtures

A few determinations of $\alpha/N$ were made in mixtures of $N_2$ and $O_2$ and are shown for $[N_2]/[O_2]=1/9$ in Fig. 8. As for pure $O_2$, the experimental rate coefficients are much larger than the calculated values for direct excitation of the $\Sigma^+$ state (solid line) or for direct excitation plus excitation transfer from $O(\Sigma)$ (long-short dashed line), but agree reasonably well with the sum of the excitation rate coefficients for the $\Sigma^+$ state and all higher energy electronic states of $O_2$ (short dashed line). The measured $Q(b \Sigma)$ lifetimes were consistent with previous measurements of $b \Sigma$ destruction by $N_2$. Note that in measurements at the higher $N_2$ fractional concentrations the interfering radiation from the (3-1) band of the $B'\Pi - A'\Sigma$ (first positive) transition of $N_2$ can be easily separated from the 762 nm signal because of the very rapid buildup of the $N_2$ radiation to a quasi-steady-state value. No information regarding excitation transfer from excited $N_2$ to $Q(b \Sigma)$ was obtained because of the large rate of electron excitation of $Q$ at the relatively large ratios of $[O_2]/[N_2]$.

VI. DISCUSSION

The measurements of excitation rate coefficients for the $O(\Sigma)$ state obtained in these experiments agree well with predictions only for mean electron energies below 1.3 eV. These predictions are based on electron-beam measured cross sections for direct excitation of the $\Sigma^+$ state, known collisional cascading processes, and current understanding of the dissociation of $O_2$ molecules. It appears that a significant revision of this model is required in order to explain the large excitation rate coefficients obtained in the present experiment. The simplest revision would be to find a way to understand nondissociative excitation of the $Q_2$ levels responsible for the observed electron energy losses in the 4.5 to 7 eV range.

Measurements which would provide data useful in the explanation of this discrepancy are (a) the time lag in the growth of $b \Sigma$ population caused by the finite reaction rates in the cascading processes; (b) the rate coefficient for the dissociative excitation of $Q_2$; (c) the rate coefficients for excitation of the $Q_2(a' \Delta)$ state; and (d) rate coefficients for the vibrational excitation of $Q_2$ using, for example, excitation transfer to $CS_2$ and its subsequent emission at 6.7 $\mu$m to monitor the density of vibrationally excited $Q_2$.

In connection with potential applications of electron excitation of $O_2$, we note that the efficiency of energy transfer from electrons to $Q(b \Sigma)$ molecules reaches a maximum of about 30% at $E/N = 2 \times 10^{-18}$ V cm$^2$ and decreases to about 20% at $E/N = 2 \times 10^{-19}$ V cm$^2$. If our hypothesis of large rate coefficients for excitation of
the 4.5–6 eV levels is correct, then about 60% of the input energy goes into these levels at $E/N$ near $3 \times 10^{-16}$ V cm$^2$.
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APPENDIX A. DETECTION EFFICIENCY AND DIFFUSION CORRECTIONS

In this Appendix we first evaluate the geometrical factor $G$ for various assumed spatial variations of the relative detection efficiency and for an analytic approximation to the experimentally measured variation of $n$. We next estimate the small corrections to $G$ caused by radial diffusion. Finally, we evaluate the difference between the decay constant $\gamma$ obtained by fitting to the measured transient and that of the fundamental diffusion mode.

I. Variable detection efficiency

The evaluation of the geometrical factor $G$ discussed in Sec II, B for our experiment is most easily carried out by considering two additional simple forms of the detection efficiency. Thus, for $\eta_p(z) \cdot \sin(\pi z/L)$, we find

$$G_B = \frac{\pi d (1 + e^{-x})}{(x^2 + a^2)(1 - e^{-x})}$$ (A1)

and in the limit of $a \rightarrow 0$, $G_B = 2/\pi$. Note that if all the experiment were designed such that $n = n_p$, the evaluation of $G$ and of $\alpha_p/N$ would not require a knowledge of the diffusion loss. Finally, for $\eta_C - (1 - 2x/L)$, only even values of $m$ contribute to $S_G$ and

$$G_C = a(\pi^2 + d^2) \left[ \frac{\coth(d/2)}{d} - \frac{2}{d^2} \coth(a/2) + \frac{2}{a} \right].$$ (A2)

Since the metastable molecule density has been assumed to be independent of radius, the experimental values of relative detection efficiency are first averaged over radius and angle to obtain $\bar{\eta}_C(z)$. We find that to an accuracy of $\pm 5\%$ the efficiency $\bar{\eta}_C(z)$ is given by

$$\bar{\eta}_C = 0.45 \pm 0.55 \sin(\pi z/L) \cdot 0.18(1 - 2x/L),$$ (A3)

so that

$$G_E = 0.45 G_A + 0.55 G_B + 0.18 G_C.$$ (A4)

The estimated uncertainty in $G_E$ is less than $\pm 5\%$ for the conditions of the data reported. Thus, in the limit $C \frac{dl}{d^2} \rightarrow 0$, the values of $G_E$ calculated using Eq. (A4) agree with numerically calculated values to within $\pm 3\%$ for values of $a$ encountered in these experiments. The variations in the magnitude of the correction for the spatial dependence of the detection sensitivity and for the effects of diffusion are most readily summarized by evaluating the ratio of the average detection efficiency to the values adjusted for the effects of diffusion and attachment, i.e., the ratio

$$\frac{G_A(a = 0, d = \infty)}{G_A(a, d)}.$$ (A5)

For the data reported in this paper, the ratio in Eq. (A5) is 1.11 at low $|O_2|$. At the highest $|O_2|$ values shown in Fig. 5 the ratio varies from $1.07$ at $E/N = 8 \times 10^{-17}$ V cm$^2$ to $1.24$ at $E/N = 8 \times 10^{-16}$ V cm$^2$. Note that at the higher $|O_2|$ values these corrections are much smaller than the corrections for attachment included in the current ratio $q$.

II. Radial diffusion

The effects of radial diffusion can be estimated by replacing the circular cross section of the drift-tube chamber by a square cross section. In this approximation the emitting portion of the cathode is assumed to have an edge dimension of $2R$ and the square cross section of the chamber to have an edge dimension of $2T$ equal to the diameter of the drift-tube chamber. The volume seen from the photomultiplier is approximated by a rectangular box of dimensions $L$, by $2T$ along the line-of-sight or $y$ direction, and by $2B$ along the $x$ direction at right angles to the line-of-sight and to the drift-tube axis. Changes in effective solid angle intercepted by the photomultiplier cathode with distance from the photomultiplier are assumed to be compensated by departures from the assumed rectangular volume so that over the active volume the detection efficiency $\eta$ is independent of the $x$ and $y$ positions for $|x| < B$ and $|y| < T$. With these assumptions a Fourier series expansion in the $x$, $y$, and $z$ directions followed by the application of Eq. (7) yields

$$G_{3B} = \frac{n}{(1 - e^{-x})} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \gamma_{(njk)} \frac{2n}{m \pi} \theta(j, B) \theta(k, T),$$ (A6)

where

$$\theta(j, B) = \frac{8T \sin(l \pi R/2T) \sin(l \pi T/2T)}{L^2 \pi R}$$

and

$$\gamma_{(njk)} = D(\pi/2T)^2 (j^2 + k^2) + \gamma_m.$$

In these equations $j$, $k$, and $m$ are odd integers and are associated with the $x$, $y$, and $z$ directions, respectively. Note that for the purposes of this and the next subsection we have generalized the definition of $G$ and Eq. (17) by replacing $\gamma_j$ by $\gamma_{(111)}$, the decay constant for the fundamental diffusion mode in rectangular geometry.

The summations over $j$ and $k$ are carried out using the relation

$$p^2 \sum_{j} \frac{\theta[(2j - 1)/2]}{[(2j - 1)^2 + p^2]} = 1 - \frac{2T \sinh(pR/2T) \cosh(p/2 - pR/2T)}{pR \cosh(p/2)}.$$ (A7)
where \( R < \tau < T \). Equation (A7) is first applied to the \( m \) summation with \( \tau = T \) and \( p^2 = j^2 + (2T/L)(m^2 - j^2 + a^2) \).

For the conditions of Fig. 5 the second term on the right-hand side of Eq. (A7) is 2% for \( m = j + 1 \) and the lowest gas density and decreases with increasing \( m \), \( j \), and \( \Omega_0 \). This correction will be neglected and Eq. (A7) applied to the \( j \) summation with \( \tau = B = 4.5 \) cm and \( p^2 = (2T/L)(m^2 - j^2 + a^2) \). In this case, and for the data of Fig. 5, the correction term for \( m = 1 \) reduces the expected signal by 6% to 0.02% as the oxygen density increases. This correction applies directly to \( G_\chi \), for which \( m = 1 \). Since the correction given by Eq. (A7) for higher values of \( m \) is less than 1%, the reductions in \( G_A \), \( G_C \), and the expected signal are less than for \( G_\chi \).

### III. Decay constant from fitting procedure

The systematic "error" resulting from the least-squares fitting of a single exponential to the data is estimated as follows: First, the theoretical "true" signal \( S(j) \) including the effects of diffusion is calculated by replacing Eq. (7) by (A6). The signal during the production half-period can then be written as

\[
S(t) = \beta \sum_j \sum_i G_{jik} (1 - \exp[-\gamma(mjk)]) \tag{A8}
\]

where \( \beta = S_0/G \) from Eq. (15) and the \( G_{jik} \) are the terms in the summations in Eq. (A6). Next, the function

\[
I = \int_0^\infty [S(t) - s(1 - e^{-\gamma t})]^2 dt \tag{A9}
\]

is evaluated for \( \eta = \eta_A = 1 \). Note that here we have assumed that the half-periods used for recording data are long enough so that the upper limit may be taken as \( t = \infty \). Because of this long half period and because our fitting routine requires that the amplitude \( s \) be the same for the production and decay half periods, the amplitude is that given by the amplitude in Eq. (A8) at large times, i.e., by \( G_{3D} \). The value of \( \gamma \) obtained by minimizing the function \( I \) is very close to \( \gamma(111) \) for both half periods, i.e.,

\[
\frac{\gamma}{\gamma(111)} = 1 - \sum_{m,j,k} \frac{\rho(mjk)(3\gamma(111) + \gamma(mjk)(\gamma(mjk) - \gamma(111))}{\rho(111)(\gamma(111) + \gamma(mjk))} \tag{A10}
\]

where the ratios of amplitudes of time varying components of the signal are given by

\[
\frac{\rho(mjk)}{\rho(111)} = \frac{\gamma(111)\theta(j, B)\theta(k, T)(s^2 + a^2)}{\gamma(mjk)\theta(1, B)\theta(1, T)(m^2 - j^2 + a^2)}. \tag{A11}
\]

The correction to \( \gamma \) given by Eq. (A10) is largest at the lowest density in Fig. 5. In our experiments only the \( m = 1, j = 1 \) or 3, and \( k = 1 \) or 3 terms contribute significantly to the summation and there is considerable cancellation among the terms. As a result, the value of \( \gamma \) expected from the fitting procedure is smaller than \( \gamma(111) \) by less than 2%. This reduction is well within the uncertainty assigned to the diffusion coefficient obtained in Sec. IV.

The estimated reduction in the excitation rate coefficients obtained in Sec. V as the result of the neglect of radial diffusion is approximately the sum of the calculated reductions in \( G \) and \( \gamma \), i.e., about 10% at the lowest \( \Omega_0 \) of Fig. 5 and less than 0.1% at the highest densities. The estimated uncertainty in the final values of \( \alpha_3 / N \) by the neglect of radial diffusion is less than 3% and is negligible compared to other uncertainties.

### APPENDIX B. DETERMINATION OF ELECTRON CURRENT AND ATTENUATION COEFFICIENT

In order to determine the electron contribution to the measured drift tube current and the electron attenuation coefficient \( \alpha \), the apparatus was modified as follows: The dc mercury lamp was replaced with a deuterium discharge lamp with rise and fall times of less than a microsecond. Pulse durations of 4-30 \( \mu \)sec were used. The anode voltage was held constant and the current in the anode circuit was amplified and recorded with a transient digitizer with an overall time resolution of 0.1 \( \mu \)sec. Peak currents of about 10\(^3\) A were observed. Figure 9 illustrates a current profile obtained for \( E/N = 3 \times 10^{18} \) V cm\(^2\) and \( \Omega_0 = 2.5 \times 10^{17} \) cm\(^{-3}\) and a D\(_2\) lamp pulse duration of 4 \( \mu \)sec. The initial spike is caused primarily by electrons which drift across the gap in about 0.5 \( \mu \)sec. The long tail is caused entirely by the relatively slow ions. At this value of \( E/N \) the ions are formed almost exclusively by two-body attachment and no detachment should occur. The \( O^+ \) ions formed by dissociative attachment are rapidly converted into \( O_2^+ \) ions with an expected transit time of about 160 \( \mu \)sec.

Derivations of theoretical expressions for the current waveforms appropriate to the present experiments have been given by a number of authors. We are concerned primarily with the determination of the ratio of the
electron current to the total current and make use of the equality of this ratio to the ratio of the charge in the electron current pulse to the total charge crossing the gap. The experimental value for \( q \) is readily obtained by integrating waveforms such as shown in Fig. 9 on the multichannel analyzer. Thus, \( 1/q \) is the ratio of change in counts between the breaks in the waveform at the beginning and end of the electron pulse to the total change in counts from the beginning of the electron pulse to the end of the ion current pulse. A small correction is made for ion current flowing during the electron pulse.

In order to carry out the spatial averaging indicated in Eq. (7) one needs to know \( \alpha_s \) and \( \alpha_r \) rather than \( q \). We have therefore used the measured values of \( q \) and Eq. (14) to obtain \( \alpha_s/N \) at \( E/N \cong 10^{-16} \) V cm\(^2\) and \( \alpha_r/N \) at \( E/N \cong 2 \times 10^{-15} \) V cm\(^2\). At the lower \( E/N \) these calculations made use of \( \alpha_s/N \) values calculated using the cross sections of Fig. 7 and shown in Fig. 10. The two- and three-body attachment processes were then separated by taking the \( k_s/w_s \) values of Grünberg\(^{36} \) as known. The values of \( k_s/w_s \) determined in this manner are shown by the open circles in Fig. 10, along with results of other experimental determinations\(^{33} \) of \( k_s/w_s \) and a calculation using the cross section set of Fig. 7. The present experimental results are in good agreement with the earlier data. At the higher \( E/N \) the present determinations of \( \alpha_s/N \) used \( \alpha_s/N \) values calculated using the cross section set of Fig. 7. The resultant \( \alpha_s/N \) values are in agreement with the larger of the earlier experimental values\(^{33} \) and with the present calculations at \( E/N = 2 \times 10^{-15} \) V cm\(^2\).

The cross (x) shown for \( E/N = 8 \times 10^{-14} \) V cm\(^2\) in Fig. 10 is the value\(^{41} \) of \( \alpha_s/N \) which gave the values of \( \alpha_s/N \) shown by open circles in Fig. 5, while the set of crosses in Fig. 5 are the values of \( \alpha_s/N \) calculated using our measured value of \( \alpha_s/N \) and our calculated value of \( \alpha_s/N \). The crosses shown for \( E/N = 8 \times 10^{-14} \) and \( 4 \times 10^{-15} \) V cm\(^2\) are the values of \( \alpha_s/N \) used to obtain the corresponding values of \( \alpha_s/N \) shown in Fig. 6. The reason for the differences between some of the \( \alpha_s/N \) values obtained from the measurements of \( q \) and from the \( \alpha_s/N \) versus \( N \) plots is unknown. Fortunately, the derived values of \( \alpha_s/N \) are not very sensitive to the values of \( \alpha_s/N \) used in the data analysis. For \( E/N = 8 \times 10^{-14} \) V cm\(^2\) and \( [Q_s] > 10^{13} \) cm\(^2\) three-body attachment process dominates and the attachment coefficient used to obtain the open triangles of Fig. 5 is consistent with previous measurements.\(^{36} \)

**APPENDIX C. ELECTRON COLLISION CROSS SECTION SET**

This appendix gives the basis for our recommended set of cross sections shown in Fig. 7. This set is a modernization of that of Hake and Phelps\(^{37} \) and differs from that of Watson et al.\(^{38} \) partly because of its emphasis on low energy electrons. One requirement for the final data set is that it leads to calculated electron transport coefficients which are reasonably consistent with experiment.\(^{35,39} \) A second requirement is that the energy dependence of the cross sections be consistent with electron beam experiments. We believe that the cross section set of Fig. 7 comes much closer to meeting these conditions than previously available sets. The bases for the choices of the various cross sections are as follows:

1. The momentum transfer cross section used is that of Hake and Phelps\(^{37} \) except at energies below 1 eV, where \( Q_m(e) \) has been reduced in order to improve agreement with recent drift velocity data by Nelson and Davis.\(^{40} \) Note that the differential elastic scattering cross sections given by Trajmar, Cartwright, and Williams\(^{6} \) (hereafter referred to as TCW) give a much smaller elastic momentum transfer cross section at energies above about 7 eV than the total momentum transfer cross section of Hake and Phelps.\(^{31} \) On the basis of the beam data\(^{5} \) it seems unlikely that the inelastic contribution will be sufficient to account for the difference.

2. Rotational excitation (not shown in Fig. 7) is included by means of (a) a set of resonances at the energies of the \( \Sigma_g^+ \) states, each with the energy integrated cross section as given by Parant and Fiquet-Fayard\(^{41} \) for elastic scattering, and (b) an effective quadrupole moment\(^{42} \) of 0.3 \( e a_0^2 \). This rotational cross section is intended to give the maximum possible energy loss which could occur via resonance rotational excitation.

The set of resonances is entered using a single level approximation\(^{37} \) to the large number of rotational levels. In the calculations of the electron energy distributions and the rate coefficients, the widths of the peaks are chosen consistent with the energy grid used in the calculations. Note that for high mean energies it is necessary to replace the peaked cross sections with smoothed (averaged) cross sections. Because of the small resonance widths in \( \Sigma_g^+ \), the contribution of this
process to the average electron energy loss is small, i.e., less than 5%. The effective quadrupole moment is determined by fitting drift velocity data at electron energies below the first resonance, i.e., below about 0.09 eV.

If one uses the rotational excitation cross sections of Geltman and Takayanagi in the single level approximation, one obtains very large energy losses to rotational excitation and very poor agreement with measured transport data. Since we do not know how to modify their cross section to predict rotational excitation at energies well above threshold, we will absorb any such excitation in the cross sections for higher energy processes.

(3) Three-body electron attachment is represented by an equivalent cross section (not shown) for an oxygen density of one molecule per cm^{2} based on the integrated magnitudes of the electron energy dependent three-body coefficients of Spence and Schulz. The attachment resonances above the first are located at the same energy as for vibrational excitation and the peak shapes are the same. The lowest attachment resonance has been split into peaks shaped as calculated by Fiquet-Fayard. In order to fit the three-body attachment coefficient data at thermal energies and at \( \langle E/N \rangle < 2 \times 10^{-18} \) \( \text{V} \text{cm}^{2} \), the lowest energy pair of peaks was centered at 0.10 eV and the integrated magnitude lowered to 70% of Spence and Schulz' value. Note that for our purposes there is little point in splitting the higher energy resonances. As pointed out by Spence and Schulz, the magnitude of the lowest attachment resonance changes with gas temperature so that the "activation energy" found by Truby cannot be used directly to calculate the location of the first attachment resonance.

One reason for including the three-body attachment in the analysis is an attempt to obtain more information about the near-thermal behavior of the electrons. Such data would help make up for the lack of data in the near-thermal behavior of the electrons. The available \( D_{T}/\mu \) data from Nelson and Davis do not extend to sufficiently low \( E/N \) and do not differ much from the thermal value. A second reason, of course, is to make comparisons with the three-body attachment measurements by Chanin, Phelps, and Biondi; by Rees; and by Grünberg.

(4) Vibrational excitation at electron energies below 4 eV is assumed to occur entirely by way of the \( \Sigma^{+} \) resonances, such as shown in Fig. 7 for excitation of the \( r = 1 \) level. The cross sections were obtained by choosing numerically convenient peak widths and, except for the first resonance, by raising the energy integrated values given by Linder and Schmidt by a factor of 2. Relative magnitudes not available from experiment were scaled from theory. These values are larger than those of Spence and Schulz by about a factor of 20. The energy integrated magnitude of the first peak was increased to about 250 times the theoretical value of Pariot and Fiquet-Fayard. These increases were necessary in order to fit experimental values of the transport coefficients, i.e., to fit plots of \( \nu/\nu_{0} \) versus \( e \), as shown in Ref. 27. The apparent need to increase the Linder and Schmidt resonant cross section could be caused by our neglect of "direct" vibrational excitation or by the rotational excitation cross sections which are much too small. The former seems unlikely since Linder and Schmidt saw no evidence for significant direct excitation. Additional experiments are necessary in order to determine the relative importance of rotational and vibrational excitation.

At electron energies above 4 eV we have normalized the differential excitation cross sections of Wong, Boness, and Schulz to the integrated values given at a few energies by TCW.

(5) Cross sections for electron excitation of the \( \Sigma_{g}^{+} \) and \( \Sigma_{u}^{+} \) states of O\(_{3}\) are taken directly from the published cross sections of TCW and of Linder and Schmidt. As indicated in Sec. V, A, our experiment is not sensitive to the differences between the cross sections given by TCW and by Konishi et al. With the addition of the \( \Sigma_{g}^{+} \) and \( \Sigma_{u}^{+} \) cross sections, the resonance type cross section between 4.5 and 5.0 eV introduced by Hake and Phelps was dropped.

(6) With regard to two-body attachment, we first note that several authors have revised their experimental two-body attachment coefficients upward because of the recognition of the need for correction due to anisotropic diffusion. We have multiplied the dissociative attachment cross section of Schulz by a factor of 1.2 in order to improve the fit of calculated two-body attachment coefficients to the measured values at \( E/N > 3 \times 10^{-18} \text{ V cm}^{2} \). This procedure results in calculated values which are about 70% of experiment at mean electron energies near 2 eV, i.e., \( E/N > 2 \times 10^{-18} \text{ V cm}^{2} \). As in Hake and Phelps, a number of different cross section sets were tried in an unsuccessful attempt to obtain good agreement with experiment attachment coefficients for \( 10^{-18} < E/N < 10^{-16} \text{ V cm}^{2} \) while retaining agreement with measured drift velocities and characteristic energies.

(7) The cross sections for energy losses of 4.5, 6, and 8.4 eV involve a lot of guess work. The available data include determinations of total inelastic cross sections by TCW and by Chantry; trapped electron spectra by Schulz and Dowell; differential and integral cross section data by Trajmar, Williams, and Kupperman; cross sections for the production of uv radiation, such as Mannna and Zipf; evidence for relative electronic excitation cross sections, such as Chantry et al.; and theoretical papers, such as Cartwright et al. and Watson et al.

There seems to be general agreement that for electron energies above 15 eV, the 8.4 eV energy loss, presumably \( B \Sigma_{g}^{+} \) excitation, exceeds the other nonionizing energy loss processes by about an order of magnitude. Accordingly, we have simplified our calculations by neglecting all processes with more than 8.4 eV energy loss except ionization. The \( B \Sigma_{g}^{+} \) cross section shown in equal to the total electronic cross sections of TCW and of Chantry for energies below 45 eV and the energy dependence at high energies is from
Watson et al., 28 Trajmar, Williams, and Kupperman, 5 suggest that the dominant excitation process leading to the broad energy loss peak in the 4.5–7.5 energy range is excitation of the \( \epsilon \) \(^{1}\Sigma^{+} \) state and that this cross section falls rapidly with increasing electron energy. The onset of significant energy loss at 4.5 eV is based on the trapped electron data of Schulz and Dowell. 32 We have chosen to represent the energy losses between 4.5 and 8.4 eV by two cross sections, i.e., cross sections with 4.5 and 6.0 eV losses. The former was an attempt to represent the formation of excited \( \Sigma_{g}^{+} \) in bound vibrational levels of the \( \epsilon \) \(^{1}\Sigma^{+} \) state while the latter was intended to represent excitation of continuum states leading to the production of \( \Sigma_{u}^{+} \) atoms. The results presented in Sec. V seem to require that both excitation processes result in bound excited states of \( \Sigma_{g}^{+} \). The relative magnitudes of these two cross sections is completely unknown and only their sum is shown in Fig. 7.

We have used the ionization cross sections measured by Tate and Smith. 35 The calculated ionization rate coefficients are in satisfactory agreement with measurements except for the very recent results of Corbin and Fromhold. 37

Tabulations of the cross section set shown in Fig. 7 are given in JILA Data Center Memo No. 3 (unpublished). This memo also contains a data set in which the 6.4 (\( \epsilon \) \(^{1}\Sigma^{+} \)) cross section has been lowered at energies below 20 eV in order to bring the \( \epsilon \) \(^{1}\Sigma^{+} \) excitation rate coefficient into approximate agreement with the rate coefficient for dissociation of \( \Sigma_{u}^{+} \) as determined by Smith and Austin. 35 The cross section for the 6.0 eV loss process has been increased to a peak value of \( 1.5 \times 10^{-16} \) cm\(^2\) at 12 eV so as to keep the total rate of energy relaxation distance for electrons approaching a gaseous conductor. See, for example, R. F. Hampson and D. Garrivn, "Chemical Kinetics and Photochemical Data for Modeling Atmospheric Chemistry," Natl. Bur. Stand. (U.S.) Tech. Note 868 (1975).


S. S. Penner, Quantitative Molecular Spectroscopy and Gas Emissivities (Addison-Wesley, Reading, Mass., 1959), Chap. 5.

According to manufacturer's specifications the quantum efficiency varied by less than 2% over the 10 nm FWHM of the interference filter.


The diffusion of electrons causes a small reduction (< 5%) in \( \epsilon \) from the values given by definitions following Eq. (2) and discussed in Appendix B. See, for example, R. W. Crompton, J. Appl. Phys. 38, 4093 (1967).

This tungsten-strip-lamp radiance standard was traceable to NBS through a calibration provided by the manufacturer. For a description of similar lamps see R. Stair, R. G. Johnston, and W. E. Halbach, J. Res. Natl. Bur. Stand. Sect. A 64, 291 (1960).


The 100 W commercial mercury lamp was removed from its glass envelope and mounted in a water-cooled metal housing.


For a recent discussion and references to earlier papers see J. A. Doanes, G. G. Shepherd, and W. F. J. Evans, J. Geophys. Res. Space Phys. 81, 6227 (1976).


For a recent discussion and references to earlier papers see J. A. Doanes, G. G. Shepherd, and W. F. J. Evans, J. Geophys. Res. Space Phys. 81, 6227 (1976).
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34For a review of detachment and other reactions of negative ions in oxygen, see D. A. Parkes, Vacuum 24, 361 (1974).
38The cooling rates and cross sections recommended by S. S. Prasad and D. R. Furman, J. Geophys. Res. 78, 6701 (1973) lead to serious disagreement between calculated and measured electron transport coefficients.
Quenching of $N_2(A^3\Sigma_u^+; \nu=0,1)$ by $N_2$, Ar, and $H_2$
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This note presents improved measurements of rate coefficients for the quenching of the $\nu=0$ and $\nu=1$ levels of the $A^3\Sigma_u^+$ metastable state of $N_2$ by $N_2$, Ar, and $H_2$ using very low levels of excitation and high gas purity. Designating the $\nu=1$ and $\nu=0$ vibrational levels of the $A^3\Sigma_u^+$ state by $A_1$ and $A_0$, respectively, our rate coefficients or their upper limits vary from agreement with published values for $N_2(A_0)$ quenching by $H_2$ to 100 times smaller than published values for $N_2(A_0)$ and $N_2(A_1)$ quenching by Ar.

Nitrogen molecules were excited by low energy electrons in the drift tube described in Ref. 4. Following a pulse of applied voltage and resultant photocurrent the decays of the $N_2(A_0)$ and $N_2(A_1)$ densities were determined from the intensities of the 0–6 and 1–9 bands of the $A-X$ system near 276 and 320 nm, respectively. No emission was observed from $N_2(A^3\Sigma_u^+, \nu>1)$ or from NO, e.g., the 259.6 nm band. The radiation was observed with a cooled bi-alkali quartz-window photomultiplier using an f/6.3 monochromator with 2.5 nm (FWHM) resolution. Photomultiplier pulses were accumulated for about 10 min. After several days bakeout at 150–200°C the pressure was below $10^{-5}$ Pa. The gas was changed frequently so that the outgassing of less than $3\times10^{-4}$ Pa h$^{-1}$ could be neglected. High purity gases (> 99.9995%) were held at liquid nitrogen (for $N_2$ and $H_2$) or dry ice (for Ar) temperatures for at least two hours before use. Pressures were measured to ±0.2%. The electric field to gas density $E/N$ values used were 8–12×10$^{-16}$ V cm$^2$ for $N_2$ and $N_2$–$H_2$ and 1–1.5×10$^{-14}$ V cm$^2$ for $N_2$–Ar. Quenching by $N_2$ atoms or excited $N_2$ was avoided by use of a short excitation pulse, e.g., a pulse length about equal to the lifetime of the $N_2(A_1)$ meta-
The values for $N_j(A^0)$ quenching by $N_2$ and $Ar$ are corrected for estimated quenching by $O_2$.

$\gamma_j$ and $\gamma_1$ measured for the $N_j(A^0)$ and $N_j(A^1)$ levels versus nitrogen density. The smooth lines are least-squares fits of the formula for $\gamma$. The lower sets of points show values of $\gamma_j$ and $\gamma_1$ for $N_j$-Ar mixtures after subtraction of the $kn$ term due to the $1\%$-$15\%$ $N_2$ present in the mixture. The $A$ value of $0.5 \pm 0.2$ sec$^{-1}$ obtained from $N_j(A^0)$ measurements in $Ar$-N$_2$ agrees with Shemansky's value$^5$ and was used to analyze other data. The diffusion coefficients at unit density were $(5.0 \pm 0.3) \times 10^{14}$ cm$^3$ sec$^{-1}$ for $N_j(A^0)$ in $N_2$ and Ar and $N_j(A^1)$ in $N_2$ and $(5.5 \pm 0.2) \times 10^{14}$ cm$^3$ sec$^{-1}$ for $N_j(A^1)$ in Ar. The $N_2$ value agrees within previous measurements.$^6$ The rate coefficients for $N_j(A^0)$ and $N_j(A^1)$ de-excitation by $H_2$ were obtained by fitting $\gamma = k_0[H_2] + C$ to the decay constant data when $H_2$ was added to $N_2$.

Quenching rate coefficients from Fig. 1, the $H_2$-$N_2$ data, and recent publications are summarized in Table I. Our coefficients for $N_j(A^0)$ quenching by $N_2$ and Ar are believed to be upper limits due to impurities admitted with the gases. Our upper limit for $N_j(A^1)$ quenching by $N_2$ is about four times faster than obtained by reanalysis of data by Br"{o}mer and Spleweck.$^6$ Since quenching of $N_j(A^0)$ and $N_j(A^1)$ by oxygen greatly exceeds that by $H_2$,$^0$ etc.,$^{1,4,6}$ the rate coefficients in Table I listed under "final $k$" for $N_j(A^0)$ in $N_2$ and Ar are obtained by assuming that $N_j(A^0)$ quenching in $N_2$ and Ar is caused by $O_2$ and by using measured relative quenching coefficients to correct for quenching of $N_j(A^1)$ by $O_2$. The corrected rate coefficients show large uncertainties because of disagreements among the published $O_2$ data.$^{1,4,6}$

In Table I quenching rate coefficients obtained by excitation transfer$^{12}$ or photoionization$^{18}$ techniques are assigned to the more slowly decaying $N_j(A^0)$ level. This assignment leads to agreement between our value and published data$^{12}$ for $N_j(A^0)$ quenching by $H_2$. On the other hand, the agreement between our value for $N_j(A^1)$ quenching by $N_2$ and the quenching coefficient obtained for $N_j(A^0), A^1$ by Vidaud et al.$^{14}$ suggests that their photoionization technique is level selective.

Experiments to be reported later show that the $N_j(A^1)$ molecules are deexcited to $N_j(A^0)$ by $H_2$ and $N_2$ as proposed by Noxon$^{11}$ for $N_2$. The available measurements
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**FIG. 1.** Decay constants for the $v = 0$ and $v = 1$ levels of the $N_j(A^0)$ state. The • and • are decay constants for the $A^0$ and $A^1$ levels in $N_2$, while the • and • show data for the $A^0$ and $A^1$ levels in Ar. Note that the data shown for Ar have been corrected for the small (<30%) effect of quenching by $N_2$ on the decay constant. The curves are least-square fits to the data.

### Table I. Quenching rate coefficients at 300 K in cm$^3$ molecule$^{-1}$ sec$^{-1}$.

<table>
<thead>
<tr>
<th>Excited State/Quencher</th>
<th>Measured $k$</th>
<th>Final $k$</th>
<th>Previous $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_j(A^0)/N_2$</td>
<td>$(2.0 \pm 0.6)(-18)^b$</td>
<td>$&lt;2.6(-18)$</td>
<td>$&lt;1(-17)^1$, $&lt;4.7(-16)^3$</td>
</tr>
<tr>
<td>$N_j(A^1)/N_2$</td>
<td>$(4.3 \pm 0.2)(-17)$</td>
<td>$(3.8 \pm 0.4)(-17)$</td>
<td>$&lt;6(-19)^6$, $(4.5 \pm 1.2)(-17)^9$</td>
</tr>
<tr>
<td>$N_j(A^1)/Ar$</td>
<td>$(1.8 \pm 0.2)(-19)$</td>
<td>$&lt;2.0(-19)$</td>
<td>$&lt;4.4(-16)^8$, $&lt;4(-19)^{10}$</td>
</tr>
<tr>
<td>$N_j(A^1)/Ar$</td>
<td>$(1.3 \pm 0.3)(-18)$</td>
<td>$(1.3 \pm 0.3)(-18)$</td>
<td>$&lt;1(-17)^1$, $&lt;1(-15)^6$</td>
</tr>
<tr>
<td>$N_j(A^0)/H_2$</td>
<td>$(2.4 \pm 0.5)(-15)$</td>
<td>$(2.4 \pm 0.5)(-15)$</td>
<td>$(2.1 \pm 0.8)(-16)^1$, $1.9(-15)^8$</td>
</tr>
<tr>
<td>$N_j(A^1)/H_2$</td>
<td>$(4.4 \pm 0.4)(-14)$</td>
<td>$(4.4 \pm 0.4)(-14)$</td>
<td>$3(-15)^{13}$, $1.9(-15)^8$</td>
</tr>
</tbody>
</table>

*These values for $N_j(A^1)$ quenching by $N_2$ and $Ar$ are corrected for estimated quenching by $O_2$ while the values for $N_j(A^0)$ quenching by $N_2$ and $Ar$ are the upper limits of the measured values.

$^{b}(2.0 \pm 0.6)(-18)$ means $(2.0 \pm 0.6) \times 10^{-18}$.
in Ar–N₂ mixtures do not allow us to determine the state of the product of quenching collisions.
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High-power (10-100 MW/liter) pulsed discharges in Na-doped Xe vapor have been studied at Na densities of $10^{10}-10^{13}$ cm$^{-3}$ and Xe densities of $10^{17}-10^{18}$ cm$^{-3}$, as appropriate for excimer-laser use.

Stable steady-state discharges are obtained for a number of microseconds in a small-volume cell, without use of preionization or sustaineds. This stability is attributed to the observed positive $V-I$ characteristic. Measured spectra are interpreted to yield Na excited-state densities, and the implications for a potential excimer laser are discussed.

PACS numbers: 52.25.Ps, 52.80.-s, 42.55.Hq

I. INTRODUCTION

Continuous discharges in alkali vapors, often mixed with a noble gas or Hg, have been studied for many years because of their importance in lighting. These discharges, or arcs in some cases, are characterized by nearly identical gas, excitation, and electron temperatures in any local region. High-power visible tunable excimer lasers and metal-dimer lasers based on these same gas mixtures have been proposed, with the possibility of efficient transfer of energy to the lasing states an attractive feature. In these proposed laser systems, the excitation temperature must greatly exceed the gas temperature to achieve net gain, and required discharge power densities are typically $10^2$ MW liter, more than $10^4$ times that encountered in lighting. To maintain approximately the initial gas temperature at these power densities for even a few microseconds, a high-density ($>10^{16}$ cm$^{-3}$) buffer gas is required as a heat sink. In the proposed metal-noble-gas excimer lasers, the buffer gas also forms the excimer molecules, with the high densities also being necessary to yield useful gain coefficients for these weakly bound excimers. The high power, high density, and relatively high excitation temperatures ($\geq 0.5$ eV) necessary for lasing action increase the possibility of arcing or discharge instabilities. To establish the viability of these potentially valuable lasers, the electrical and optical properties of high-power pulsed discharges must be determined. We report here our measurements of these properties in a small-volume prototype system. Modeling of the plasma processes is also underway for comparison to these measurements.

We report here studies of a Na and Xe mixture. This is an interesting laser candidate, the NaXe (excimer) and Na$_2$ (dimer) bands are well understood, and the important gas and electron collisional properties are better known for Na than for the other alkalis. Studies of other mixtures are also under way, with results for a TIXe discharge system in preparation. Additional details of the apparatus measurements and results can be found in Ref. 5.

II. APPARATUS

A sketch of the gas cell and discharge region is shown in Fig. 1. Temperatures ranging from 350 to 500°C are used to maintain Na in the desired saturated vapor density of $10^{10}$ to $10^{16}$ cm$^{-3}$. The temperature is measured by a thermocouple affixed to the base of the anode. Measurements of the absorption-line profiles of the Na resonance lines were carried out to determine the number density of Na atoms. Our results agreed to within the experimental uncertainty of $\pm 50\%$ with the published vapor pressure, and the latter were used throughout the experiment to convert cell temperature to sodium concentration.

![FIG. 1. (a) Discharge cell; A, stainless cap; B, quartz jacket; C, indium soldered to the top cap and bottom flange; D, water cooling; E, heater coils; F, quartz window; G, bottom flange and anode base with indium gasket seal; H, anode support (Kovar); I, cathode support (Kovar); J, Sapphire tube; K, pump out and gas inlet. (b) Cross section of discharge region, drawn to scale for a 5.2-mm gap. A, sapphire tube; B, cathode (molybdenum); C, anode (sapphire; D, discharge positive column; E, cathode bright spots; F, viewed region for diagnostics of positive column.)](image-url)
Since Na vapor reacts with Pyrex and quartz, a sapphire sleeve is used to help confine the vapor to the discharge region. The ground ends of the sapphire are in mechanical contact with the Kovar electrode supports and do not make a vacuum seal.

An initial quartz-metal sealing configuration employing rubber O-rings was unreliable, and air impurities in this cell, estimated as ~10^16 cm^-3, were observed to cause ~50% reduction in the excimer-band light output during the discharge. An indium solder quartz-metal seal is used in the present cell and impurities are deemed insignificant in the data presented below. A distillation procedure for the Na was also used as a precaution, but identical discharge operation was obtained using a chip of freshly cut Na placed on the anode just prior to final assembly. In addition the research-grade xenon was passed through a baked-out titanium sponge before entering the gas cell.

The discharge region is viewed through four windows in the oven wall. The physical appearance of the discharge can be photographed with a camera which is not used for quantitative measurements. The time dependence of light emitted from region F in Fig. 1(b) is monitored by photomultiplier tubes, each detecting a wavelength region defined by an interference filter. The filters are chosen to include a wavelength region in the NaXe excimer band (670 nm) and one at the Na resonance lines. The rise time of the associated electronics is 20 nsec. The spatial-intensity distribution in region F in Fig. 1(b) is measured with an SIT vidicon tube, which records the total light emitted in the 630–640-nm wavelength region during a discharge pulse. The discharge spectrum is measured with a scanning 0.5-m spectrometer with ~3-Å resolution. The associated photomultiplier output is sampled in a specific time interval, typically centered at 2 μsec after onset of the discharge. Repetitive discharges are necessary for accumulation of a spectrum; the discharge repetition rate is limited to 10 Hz to avoid possible gas heating. The spectral sensitivity of the spectrometer and the photomultiplier sensitivities, as filtered, are measured using a diffuse reflector, illuminated by a calibrated tungsten iodide lamp, in place of the discharge.

The interelectrode current and voltage are monitored by a commercial current transformer and high-voltage probe. These and the photomultiplier outputs are displayed on an oscilloscope; the time resolution is ~20 nsec.

**III. DISCHARGE STABILITY**

In order to allow comparison to steady-state models, we have maintained the discharge in a current-regulated constant-current mode for several microseconds following initial preionization. Preionization by a uv flashlamp and by multiphoton ionization with a dye laser was investigated but found to be unnecessary to maintain discharge stability. For the data presented, the discharge was initiated by applying a voltage of ~4 kV across a 0.5-cm gap, using a current-regulated pentode tube circuit. After 0.2–1 μsec, depending on densities, the current increased rapidly and discharged the electrode capacitances. Following ~1 μsec of ringing, the voltage settled in the neighborhood of 100 V with the discharge current regulated at 1–20 A. The current, voltage, and light output for a representative set of conditions are reproduced in Fig. 2.

As can be seen in Fig. 2, the discharge voltage slowly sagged during the (constant current) discharge pulse. The gas heating during this 4-μsec 130-A/cm^2 pulse is ~70 °C in region F of Fig. 1(b). As an example of a longer discharge, a 7-A/cm^2 pulse was held on for ~100 μsec, representing a gas heating of ~200 °C in region A. These pulses were terminated to protect the current-regulating tet rode, so these values represent lower limits to the feasible energy deposition.

Initially, molybdenum button electrodes were used. Using only Xe vapor at 10^14–10^15 cm^-3 density, a single filamentary arc would discharge between the electrodes, as is normally observed in pure noble gases. But at \[ [\text{Na}] > 10^{14} \text{ cm}^{-3} \], the discharge homogeneously filled the volume between electrodes at a current \( I \leq 0.5 \text{ A} \). At \( I \geq 1 \text{ A} \), the discharge would spread out from bright cathode spots, with the number of spots increasing with \( I \). With the onset of cathode spots, the cathode fall voltage dropped from ~150 to ~20 V. In order to control the positions and number of cathode spots, a conical molybdenum cathode of 90° full angle and buffed to a rounded point was then used. This cathode, combined with a 5-mm-diam flat anode was used for the results reported here. The electrode gap was nor-
mally 5.3 mm, except for a respacing to 10.0 mm to establish the fraction of the total voltage attributable to the cathode fall. At all [Na], [Xe], and currents (I = 20 A) studied, the discharge spread out from a small bright spot at this cathode point into a homogeneous volume discharge, as indicated in Fig. 1(b). The width of the discharge in the glow region (region F in Fig. 1(b)) was measured and found to increase with increasing I and decreasing N, with the anode size clearly limiting the discharge area in some cases. The size of the bright cathode spot and the widths of the glow-discharge region were essentially constant during the several microseconds of discharge.

IV. RESULTS

The emission spectrum is shown in Fig. 3 for two discharge conditions. The contribution of the NaXe A-X band, the 465-Xe band, and the Na A-X band are identified in Fig. 3 along with lines from higher-lying Na levels. The top spectrum is from the I = 0.5 A homogeneous glow mode (current density ~7 A/cm²). With the exception of a few Xe I lines beyond 800 nm and a trace amount of potassium, all emission from this discharge is attributed to excited Na. In the lower half of Fig. 3 spectra from two different spatial regions are compared. The solid-line curves G are representative of a high-current-density (~130 A/cm²) discharge spectrum for light emitted from the positive column region, region F in Fig. 1(b). The curve labeled K + G is typical of light originating from a ~2-mm-high 4-mm-wide zone that includes the cathode. Since light from outside the cathode spot is included in this, we have estimated the spectrum of the cathode spot by subtracting the spectrum of zone A, normalized to remove the Na lines in the K + G spectrum. This yields the line labeled K, which is assumed to characterize the cathode spot. This spectrum looks like a thermal continuum and is similar to a high-pressure Xe flash-lamp spectrum.

The dotted line labeled NaXe is the shape of the A-X band, as measured in Ref. 7 and adjusted to our operating temperature. The minor difference in the shape of the dotted curve could be due to an elevated vibrational temperature of the NaXe*. A state. This could be due to electron collisions with NaXe* plus gas heating.

The regular intensity undulations in the 720—780-nm region in Fig. 3 are attributed to the Na A-X band, as they match the expected positions of the A-X band peaks. The emission spectrum from the Na A state with an 850-K thermal-population distribution is shown in the top and bottom of Fig. 3, with an intensity sufficient to explain the observed intensity undulations in each case. In order to explain the total intensity in the 720—800-nm region for the 130-A/cm² case, we need to postulate an additional broad continuum, with intensity ~4 in units of Fig. 3; this appears consistent with the observed intensity in the 470—550-nm region. However, the 720—800-nm intensity could also be attributed entirely to a Na A-X band from a thermal
A-state population distribution at ~1100 K, as shown in the bottom of Fig. 3. Such an elevated-temperature distribution could easily result from A-state collisional destruction before complete vibrational relaxation. The broad feature observed at 810 nm in both spectra may also be the Na₂ A-X band satellite, but as can be inferred from the two Na₂ bands shown in Fig. 3, it is necessary to invoke a nonthermal A-state population distribution to explain both the satellite intensity and the magnitude of the intensity undulations in either spectrum. The actual Na₂ A-X band intensity thus remains somewhat uncertain, and one cannot tell if Na₂ A-state atoms are being depleted relative to NaXe A-state atoms at the higher current densities. Such depletion of Na₂ X- and A-state molecules is expected to occur at high current densities, due to electron-collisional dissociation of the X and A states.

The discharge is cylindrically symmetric, and for most conditions the observed spatial distribution of the light from the positive column is close to that given in Fig. 4. Minor asymmetries are attributed to reflections from the sapphire and quartz cylinders, and for a given set of conditions this distribution was reproducible to ±10% from shot to shot. This observed distribution is compared in Fig. 4 to that which would result from an emission intensity per unit area given by a uniform cylinder and by a Gaussian distribution in r, the off-axis dimension. As can be seen in Fig. 4, the measured distribution is between the two approximations. We have converted total intensities to intensities per unit area and total current to current density by dividing by \( j = \frac{r}{w} \), corresponding to the cylindrical approximation. When the half-widths \( w \) and total intensities in the two idealized distributions are matched, as in Fig. 4, the intensity per unit area on axis is 8% lower for the Gaussian distribution. Thus, the uncertainty in using this approximation to obtain the axial intensity and current density is less than 10%, quite negligible compared to other uncertainties.

Absolute-intensity measurements of the NaXe A-X band, from region F in Fig. 1(b), are reduced to a Na 3P density \( [Na(3P)] \) using the normalized emission data of Ref. 5 and the effective area described in the previous paragraph. From this density, calculated transition probabilities, \( \Gamma \), and the discharge cross-sectional area we can establish that, except for the 4S-3P and 3D-3P transitions, the nS-3P and nD-3P lines in Fig. 3 are optically thin. The total intensity from these line shapes thus equals \( [Na(nS)] \Gamma_{nS-3P} \) and \( [Na(nD)] \Gamma_{nD-3P} \), where \( \Gamma \) is the spontaneous-emission rate. The resulting axial densities of various excited Na states, divided by their statistical weights, are plotted in Fig. 5 for two current densities. A lower limit to the residual (un-ionized) [Na(3S)] in the discharge can be obtained by subtracting the electron density \( n_e \), obtained from the measured current density and calculated mobilities, \( \nu_0 \), from the initial Na density \( [Na]_0 \). Some of the electrons may result from Xe ionization, but as \( n_e/[Na]_0 < 0.55 \), this is not a major uncertainty. The resulting residual Na densities as well as \( [Na]_0 \) are plotted in Fig. 5. It is noteworthy that for each \( j \) the measured populations fall nearly on a straight line corresponding to a single excitation temperature.

By varying the electrode gap the voltage drop attributed to the cathode fall has been determined to be ~15 V out of a typical total voltage drop of 50 to 100 V. Thus, the electric field \( E \) in the positive column is...
efficiency would probably be very low. The single effective excitation temperature observed for all Na excited states is quite surprising in view of the competing processes of collisions with energetic electrons, having a high effective temperature, and cold-gas collisions. Detailed models for the electron-energy distribution and excited-state rate equations are being used in an attempt to understand these results, and publication of these is planned.

Na A-state and X-state depletion at the higher current densities was expected on the basis of estimates of the Na and Na2 electron-collisional dissociation rates. Due to uncertainty in the Na A-state population distribution the observations are not definitive on this issue. For the higher j case in Fig. 3, the Na A state may be more depleted, relative to the NaXe A state, than in the lower j case. However, the data could also be explained by a hotter A-state vibrational-population distribution. In the absence of this depletion, absorption by Na in the 700-nm region would be very serious, even if net gain were achieved on the excimer band. This depletion of a minor but relatively strongly bound molecular constituent can often be a problem for excimer lasers, so such depletion has broad implications. Minor molecular constituents only reassociate slowly following electron-collisional dissociation, due to the small density of the appropriate atomic species. (That the molecular form is favored at equilibrium requires that they are dissociated very slowly by gas collisions.) Electron-collisional dissociation can be expected to severely deplete many strongly bound but minor constituents in high-power discharges.
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V. CONCLUSIONS

The ratio [Na*(3P)]/[Na(3S)] ~ 0.01 achieved in the discharge (see Fig. 6) is insufficient for net optical gain on the A-X band at λ ~ 700 nm where the gain coefficient is relatively large [i.e., N(3P)/N(3S) exp(-h(v - v0)/kT) must exceed 1]. There is net gain on this band in the 800–900-nm region, but the gain coefficient is quite small. When Na(3S) depletion is allowed for, as in the lines plotted in Fig. 6, it appears that [Na*(3P)]/[Na(3S)] might reach the desired 0.03 to 0.05 values at jN0/N > 10^5 A cm^-2, but the gain coefficient would be small due to neutral Na depletion, and efficiency would probably be very low.

We have not measured the Na*(4S) density, but if it is assumed to fit on the line in Fig. 5, where using the same criteria based on h(v - v0)/kT, where v0 is the 3s-4s transition energy, [Na*(4S)]/[Na(3S)] is also insufficient for net gain on the 4S-XΣ band. If Na could be introduced at similar densities but lower gas temperatures (e.g., using volatile Na-containing molecules or gas flow), net gain and a larger gain co-efficient could be achieved on the A-X and 4S-XΣ bands. However, this is an added level of complexity and possible accompanying problems with the discharge behavior might occur as well.
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Electron excitation rate coefficients for N$_2$ are important to the development of models of N$_2$ lasers, gas discharges and ionospheric phenomena and in determining electron collision cross sections. Although cross sections for the excitation of the N$_2$(C$^3\Pi_u$) state have been measured by a number of authors, there are only a few measurements of excitation rate coefficients. This Note presents measurements of this excitation rate coefficient obtained using the drift tube technique used for O$_2$(b$^3\Sigma^+_g$) molecules and N$_2$(A$^3\Sigma_u^+$) molecules. We also recommend a set of electron-N$_2$ collision cross sections.

Electron excitation rate coefficients for the C$^3\Pi_u$ state were obtained from measurements of the absolute intensity of the 2nd positive system emitted when electrons drift through N$_2$ in the presence of an electric field. The interference filter was replaced by an f/6.3 monochromator with a resolution (FWHM) of 2.5 nm in order to resolve the 2nd positive and Vegard-Kaplan bands. Most of the measurements were made with 5% H$_2$ and 95% N$_2$ in order to maintain electron emission by the gold-palladium photocathode.

The observed band emission is analyzed by first writing a rate equation, e.g., Eq. (3) of Ref. 10, for the density $n_i$ of each vibrational level of the C state. When these equations are added, vibrational relaxation terms cancel. The radiative transition probabilities are nearly independent of the vibrational level, i.e., $A_i = J_i c N_T = 2 \times 10^7$ sec$^{-1}$, and diffusion effects are negligible. The assumption that collisional quenching coefficients are independent of the vibrational level leads to a simple relation for the total C-state density, i.e.,

$$\Sigma n_i = \Sigma S_{ii} / g_{ii} A_{ii} = \left(\alpha / N_T c J_e N_T\right) e (A_i + k_{er} N_e + N_e H_2)$$

Here the $S_{ii}$, $g_{ii}$ and $A_{ii}$ are the signal generated by the detector per unit volume of the source, the detection efficiency, and Einstein coefficient for the transition between the $i$th vibrational levels of the C state and $j$th level of the B$^3\Sigma_u^+$ state, (a/N$_T$)$_c$ is the excitation coefficient per unit distance of electron drift, $e$ and $J_e$ are the electron charge and the average current density, $N_T$, $N$ and [H$_2$] are the total, nitrogen and hydrogen densities.

See Ref. 10 for details of the spatial averaging, etc. The measured $S_{ii}$ were for bands near 337.1(0-0),
The solid curve of Fig. 1 shows our applicability of the techniques of Ref. 4 to the calculation of \( \alpha/N \) values. The final cross section set included:

(a) momentum transfer cross sections from Ref. 4 for electron energies \( \epsilon \) below 10 eV and the sum of the elastic and inelastic momentum transfer cross sections of Cartwright for \( \epsilon > 10 \) eV; (b) rotational and near-threshold \( \epsilon < 1.5 \) eV vibrational excitation cross sections from Ref. 4; (c) these vibrational excitation cross sections for \( 1.7 < \epsilon < 5 \) eV increased by the factor of 1.9 previously found necessary to fit measured excitation rate coefficients for the \( A^2 \Delta_u \) state; (d) cross sections for the \( C \) and \( E \) states from Cartwright et al.,\(^7\) plus a sharp peak near the \( E \)-state threshold; (e) the other electronic excitation cross sections of Cartwright et al.,\(^7\) multiplied by 0.8; and (f) ionization cross sections totaling to that of Rapp and Englander-Golden.\(^1\) Calculated curves of \( \alpha/N \) vs \( E/N \) for 5\% \( \text{H}_2 \)-95\% \( \text{N}_2 \) and of \( \alpha/N \) vs \( E/N \) for pure \( \text{N}_2 \) differ by less than the experimental scatter. Agreement between calculated and experimental \( \alpha/N \) is good at low \( E/N \). The higher \( E/N \) data suggest a need for additional excitation of the \( C \) state. Cascading from the \( E \) state contributes \( -10\% \) to the \( \alpha/N \) values.

The calculated ionization coefficients of Fig. 1 were brought into agreement in magnitude with experiment\(^1\) by applying the 0.8 factor to most of the excitation cross sections. The more rapid variation of calculated \( \alpha/N \) than experimental \( \alpha/N \) with \( N/E \) appears to result from adjusting the vibrational excitation cross section to obtain a fit of calculated and measured \( \alpha \) values for the \( A \) state.\(^1\) Efforts to improve the fit between calculation and experiments for \( N/E \) are continuing.\(^1\) In the meantime the present cross section set gives reasonable agreement with five different electron swarm coefficients, i.e., drift velocity,\(^1\) characteristic energy,\(^4\) \( A \)-state excitation,\(^1\) \( C \)-state excitation and ionization.\(^1\)

315.9(1-0), 297.7(2-0) and 389.5(3-6) nm. Their relative intensities at low \( N_2 \) densities agreed well with previous measurements,\(^2\)\(^3\) which were used to estimate the small contribution of higher levels. A plot of \( J_s N_T^2 \text{[cm]}^3 \) vs \( N_T \) at \( E/N_T = 1 \times 10^{14} \) V-m\(^2\) yields \( k_s \). Values of \( \alpha/N \) were then calculated using Eq. (1). The \( \alpha/N \) values were independent of electron current for \( 1.6 \times 10^{15} < J_s < 1 \times 10^{16} \) A/m\(^2\). The nitrogen density was \( < 1 \times 10^{19} \) cm\(^3\). Values of \( \alpha/N \) are fitted by \( 6.5 \pm 0.5 \times 10^{19} \exp[-5.5 \times 10^{-19}/(E/N)] \) m\(^3\) for \( E/N < 2 \times 10^{19} \) V-m\(^2\).

Our \( k_s \) value of \( 2.1 \times 10^{-17} \) m\(^2\)/sec for 5\% \( \text{H}_2 \)-95\% \( \text{N}_2 \) is larger than, but consistent with, \( k_{5s} = 1.3 \times 10^{-17} \) m\(^2\)/sec calculated from pure \( N_2 \) data of Legler.\(^8\) It is not consistent with the values for \( v = 0 \) levels from Urošević et al.\(^9\) or Becker et al.\(^1\)\(^4\) Collision cascading from the \( E \) state does not affect our \( k_s \) value.

Figure 1 shows that our values of \( \alpha/N \) agree with those measured by Legler.\(^8\) Agreement with the measurements by Urošević et al.\(^9\) is good only at their lowest \( E/N \). The solid curve of Fig. 1 shows our application of the techniques of Ref. 4 to the calculation of \( \alpha/N \) values. The final cross section set included:

\[ \text{FIG. 1. C}^2 \Pi_u \text{excitation} \ (\alpha/N)_C \text{and ionization} \ (\alpha/N)_I \text{coefficients for electrons in N}_2. \]


L. C. Pitchford (private communication).
5. Metal Vapor Excimers

A. Gallagher

With 17 Figures

In this chapter we consider diatomic excimer molecules \( AB \) in which a Group I, II, or III metal atom is the radiative species \( A \). Group II metal atoms can play the role of a noble gas \( B \), since they have \( ^1S_0 \) ground states and have predominantly repulsive interactions with ground-state atoms. Thus Group II and VIII atoms will be included in the class of "B" atoms and we have divided the discussions of specific systems into the six cases of Group I, II, or III atoms paired with Group II or VIII atoms.

These metal-based excimer molecules share several important characteristics. First, their excimer bands are on the wings of the metal-vapor lines; hence the important bands from the ground to first excited states are generally in the visible or near uv and ir wavelength regions. Next, many of the excited states \( AB^* \) associated with these bands are weakly bound (i.e., by less than \( 10 kT \)). With the partial exception of Hg, elevated temperatures are necessary to obtain adequate metal vapor pressures for reasonable gain coefficients and high powers. An associated engineering problem is a frequent reactivity with window and gasket materials. Finally, the lowest excited states of the metal atoms generally have excitation energies of less than half their ionization energies. This has important consequences for the electron collisional cross sections which determine the efficiencies of potential e-beam or discharge-excited high-power lasers. In particular, as noted in Sect. 5.3 below this may allow the possibility of efficient, high power, direct electric discharge lasers.

The weakly bound character of many metal-based excimers has a profound effect on their optical properties as a laser medium. It results in a low-gain coefficient per excited metal atom, homogeneous broadening across the excimer band, rapid transitions between excited atoms \( A^* \) and the associated excimer molecules \( AB^* \), the necessity of a high "noble gas" density, and relatively stringent requirements on the fractional excitation of the metal atoms necessary for net gain. The optical properties of such weakly bound excimers can be characterized by some very simple and relatively universal relations, which are discussed in Sect. 2.12. These are also described in Sect. 5.1, which discusses the excimer vibrational-rotational population distributions, relations between stimulated and spontaneous emission and absorption, and the consequences of the classical Franck-Condon principle and homogeneous broadening. These discussions, in fact, apply with very minor modifications to many strongly bound excimers as well, and this generalization is discussed therein. The results of Sect. 5.1 are applied in Sect. 5.2, which discusses those
metal-based excimers for which we have information. The last section discusses potential excitation methods and their potential efficiencies, with emphasis on a prototype example of discharge-excited Na Xe.

The weakly bound character of many metal-based excimers leads to the possibility of high power levels, resulting from the low gain coefficient and homogeneous broadening, and high pulse energies due to the high-pressure noble-gas heat sink. (Some of the more strongly bound cases such as Hg₂ also have small gain coefficients in the bands associated with the lowest excited states.) However, the low gain coefficients combined with the possibility of spatial variations in the index of refraction associated with the high-pressure gas make these systems difficult to develop into successful lasers. Some promising candidates are now under study, particularly 11-Hg, but laser action has yet to be demonstrated.

5.1 Optical Properties

5.1.1 Vibrational-Rotational Population Distribution in High-Pressure Gases

We consider one or more relatively low density molecular species in the presence of a high pressure atomic gas, with energy deposition by an electron current, a high-energy electron beam, an external light source, or some combination thereof. A major fraction of the deposited energy is presumed to go into electronic excitation, ionization, and gas heating.

Vibrational and rotational excitation also result from electron collisions and molecular fluorescence. Collisions of the excited molecules with the high-pressure gas drive excited vibrational and rotational populations toward equilibrium with the gas-kinetic temperature, so these forms of energy deposition also go ultimately into gas heating.

For light, strongly bound molecules, the vibrational separations are so large that slow atomic collisions are inefficient at relaxing bound-state vibrational populations. The present discussions will be primarily aimed at heavy, large and/or weakly bound diatomic molecules in which the vibration spacings are small and the vibrational relaxation probability is high. Factors which often contribute to this rapid vibrational relaxation are attractive long-range interactions with the atomic buffer gas, combined vibration-rotation transitions, and a high probability of many vibrational steps in a single heavy-particle collision once the single step probability is high [5.1]. Typical vibrational relaxation times thus correspond to only a few gas-kinetic collisions, and at the typical inert gas densities \(B\) of \(10^{20}\, \text{cm}^{-3}\) proposed for laser, this corresponds to a \(10^{-4}-10^{-8}\,\text{s}\) relaxation time. By comparison radiative rates for visible atomic transitions and their associated excimer bands are generally \(10^{-8}\,\text{s}\) or longer, while radiative trapping further decreases the effective radiation decay rate for resonance transitions. If excimer vibrational
excitation rate coefficients by electron impact, of which we have no direct information, were similar to those of the stable molecular gases then they would typically be \( \sim 10 \) times smaller than for electronic superelastic collisions and the latter will limit the time available for gas vibrational relaxation rates for \( n_e/[B] \sim 10^{-1} \). The proposed discharge excited laser systems (Sect. 5.3) typically utilize electron densities a factor of \( 100 \) smaller than this. Thus, in the models considered below, vibrational and rotational relaxation rates will generally be assumed to be faster than the electron collision and radiative rates with which they compete. The distribution of population within the vibrational and rotational states will be characterized by a temperature. The gas kinetic temperature will normally be used, although a somewhat higher effective temperature could be used if relaxation is not complete. This applies to the strongly bound as well as the weakly bound excimers as long as they do not involve light atoms such as H or He and the buffer gas densities are in the typical \( 10^{20} \text{ cm}^{-3} \) range. On the other hand, the total bound-state population may not be in equilibrium with the associated atomic-state concentrations for strongly bound excimers, and the total populations of different electronic states will definitely not be in equilibrium at the gas temperature if net laser gain is to be achieved.

The total populations of each molecular electronic state will result from competition between gas collisional processes, radiative processes, and electron collisions in electrically excited systems. If the gas collisional dissociation rate \( R_d \) is the dominant destruction mechanism and the three-body association rate \( R_a \) (via complexes or any mechanism) the dominant formation rate for a particular state, then the populations will approximately satisfy the equilibrium relation at the gas temperature \( T \). That is \( [AB_j] [A_j] [B_j] = R_d \), where the state \( AB_j \) dissociates into \( A_j + B_j \), and \( K_{eq} \) is the equilibrium constant for state \( AB_j \) and the brackets refer to densities. Collisional dissociation rates vary approximately exponentially with binding energy divided by \( kT \), so this will generally be the dominant destruction mechanism only for shallow potentials, typically up to \( 5 \) or \( 10 \) \( kT \) deep depending on the size of competing rates and buffer gas density. Three-body association will often be the dominant production mechanism for such weakly bound states since most of the constituents \( A_j \) and \( B_j \) are then in the atomic form (\( [AB_j] [A_j] \ll 1 \) and \( [AB_j] [B_j] \ll 1 \)). Thus, the total molecular population of such weakly bound electronic states will frequently be in equilibrium with the parent atomic components, particularly in cases where the atomic form predominates at equilibrium. In this case it is conceptually most useful to relate the absorption and stimulated emission coefficients to \( [A_j] [B_j] \) rather than \( [AB_j] \). One other advantage of the description in terms of \( [A_j] [B_j] \) for weakly bound states is that the radiation from free and quasi-bound collision states of \( AB_j \) is naturally included, as it should be since they also contribute to the excimer spectrum. On the other hand, a formulation in terms of the molecular concentration and its equilibrium constant refers only to bound states; these adequately describe the optical properties only for strongly bound electronic states. The \( \text{Hg}_2 \) case described
below is an example of the strong-binding limit and is discussed directly in terms of $[\Delta E_s]$.

For repulsive interatomic potentials, the free nuclear states of the collision complex replace the bound vibrational states in the above "molecular" picture. In this case the continuum distribution of vibrational states is always in equilibrium with the atomic concentrations at the gas kinetic temperature. In the discussions below we treat free and bound vibrational states in the same manner; thus the derived relations can be applied uniformly to bound-bound, bound-free and free-free transitions. In addition they are applicable from the wings of atomic lines on through the associated molecular bands.

5.1.2 Thermodynamic Relations Between Absorption and Emission

Many of the results of this section have been given previously by Phelps [5.2] and York and Gallagher [5.3]. We first note a generalization of the Einstein relation for atomic or molecular lines (2 is the upper and 1 the lower level)

$$N_2B_{2-1} = \frac{\hbar^2}{8\pi} N_2A_{2-1}$$

(5.1)

to cover continuum radiation or portions of lines. We replace $N_2A_{2-1}$ with a spectral distribution $S(v)$ and $N_2B_{2-1}$ with $G_v$.

$$G_v = \frac{\hbar^2}{8\pi} S(v).$$

(5.2)

Here $G_v$ is the stimulated emission coefficient and $S(v)dv$ the spontaneous emission rate per unit volume for $v\rightarrow v+dv$ photons. $N_2B_{2-1} = \int S(v)dv$ and $N_2A_{2-1} = \int S(v)dv$. The traditional definition of the absorption coefficient $k_v$ is the difference between pure absorption, which we label $K_v$, and $G_v$ ($k_v = K_v - G_v$). Next we recall that for a vapor contained in a vessel of temperature $T$ and in equilibrium with the walls, the net absorption of the black-body radiation must at every $v$ be balanced by spontaneous emission at the same $v$

$$(K_v - G_v) \frac{8\pi}{\lambda^2 (e^{\hbar \nu/kT} - 1)} = S(v).$$

(5.3)

Combined with (5.2) this yields

$$K_v = G_v e^{-\hbar \nu/kT}$$

(5.4)
for an equilibrium vapor. Also, for an equilibrium vapor, the atomic state densities are given by

\[
\frac{[A^*]}{[A]} = \frac{g^{*}}{g} e^{-\hbar \nu_0 / k T},
\]

(5.5)

where we have replaced \(A_1\) and \(A_2\) with \(A\) and \(A^*\) for a ground and electronically excited state, and \(\hbar \nu_0\) is the excitation energy of \(A^*\) (see Fig. 5.1). Combining (5.4) and (5.5) yields

\[
G_{e} = \frac{[A^*]}{[A]} \frac{g^{*}}{g} e^{-\hbar \nu_0 / k T} \quad \text{(equilibrium vapor)}. \tag{5.6}
\]

We now consider a situation in which \([A^*]/[A]\) exceeds the equilibrium ratio for the gas temperature \(T\), but the population ratios \([AB^*(i)]/[A^*][B]\) and \([AB(i)]/[A][B]\) are still in equilibrium at temperature \(T\). Here \(AB(i)\) refers to a bound or free vibrational and rotational state \(i\) in the ground electronic state, and \(AB^*(j)\) to a state \(j\) in the excited electronic state (Fig. 5.1). Equation (5.6) then still applies, but with \([A^*]/[A]\) independently determined (e.g., by electron collisional or optical excitation). If one represents the ratio \([A^*]/[A]\) in terms of an effective excitation \(T_e\)

\[
[A^*]/[A] = (g^{*}/g) \exp(-\hbar \nu_0 / k T_e). \tag{5.7}
\]
Combining this with (5.6), one obtains

\[ \frac{G_i}{K_i} = \exp \left[ -\frac{h}{k} \frac{v_0 - v}{T} \right] \left( \frac{T_e}{T} \right)^{\gamma} \]  

(5.8)

The condition for net gain \( (G_i/K_i > 1) \) and laser action is thus

\[ \frac{v_0 - v}{v_0} > \left( \frac{T}{T_e} \right)^{\gamma} \]  

(5.9)

This condition was given by Carbone and Litvak [5.4] for Hg₂ excimer lasers, and was generalized in Phelps [5.2]. Here we note that (5.9) applies to all molecular electronic transitions if \([AB^*][A^*][B] \) and \([AB][A][B] \) attain their equilibrium values \( K_{eq}(T) \) and \( K_{eq}(T) \) at the gas temperature \( T \). This requirement effectively limits (5.9) to weakly bound or repulsive lower and upper state potentials. These equations are most useful in the case where the majority of \( A \) and \( A^* \) are in the atomic form, as generally occurs for weakly bound excimers. In the next paragraph we consider the opposite case.

As noted in Sect. 5.1.1, the atomic versus molecular population ratios \([AB^*(j)][A^*][B] \) are only expected to be in equilibrium at the gas temperature \( T \) for weakly bound or repulsive \( A^*(R) \). But we expect the ratios of bound-state populations \([AB^*(j)][AB^*(j)] \) to be characterized by equilibrium ratios at temperature \( T \) or a somewhat elevated temperature. In the strongly-binding case it is better to refer the \( G_i/K_i \) ratios to a ratio of bound-state populations, since most of the excited and ground-state species will be in the form of bound molecules. Here we will refer to the population ratio \([AB^*(0)][AB(0)] \), where the 0's refer to the \( V = 0, J = 0 \) states (Fig. 5.1). Then (5.5) is replaced by

\[ \frac{[AB^*(0)]}{[AB(0)]} = \frac{g_m^*}{g_m^0} e^{-h \nu_{00}/kT} \]  

(5.5a)

where \( h \nu_{00} \) is the energy separation of \( AB^*(0) \) and \( AB(0) \), and \( g_m^* \) and \( g_m^0 \) refer to the molecular electronic states (Fig. 5.1). Then (5.6) is replaced by

\[ \frac{G_i}{K_i} = \frac{[AB^*(0)]}{[AB(0)]} e^{-h \nu_{00}/kT} \quad \text{(equilibrium vapor)} \]  

(5.6a)

Defining an effective excitation temperature similarly to (5.7)

\[ \frac{[AB^*(0)]}{[AB(0)]} = \frac{g_m^*}{g_m^0} \exp\left( -h \nu_{00}/k T_e \right) \]  

(5.7a)

we obtain

\[ \frac{G_i}{K_i} = \exp \left[ -\frac{h}{k} \frac{v_{00} - v - \nu_{00}}{T_e} \right] \]  

(5.8a)
The net gain condition becomes

\[
\frac{v_{00} - v}{v_{00}} > \frac{T}{T_e} \tag{5.9a}
\]

In both cases, (5.6) or (5.6a), the ratio \( G / K \) increases as \( \exp(-\hbar v / kT) \) with increasing wavelength, which is a key point of this discussion. The excited state fraction necessary for net gain thus decreases exponentially as the photon energy decreases. It should be apparent that this result refers to all portions of a band, including discrete lines, portions thereof, and continua. Extending the range of states \( i \) and \( j \) to include quasi-bound resonance states and free-continuum states also causes no changes in (5.6-9) and (5.6a-9a) as long as a single temperature \( T \) is used to characterize the entire population distribution.

In some cases it is more useful to refer the \([AB^*(0)]\) to total bound-state populations, \([AB^*]=\sum_i [AB^*(i)]\), rather than \([AB^*(0)]\) as in (5.6a) and similarly for the ground-state. Using \([AB^*]=[AB^*(0)]Z^*(T)\) and \([AB]=[AB(0)]Z(T)\), where \( Z(T) \) is the partition function, (5.6a) can be reduced to this form, as was done by York and Gallagher [5.3]. Equations (5.6) and (5.6a) are equivalent conditions, but (5.7) and (5.7a) are not equivalent for \( T_e = T \). Equations (5.6) and (5.6a) are universal equations for vapors with vibrational and rotational populations in an equilibrium distribution at temperature \( T \), but the population ratios \([A^*][A] \) or \([AB^*(0)]/[AB(0)]\) in electronically excited vapors will be a consequence of the competition between various collisional and radiative processes. Estimating these population ratios required rather detailed modeling. Examples and references are given below.

### 5.1.3 Applications of the Classical Franck-Condon Principle

The classical Franck-Condon principle (CFCP), which is the basis of the quasistatic theory of line broadening [5.5], predicts that the internuclear separation \( R \) and nuclear kinetic energy do not change during an electronic radiative transition. Consequently, the photon energy \( \hbar v \) equals \( V_{i}^{*}(R) - V(R) \) for a transition that occurs at \( R \), regardless of the initial motion. (In the interest of simplicity, we will discuss only one \( R \) coordinate, equivalent to a diatomic molecule, but generalization to polyatomic is implied.) Here \( V_{i}^{*}(R) \) is the electronic energy of the \( i \)th adiabatic state which dissociates to \( A^* + B \), while \( V(R) \) dissociates to \( A + B \). For excimer molecules \( B \) is in a \( ^1S_0 \) state with statistical weight \( g_A = 1 \). Thus \( A^* + B \) forms \( g_A \) adiabatic states and \( A + B \) forms \( g_A \) states, half of which are effectively degenerate if \( A \) or \( A^* \) is not a \( ^1S_0 \) state. The total rate \([S(v)]dv \) is, therefore, given by the total density of excited molecules with separations \( R + R + dR \), where \( \hbar v = V_{i}^{*}(R) - V(R) \), times the transition rate \( A(R) \), i.e., if we define \([AB^*(R)]\) as the density of molecules in
adiabatic state $i$ with internuclear separations less than or equal to $R$.

$$[S(v)] = \sum_{ij} A(R) \frac{d[AB^*(R)]}{dv}.$$  \hspace{1cm} (5.10)

The stimulated emission coefficient is related to this by (5.2), and the absorption coefficient is given by $g_j g_i^*$ times equivalent expressions for ground-state molecules

$$G_s = \frac{\hbar^2}{8\pi} \sum_{ij} A(R) \frac{d[AB^*(R)]}{dv}.$$  \hspace{1cm} (5.11a)

and

$$K_s = \sum_{ij} g_i^* g_j \frac{\hbar^2}{8\pi} A(R) \frac{d[AB^*(R)]}{dv}.$$  \hspace{1cm} (5.11b)

Note that if the $ij$ continuum band has a width $\Delta \nu_{\text{band}}$ and a mean radiative rate $\tilde{\nu}_{ij}$, the stimulated emission coefficient can be approximated by the familiar expression

$$G_s = \frac{\hbar^2}{8\pi} \tilde{\nu}_{ij}.$$  \hspace{1cm} (5.12)

Molecular bands associated with dipole-allowed transitions of excimer molecules frequently have $\tilde{\nu}_{ij} \sim \nu_{ij}$, since the wave functions are not severely perturbed by the relatively weak interaction energies.

Since the CFCP is a classical principle, it is also appropriate to use a classical canonical phase-space distribution to describe the equilibrium distribution of states of nuclear motion [5.6]. The distribution vs $R$ is obtained by integrating over nuclear momentum coordinates

$$d[AB^*(R)] = Z_j^{-1} \hbar^{-3} dR \sum_{ij} \frac{dP}{g_j} e^{-\frac{1}{2} \cdot \nu_{\text{band}} kT}$$

$$= g_j \{ [A^*][B] d^3 R \exp \{ -[V_j(R) - V_j(\infty)]/kT \}. \hspace{1cm} (5.12a)$$

where $Z_j$ is the partition function. An identical expression with $[A^*], g_A, g_j,$ and $V_j$ in place of $[A], g_A, g_j$, and $V$ applies for $d[AB^*(R)]$. Also, for diatomic molecules $d^3 R = 4\pi R^2 dR$. Combining (5.11) and (5.12a) we obtain, as in Phelps [5.2] and Hedges [5.6]

$$G_s = \frac{\hbar^2}{8\pi} \sum_{ij} A(R) \frac{d^3 R}{g_j} g_i^* \{ [A^*][B] \exp \{ -[V_j^*(R) - V_j^*(\infty)]/kT \} \}, \hspace{1cm} (5.13a)$$
where $d^*R/dv$ is often written as $4\pi R^2|d^*/dR|$. In the case $A = B$, as for Hg$_2$, $[A][B] \rightarrow [A]^2/2$ in (5.13a).

Thus, application of the CFCP to a classical equilibrium distribution of bound and free vibrational and rotational states leads to the absorption and stimulated emission coefficients in (5.13). The resulting ratio $G_v/K_v$ agrees with the previous (5.6), as it must. These relations apply to both attractive and repulsive states; in cases where the equilibrium constants for $[AB]/[A][B]$ or $[AB^*]/[A^*][B]$ are less than one, most of $A$ or $A^*$ is in the atomic form and the relations in (5.13) are most useful. If either equilibrium constant greatly exceeds one, it may be more appropriate to refer to molecular populations, by substituting $[A][B] = [AB]/K_{eq}$ or $[A^*][B] = [AB^*]/K_{eq}$ in (5.13). In this form (5.13) will be correct even if $[A^*]/[AB^*]$ is not in the equilibrium ratio. These relations will be applied to the examples below.

### 5.1.4 Homogeneous Broadening

A characteristic of considerable importance in the generation of subnanosecond pulses is the homogeneous broadening, or proportion of the $[AB^*]$ capable of radiating at a given wavelength at one time. Three distinctly different cases occur for molecular electronic transitions, bound bound, bound free, and free bound, or free.

In the case of a bound–bound molecule transition, each excited vibrational-rotational state radiates typically ~20 strong lines distributed across ~2000 cm$^{-1}$. If each line is collisionally broadened by the buffer gas to a few cm$^{-1}$, then each excited state typically radiates into a few percent of the band. The lines from different excited states are interleaved to yield a virtual continuum, particularly for heavy molecules, but at any one time only a few percent of the excited states interact with a single laser wavelength. For heavy molecules vibrational and rotational relaxation occurs with roughly gas-kinetic cross sections, or about once per 0.05 ns for $10^{20}$ cm$^{-3}$ buffer gas density. But each collision has only a statistical probability of a few percent for transferring population into the states that interact with the laser wavelength, so typically ~30 collisions or 1.5 ns are required to stimulate most of the $[AB^*]$ to radiate. Thus, bound-bound transitions are unfavorable for efficient, subnanosecond pulse laser gain tubes.

If the ground state is repulsive, as for excimers, each bound excited state $(V,J)$ radiates a continuum that undulates through $V + 1$ maxima generally spread across a large portion of the band. Consequently, each excited state interacts strongly with more than half of the wavelengths in its portion of the band and a single laser wavelength in the strong portion of the band stimulates
the majority of bound states to emit. Thus, only a few vibrational relaxation
collisions are needed to stimulate almost the entire \( A B^* \) population to emit, a
process that typically occurs in \(~0.1\, \text{ns} \) for \( 10^{20}\, \text{cm}^{-3} \) density of buffer gas.

If the excited state is repulsive, as in the Li He case in Sect. 3.1, each free
collisional vibrational state radiates an undulating continuum that fills more
than half of the “band,” or collisionally broadened “far-wing of the atomic line”
in the language of pressure broadening. Furthermore, each excited atom in
\( 10^{20}\, \text{cm}^{-3} \) density of buffer gas impacts a different perturber with a new
collision energy about every 3 ps. Thus, it fills a new 50% portion of the
continuum every 3 ps, and the resultant “homogeneous broadening time” is less
than 10 ps. This result is independent of the repulsive or attractive character of
the lower state.

5.2 Excimer Systems

5.2.1 Group I VIII Excimers

The most thoroughly studied metal-noble gas excimers are the alkali-noble
gases. The \( A \) state potentials have been measured, and found to be weakly
attractive: the \( X \) states are repulsive except for a weak, long range van der
Waals minimum \([5.7,9]\). The \( A \) \( X \) bands appear as extended continua on the
red-wings of the alkali resonance lines with the strongest bands generally for Xe.
These \( A \) \( X \) bands have been suggested as potential excimer laser systems by
Phelps \([5.2]\) and York et al. \([5.7]\) and as discharged excited excimer lasers by
Palmer et al. \([5.10]\), Schlie \([5.11]\), and Shucker et al. \([5.12]\). In addition to these
\( A \) \( X \) bands, which are in the 600–1100 nm region for the various alkalis, excimer
bands associated with the first excited \( 2S \) and \( 2D \) states of the alkalis occur in
400–700 nm regions. The absorption coefficients, and effectively the emission
coefficients using relations in Sect. 5.1, have been measured for these shorter-
width excimer bands \([5.13]\). The bands associated with the \( 2S \) state have
been suggested as potential excimer laser systems \([5.13]\), but have not been
modeled quantitatively. Some of the potentials associated with these higher \( 2S \)
and \( 2D \) parentage excimers have been estimated from a combination of fitting
experimental band shapes and inferences drawn from approximate potential
calculations \([5.14]\). We will discuss first the more thoroughly studied \( A-X \) bands,
and then discuss the potential behavior of the shorter wavelength bands as
excimer lasers.

\( A-X \) Bands

Since the \( A \) states are weakly attractive, very large noble-gas densities
\(~10^{21}\, \text{cm}^{-3}\) are required to shift a majority of resonance-line spontaneous
emission to the \( A-X \) band \([5.15]\). With the exception of LiHe, and partial
exception of NaHe, Xe produces the strongest, widest A-X bands and thereby optimizes the gain and inversion for a given fraction of excited alkali. For this reason modeling efforts have concentrated on alkali-Xe excimers which are described below. To obtain sufficiently large gain coefficients, noble gas densities of $\sim 10^{20}\text{cm}^{-3}$ and alkali densities of $10^{10} - 10^{11}\text{cm}^{-3}$ are normally considered. If pure metal vapors are utilized, temperatures of 200-900°C are required to obtain these alkali densities. Under such conditions the A states are less than 3kT deep and the molecular populations rapidly equilibrate with the atomic populations. For molecular A-state populations in equilibrium with the A* concentrations, the collisional dissociation rate should exceed the sum of the radiative rate (typically $\sim 20\text{ns}$) and the somewhat faster stimulated emission rate. These A-state dissociation rate constants are $\sim 3 \times 10^{-11}\text{cm}^3\text{s}^{-1}$ at temperatures corresponding to $[A] \approx 10^{11}\text{cm}^{-3}$ [5.16], and can be expected to be $\sim 10^{-10}\text{cm}^3\text{s}^{-1}$ at the higher temperatures appropriate for excimer lasers. Thus, the equilibrium condition is well satisfied for $[B] \approx 10^{10}\text{cm}^{-3}$, i.e., the $A^* + 2B \rightarrow AB^* + B$ process is not a “bottle neck” unless the excimer stimulated emission rate exceeds $10^{10}\text{s}^{-1}$. Under these circumstances (5.13a) is a good approximation and (5.6 9) are directly applicable.

The feasibility of various metal-noble gas combinations for excimer laser action can be investigated in three steps. First, from knowledge of the A-X band intensity and shape we can determine the excitation fraction $[A^*]/[A]$ necessary for net gain and the alkali and noble gas densities necessary for a given gain coefficient. Next we can estimate, or calculate in some cases, the effect of other overlapping absorption bands. Finally, we consider the feasibility of obtaining the required $[A^*]/[A]$ by various methods of excitation. The latter issue is discussed in Sect. 5.3, in which the potential efficiency is also considered.

For weakly bound excimers, (5.6) or (5.13a)/(5.13b) require that $(([A^*]/[A])g^*\exp[h(v_n - v)/kT]$ must exceed one for net gain. This condition is most easily satisfied at the longest wavelength region of the A-X bands, recalling, of course, that the gain drops rapidly in this region. Consequently, a key feature of a good excimer laser candidate is a large red-shift. Since $h_v = V^*(R) - V(R)$ this net gain criterion depends only on the difference potential, but the size of the gain coefficient depends on the size of $s(v)$. Thus, a larger stimulated emission and gain coefficient occurs if $V^*$ is attractive at wavelengths where net gain is achievable. A strongly attractive A state and highly repulsive X state are valuable (e.g., such as found in the rare gas halogens) but by no means necessary. Conversely, lower gain coefficients allow greater energy storage before superfluorescence, and they allow higher power gain cell or laser operation if net cavity gain can be achieved. We will discuss some examples before considering other absorptions.

As an example case the potentials and excimer band of NaXe are shown in Figs. 5.2 and 5.3a [5.7]. The A state has $\sim 2kT$ of binding at $T = 750\text{K}$ and optimum gain occurs at $\sim 700\text{nm}$, compared to $\lambda_0 = 590\text{nm}$. For $\lambda = 700\text{nm}$ and $T = 750\text{K}$ one obtains $(g/g^*)\exp[(h(v_n - v)/kT)] = 55$ so that an excited
fraction \([Na^*(3P)]/[Na] > 0.018\) is required for net gain at this wavelength. Preliminary discharge modeling [5.12] yields an excited fraction 0.01-0.10, depending on various assumptions. For the purpose of showing the entire curve, the gain shown in Fig. 5.3b corresponds to the 0.10 case, corresponding to the upper limit of the estimated range. This Na excitation fraction of 0.10 corresponds to \(kT_e = 0.62\text{ eV}\) in (5.7). The \(Na_2\) coefficients in Fig. 5.3b are discussed below.

The Li-He case is an example of a repulsive or very weakly attractive \(A\) state (present data cannot distinguish between these possibilities, but require that any attraction must be less than \(0.2kT[5.7]\)). For similar densities as the Na-Xe case above, the net gain at \(\lambda = 900\text{ nm}\) for \([Li^*]/[Li] = 0.05\) is given in Fig. 5.4. This is almost equal to the Li-Xe gain at the wavelength (Fig. 5.4) in spite of the stronger binding (\(~4kT\)) of the Li-Xe \(A\)-state. This is a result of a much more repulsive \(V(R)\) for Li-He compared to Li-Xe. Since the Li-He system has very slight or no \(A\)-state attraction, the molecular state populations will be in equilibrium with the gas temperature under all feasible conditions. Furthermore, all excited atoms can deliver their energy to a very short pulse (no vibrational relaxation is required). This is a very interesting example of an “excimer” laser candidate based on free colliding atoms.
The $A\ X$ bands of the other alkali Xe cases have similar properties except that their bands are at longer wavelengths [5.6, 8, 14]. The $A\ A$ bands are weaker and less extended to the red for lighter noble gases, so that they make less viable excimer laser candidates in spite of the desirability of a smaller noble-gas index of refraction [5.6, 8]. The above Li-He case and to some extent NaHe are the only known exceptions to this rule.

We now discuss other possible absorptions. Absorption from the $[AB^*]$ to a higher electronic states $[AB^{**}]$ will generally be spread across molecular bands of width similar to the $A\ X$ band. The same initial-state populations,
[4B*], contribute to stimulated emission in the A X band and to the absorption coefficients for upward transitions. The oscillator strength for the alkali A-X band is close to unity, whereas absorption from the I-state should be fairly evenly distributed across many bands and the ionization continuum (based on the alkali-atom oscillator strengths and sum rules). Therefore, only the relatively rare coincident of a particularly strong absorption band bunched into a critical wavelength range can cause difficulties.

The most serious absorption source we are aware of is the A X band of the alkali dimers. The alkali dimers are typically bound by ~0.4 eV, their A-X bands are in the same spectral regions as the metal-noble gas A X bands, and the dimer A-X band has a large oscillator strength. This absorption has been discussed in detail by York and Gallagher [5.3]. As an example, the Na₂ absorption is shown in Fig. 5.3b for [Na₂] calculated to occur in a high-power discharge [5.12]. Of key importance is the fact that the alkali-dimer absorption has a red edge, or satellite, beyond which absorption decreases rapidly. Thus, the net optical gain in longer wavelength portions of alkali-noble gas A-X bands is not affected. In addition to the LiHe and LiXe cases described above, with A X bands extending past the Li satellite, the NaXe₂ A-X band extends far past the Na₂ satellite [5.15], although the gain coefficients at [Xe] = 2 x 10¹⁰ cm⁻³ are rather small (Fig. 5.3b). There are good reasons to expect this type of three-body excimer spectrum for many excimers. The Li₂ absorption spectrum in the presence of high pressure Xe is unknown, but unlikely to cause any unexpected problems as the area ∫ K dv must be the same as that in Fig. 5.4.

Another important factor in the alkali-dimer absorption is that the alkali-dimers are bound by many kT (e.g., 11 kT for Na₂ at 750 K), so that their collisional dissociation by gas collision is relatively slow and expo-
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ncntially dependent on the gas temperature. Their density and absorption thus decrease rapidly with increasing gas temperature above that corresponding to the alkali equilibrium vapor pressure. Part of this gas temperature rise could be deliberately imposed externally, but the gas heating associated with the excitation of the medium also causes it. Furthermore, if discharges or e-beam excitation is used, the electron collisions with the dimers cause dissociation and thereby depletion of the dimer concentration. As an example, the [Na₂] used for Fig. 5.3a is a factor of 15 less than the equilibrium value, as was obtained from discharge modeling [5.12]. If wide-band optical pumping is used, the alkali-dimer A X and B X bands absorb the pumping light across many hundreds of nanometers, so that the X state will again be severely depleted. In essence, the strong dimer absorption under equilibrium conditions is due to the relatively strong binding of the A₂ molecules, but they are not formed very rapidly by A + A + Xe → A₂ + Xe collisions due to the low A density. Thus any depletion mechanism, even an excimer-laser field itself, can be effective at depleting the dimer concentration. By comparison, the AB* excimers associated with the excimer gain are only bound by a few kT and the process A* + Xe + Xe → A Xe* + Xe is proportional to [Xe]² rather than [A] [Xe] for the dimer formation process. Thus dimers are depleted long before excimers are.

Collision-Induced Excimer Bands

Collision-induced absorption and emission in the wings of forbidden atomic lines has been studied for many years. However, only in the past two years was it discovered that the strong excimer bands occur very far from the forbidden atomic lines. The Columbia group of Tam, Moe, Happer, and associates discovered and have now measured absorption and emission by many of the bands associated with the transition to the first excited S and D states of the alkalis perturbed by noble gases [5.13]. More recently Sayer et al. [5.17], Gauthier et al. [5.18], and Eden et al. [5.19] have also measured properties of these bands. The bands associated with the D state appear to the blue side of the atomic transition energy, so the exponential factor of (5.6) favors absorption over emission and they are not viable excimer-laser candidates. (This occurs because the excited state is more repulsive than the ground state.) The bands associated with the nS*+(n + l)S transitions are to the red of the atomic transition wavelength λ₀ = k₀⁻¹, so they are potential excimer-laser candidates.

For the Rb and Cs–noble gas cases, the nS*+(n + 1)S bands have a strong peak at the furthest red shift (k₀), indicating a "satellite" or that a minimum occurs in V*(R) - V(R) [5.2]. The frequency shift hc(k₀ - k₀) is greatest for Xe, but even in this case the exp[ -hc(k₀ - k₀)] factor of (5.6) that enhances G/K₀ is only 10 at the temperatures necessary for a reasonable alkali density and gain coefficient. [The V*(R) binding is weak enough that (5.6) rather than (5.6a) is appropriate here.] Thus, net gain requires |Cs(7²S)/[Cs(6²S)]| ≥ 0.1 and
equivalently for Rb, and this only appears feasible with laser pumping. We conclude that the Rb and Cs–Xe bands might be used as gaseous dyes for tuneable frequency conversion in the 500–700 nm region, but they do not appear to be viable candidates for flash lamp, e-beam, or discharge pumping. The absorption coefficient at these band peaks has been measured \cite{5.13} to be typically $K_a[Xe][A] \approx 10^{-38}\text{cm}^3$, from which it follows that $G_a[Xe][A^*] \approx 10^{-35}\text{cm}^3$. Thus at $[Xe] = 10^{20}\text{cm}^{-3}$, \cite{5.13} $[A] = 7 \times 10^{16}\text{cm}^{-3}$, $[A^*] = 3 \times 10^{16}\text{cm}^{-3}$ due to strong laser pumping. $K_a = 0.07\text{cm}^{-1}$ and $G_a = 0.3\text{cm}^{-1}$ might result. Some of the general properties of such "gaseous dye lasers" are discussed further in Sect. 5.3.

As the lighter alkalis are used, the $nS\rightarrow(n+1)S$ excimer bands broaden, indicating the absence of a satellite, and they shift further from the atomic transition energy, again with largest shifts for Xe \cite{5.13}. Consequently, the exponential factor in (5.6) more strongly favors $G$, versus $K$, and these systems become viable excimer-laser candidates. In addition, the theoretical potentials of Pascale and Vandeplaque \cite{5.14}, which disagreed sharply with the Cs and Rb non-ultraviolet data, appear to give excellent predictions for Kr, Xe and Na–Ar, Kr, Xe \cite{5.13}. The Na–Xe potentials in Fig. 5.2 include the "4Sf" state associated with Na(4$^2S_{1/2}) + Xe$. This potential is essentially that given by Pascale and Vandeplaque \cite{5.14}, except that we have lowered it 400 cm$^{-1}$ at the minimum to conform better to the spectroscopic data of Tom et al. \cite{5.13}, who observed an ~20 nm wide emission band centered at 440 nm.

From (5.2) the spontaneous emission power reported in \cite{5.13} can be multiplied by $\alpha^2$ to obtain the shape of $G_a[Xe][Na^*]$ at the same temperature. Then from (5.6), $K_a[Xe][Na]$ is obtained. Both $G_a$ and $K_a$ are then in the same units, but these are relative units since neither has been measured in absolute units for NaXe. At the center of the band the $\exp[-h(v-v_0)/kT]$ factor of (5.6) is ~200, yielding net gain for 0.5% excitation fraction. (At this $[Xe]$, and for the 4$^1S_\frac{3}{2}$ potential in Fig. 5.2, $K_{eq}[Xe] \geq 0.15$ and these relations in terms of atomic populations are accurate to ~10%). We have estimated the magnitude of $G_a$ and $K_a$ for Na–Xe by comparing to the Cs–Xe and Rb–Xe cases for which $K_a$ has been measured \cite{5.13}. For this comparison we use (5.13), assume that the $A(R)$ are proportional to the square of the alkali atomic size, and evaluate the effective $dv/dR$ at a satellite in terms of the area under the peak \cite{5.6}. The dominant difference is about a factor of 10 reduction of $G_a$ from Cs–Xe to Na–Xe, since the latter band does not have a satellite and is more spread out. The result is then, at $T=810\text{K}$ corresponding to $[Na] = 10^{17}\text{cm}^{-3}$, $G_a(440\text{nm})[Na(4S)]/[Xe] \approx 10^{-38}\text{cm}^3$. It appears that this $G_a$ magnitude estimate should be a lower bound, since NaXe is much more strongly bound than CsXe and one might expect the induced transition moment to be also stronger than for CsXe. The resulting $G_a$ and $K_a$ for $[Na] = 10^{17}\text{cm}^{-3}$, $Na^*(4S)=10^{16}\text{cm}^{-3}$, and $[Xe] = 10^{20}\text{cm}^{-3}$, are given in Fig. 5.5. The excitation fraction of Na$^*(4S)/Na(3S)=0.01$ was arbitrarily chosen. The possibility of obtaining this excitation fraction in discharge, flashlamp or e-beam excitation has been neither modeled nor measured.
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It appears highly probable that the alkali dimers have absorption bands in the same spectral regions as these bands, since there will also be dimer states of Na(4S)Na(3S) parentage. However, the same dimer depletion arguments discussed above in connection with the $A X$ bands hold here; these dimer absorptions might not be a problem in a high-power system.

5.2.2 Group II VIII Excimers

In contrast to the I VIII excimers, for which the $A X$ bands and potentials of most pairs have been thoroughly characterized, the only II VIII band that has ever been observed is that of Hg Xe. The broadening and shift of many Group II lines, due to noble-gas collisions, have been measured [5.5], but these relate only to very long-range interactions and are of no help in predicting excimer bands. We will thus discuss only Hg Xe below, after a few general comments applicable to all of the Group II elements.

Visible and uv excimer bands associated with the $n^P$ and $n^P\rightarrow n^S$ (ground state) transition may be viable excimer laser candidates, and even the near infrared $n^P\rightarrow(n-1)^3D$ and $n^P\rightarrow(n-1)^1D$ transitions might be of interest for Ca, Sr, and Ba. Generalization of the Baylis models [5.20] for alkali-noble gas potentials argues that Xe should produce the strongest binding to Group II excited states, but that these will still be weakly bound ($<10kT$).

Possible rapid predissociation of $n^P$ or $n^P$ excimers to repulsive excimer states associated with $(n-1)^1D$ and $(n-1)^3D$ levels could be serious for Ca, Sr, and Ba. The rate of energy transfer via $AB^*+A\rightarrow A^*+B$ is expected to be $10^6$–$10^7$ s$^{-1}$ at typical $[A] \sim 10^{13}$–$10^{17}$ cm$^{-3}$, and this could be a significant
[AB*(n^3P)] depletion mechanism. (It is a source term for the buffered A^* excimer bands described in the Group II-II section.) The bands associated with the n^3P→n^5S_o transition will have small transition probabilities, probably similar to the atomic values as the same spin-orbit perturbation is involved. Thus any excited-state absorption bands that occurred in the same wavelength regions as these excimer bands would probably eliminate gain at these wavelengths. The n^3P→n^5S_o atomic-line radiation is trapped, but the far line wings which include the excimer bands will escape. The result is typically an effective radiative loss rate of 0.05-0.2/cm/s for the total A^*(n^3P) + AB*(n^3P) population. It is clear that rapid, high-power pumping is necessary. Excited-state absorption should be negligible compared to these strongly allowed resonance-line bands, but AB*(n^3P) might be predissociated or collisionally transferred to n^5P, particularly for the heavier Group II elements for which the triplet singlet mixing is greatest.

The Hg Xe excimer bands as well as the fluorescence yields and excited state kinetics were studied with e beam excitation by Gutcheek et al. [5.21]. Two uv bands were reported, each ~30 nm wide and centered at about 220 and 270 nm. The shapes of these two bands and their fluorescence yields for Hg-Ar, Kr, Xe, using e beam excitation, have recently been reported by Woodworth [5.22]. In both studies the energy radiated in each band is typically ~1% of the e beam energy deposited in the gas. The shorter wavelength band is on the red wing of the 185 nm 6^3P_1 - 6^3S_0 transition and clearly is the associated A-X band: the longer wavelength transition comes from the 6^3P excimer manifold. The shape of the 270 nm Hg Xe band has also been reported by Oldenberg [5.23]. Freeman et al. [5.24], Nikoforov et al. [5.25], and others, using 6^3P_1 optical excitation. The band has a similar but significantly different shape than that observed in the e beam excitation experiments. The binding of the HgXe* state associated with the 270 nm band, which we will label HgXe*(6^3P_1), is estimated as 1300 cm^{-1} relative to 6^3P_1 by Gutcheek et al. [5.21], 1560 cm^{-1} by Strausz et al. [5.26], and 600 cm^{-1} by Kielkopf and Miller [5.27]. The ground-state interactions have been determined from atomic beam scattering data [5.28]. Nothing else is known of the Hg noble gas excited-state potentials, but there should be no strongly bound nonradiative HgXe* reservoir states to compete for the excited-state population (see Hg^*). However, the 6^3P_0 level is ~1800 cm^{-1} below 6^3P_1 and could act as such a reservoir. It is discussed in the following paragraph. The data of Gutcheek et al. [5.21] also yield \( I/K_{eq} = 2 \times 10^{-14} \text{cm}^3 \text{s}^{-1} \), where \( K_{eq} = [\text{HgXe}^{*}(6^3P_1)]/[\text{Hg}(6^3P_1)] \) [Xe] and \( I \) is the effective radiative rate for HgXe*(6^3P_1) excimers. For the expected \( I/\kappa = 10^5 \text{s}^{-1} \), this yields \( K_{eq} = 2 \times 10^{-21} \text{cm}^3 \), a reasonable value for an excimer bound by ~1300 cm^{-1} or \( 3.4kT \).

Since \( kT \approx 300 \text{ cm}^{-1} \) at temperatures corresponding to [Hg] = \( 10^{16}-10^{17} \text{ cm}^{-3} \), any of the above binding energies are less than 6kT and an equilibrated distribution of [HgXe*]/[Hg*(6^3P_1)] is expected. Thus, the net gain criteria of Sect. 5.2 can be applied, and at 270 nm yields the requirement \( [\text{Hg}(6^3P_1)]/[\text{Hg}(6^1S_0)] > 3 \exp(-2400 \text{ cm}^{-1}/300 \text{ cm}^{-1}) = 10^{-3} \).
The gain coefficient at 270 nm assuming $f = 10^7 \text{s}^{-1}$ and $1300 \text{cm}^{-1}$ binding, is

$G_v = 2 \times 10^{-18} \text{cm}^3$, yielding $K_v = 0.02 \text{m}^{-1}$.

$G_v = 0.2 \text{m}^{-1}$ at $[\text{Hg}] = 10^{17} \text{cm}^{-3}$, $[\text{Hg}(6^3P_1)] = 10^{15} \text{cm}^{-3}$, $[\text{Xe}] = 10^{12} \text{cm}^{-3}$. If $\text{Hg}(6^3P_1) + \text{Xe} \rightarrow \text{Hg}(6^3P_0) + \text{Xe}$ (excitation transfer) were a rapid process, it would be very difficult to achieve this $6^3P_1$ state density as a large nonradiative $6^3P_0$ population would lose excited-state energy via electron quenching or $3P_0 - 3P_0$ collisions. However, an upper limit to the rate coefficient of $10^{-14} \text{cm}^3 \text{s}^{-1}$ [5.29] has been measured for this excitation transfer and, therefore, in an $e$-beam afterglow or discharge the electrons may keep $6^3P_1$ and $6^3P_0$ in about a statistical ratio. Due to the shallow binding and resulting rapid Xe induced dissociation of the $\text{HgXe}^*(6^3P_1)$, electrons will not readily change the $[\text{HgXe}^*(6^3P_1)]/[\text{Hg}(6^3P_1)]$ ratio. Consequently, we conclude that this system could be a good excimer laser candidate, probably with higher efficiency in a discharge than in the above $e$-beam experiment. The low gain coefficient per $\text{Hg}(6^3P_1)$ can be compensated by increasing $[\text{Hg}]$, presumably at constant excitation fraction, until collisions between excited states represent a significant loss. Excited state absorption could of, course, destroy net medium gain at any density.

The $\text{Hg}(6^3P_1)$ excimer bands are also viable laser candidates. Assuming weakly bound $\text{Hg}(6^3P_1) - \text{Xe}$, the net gain criteria of (5.6) becomes at 215 nm $[\text{Hg}(6^3P_1)]/\text{Hg}(6^3S_0) = 3 \exp(-7500 \text{cm}^{-1} 300 \text{cm}^{-1}) \geq 10^{-10}$. The 215 nm stimulated emission coefficient, from (5.13), is $\Gamma_0 = 8 \times 10^9 \text{s}^{-1}$ [5.30], and assuming ~600 cm$^{-1}$ binding in the $6^3P_1$ state, $G_v [\text{Hg}(6^3P_1)] [\text{Xe}] = 10^{-2} \text{cm}^{-3}$. For example, if $[\text{Xe}] = 10^{10} \text{cm}^{-3}$, $[\text{Hg}] = 10^{14} \text{cm}^{-3}$, and $[\text{Hg}(6^3P_1)] = 10^{15} \text{cm}^{-3}$, we find that $G_v \simeq 1 \text{m}^{-1}$ and $K_v \simeq 10^{-2} \text{m}^{-1}$ at 215 nm. No studies of the feasibility of obtaining such $6^3P$ densities in $e$-beam, discharge, or optically pumped $\text{Hg-Xe}$ vapor have been reported, but such a low excitation fraction is required that this appears as a fairly promising laser candidate.

### 5.2.3 Group III VIII Excimers

The Group III metals attain equilibrium vapor densities appropriate for excimer lasers ($\geq 10^{16} \text{cm}^{-3}$) at temperatures of 800-2000 C, but they are generally nonreactive with window and containment materials. Their resonance lines are in the 250-550 nm region so that the red-wing excimer bands occur in the 250-700 nm regions. The only III VIII excimers that have been studied experimentally are those of $\text{Tl}$, the most volatile member in the group, so the remainder of this discussion will concentrate on $\text{Tl}$.

Thallium has a $6^2P_{1,2}$ ground state and a metastable $6^2P_{3,2}$ state separated by 1 ev fine structure. Transitions from these states to the $7^2S_{1/2}$ and $6^2D$ states have large oscillator strengths, so $\text{Tl}$ has four strong resonance lines occurring at 277, 370, 378, and 535 nm. The red-wing excimer bands associated with each of these lines are viable excimer laser candidates, so they encompass much of the
Fig. 5.6. a) Spontaneous emission from a discharge in TIXe for T = 1020 K, [Tl] = $3 \times 10^{15}$ cm$^{-3}$ and [Xe] = $3 \times 10^{15}$ cm$^{-3}$ (from [5.32]). The excimer bands are indicated by dashed lines.

b) Absorption ($K_\lambda$) and stimulated emission ($G_\lambda$) coefficients for TIXe at $T = 1090$ K, $[\text{Tl}(6^2 P_{3/2})] = [\text{Tl}(6^2 P_{1/2})] = 5 \times 10^{13}$ cm$^{-1}$, $[\text{Tl}(7^2 S_{1/2})] = 2 \times 10^{14}$ cm$^{-3}$, $[\text{Xe}] = 3.7 \times 10^{15}$ cm$^{-3}$ (from [5.31]).

near uv and visible spectrum. As with the I-VIII excimers, Xe produces the strongest and widest excimer bands, and is, from the discussion above, selected as the best laser candidate [5.31]. The relevant Tl energy levels and the Tl-Xe excimer emission spectrum from a weak discharge in [Tl] $\geq 10^{18}$ cm$^{-3}$ and [Xe] $\geq 10^{20}$ cm$^{-3}$ are shown in Fig. 5.6a [5.32]. The temperature dependence of the two visible band intensities associated with the $7^2 S_{1/2} - 6^2 P_{1/2,3/2}$ transitions has been measured, and interpreted to yield the Tl-Xe excimer
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Fig. 5.7. Experimental TlXe potentials (from [5.31])

The normalized spontaneous emission intensities have been converted into the $G_i$ and $K_i$ in Fig. 5.6b. The conditions assumed for this figure are $[\text{Tl}]$ and $[\text{Xe}]$ appropriate for a high-power excimer laser, with $2^9_s$ excited Tl($7^2S$) and the remainder divided equally between the $6^2P_{3/2} + 6^2P_{1/2}$ states. This $7^2S_{1/2}$ excitation fraction corresponds to an electron temperature $T_e \sim 1$ eV in (5.7). Studies of its feasibility are underway in the author's laboratories. The 278-310 and 353-378 nm bands in Fig. 5.6a are associated with the $6^2D - 6^2P$ transitions. These have not been studied in normalized fluorescence, so the excimer potentials associated with the $6^2D$ states and the gain coefficient as a function of $[\text{Tl}(6^2D)]$ have not been determined. Nonetheless, based on the intensity of these bands in the discharge spectrum they are expected to be as good an excimer laser candidate as the visible bands.

Tl is essentially a one-electron atom, and the oscillator strengths of the above four resonance lines add up to 0.95 with about 1/3 of this in the $6^2P_{1/2} - 7^2S_{1/2}$ transition [5.33]. Therefore the arguments applied to alkali-noble gas absorption from excited states apply here as well, although it is somewhat weaker for the $6^2P - 7^2S$ bands due to their smaller oscillator strengths. It is possible for absorption in strongly allowed Tl Xe bands out of the $7^2S$ or $6^2D$ levels to exceed the stimulated emission in the $7^2S - 6^2P$ or $6^2D - 6^2P$ bands, but the oscillator strengths of the latter bands are large enough that it is extremely unlikely these excited state absorptions could eliminate net gain in all regions of the bands. The other potential absorption, by Tl$_2$, is difficult to evaluate due to
minimal knowledge of the Tl₂ binding energy. Tl₂ is known to have several absorption bands in the 400-440 nm region [5.34], and by inference from emission bands there should also be absorption bands in the 620-650 nm region from Tl(6²P₃/₂) parentage states. The Tl₂ binding energy is unknown, although it has been estimated as ~ 0.6 eV [5.35]. Anything in excess of 0.75 eV would cause serious absorption if Tl₂ occurred in an equilibrium concentration. However, just as in the Na₂ case above, severe Tl₂ depletion can be expected to occur due to gas heating and electron collisional dissociation in high-power discharges, e beams, or optical pumping schemes.

The Group III elements share a potentially useful feature with many other metals: they are much more volatile as halogenated compounds. This has been used to advantage in arc lamps [5.36] and tested under excimer laser conditions [5.37]. It could be valuable for many metal-based excimer lasers. Relatively high densities of metal vapors can thereby be obtained at moderate temperatures, with the compounds dissociated in the discharges but recombining in cold outer zones to prevent metal condensation on relatively cold walls. In addition to allowing the use of many otherwise intractable metals, the exponential Boltzmann factors in G₄ and Gᵥ/Kᵥ of Sect. 5.2 show that much larger gain coefficients and inversions can be attained if temperatures can be lowered. Other compounds besides halogens can be considered, of course, particularly as the residual halogens could have a deleterious effect on discharge stability.

5.2.4 Group I-II Excimers

The existence of low-lying ¹D and ³D excited states of Ca, Sr, and Ba combined with the causticity and low vapor pressures of these elements make them poor candidates for replacing the noble gas in excimer molecules. Mg, Zn, Cd, and Hg are reasonable candidates for use with elements of equal or lesser excitation energies, but to obtain the necessary ≥10¹⁹ cm⁻³ densities requires 900-1000 °C for Mg, Zn, and Cd. Thus, due to its volatility and relatively mild chemical behavior Hg is clearly the most practical and frequently studied substitute for noble gases. In the remainder of this section and most of the following two sections we will discuss only such A-Hg type excimers.

The interaction potentials of alkali-Hg molecules have been studied by Duren, both experimentally through atomic beam scattering and theoretically [5.38] using the method developed by Baylis [5.20] for alkali-noble gas molecules. As an example these calculated Na-Hg potentials are shown in Fig. 5.8 and the Gᵥ and Kᵥ for the A X band which these yield from (5.13) for typical laser-model conditions are shown in Fig. 5.9. The only spectroscopic data available for these alkali-Hg molecules are those of Drummond [5.39], who measured the A X band shapes, but not in absolute units. The shape of Gᵥ corresponding to Drummond's spontaneous-emission band shape is shown in Fig. 5.9 for comparison. The extent of the agreement between these theoretical
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Fig. 5.8. Theoretical NaHg potentials (from [5.38])

Fig. 5.9. Absorption ($K_r$) and stimulated emission ($G_r$) coefficients for NaHg, deduced from the potentials in Fig. 5.8. for conditions of $T=690$ K, $[Na(3S)] = 10^{15}$ cm$^{-3}$, $[Na(3P)] = 10^{15}$ cm$^{-3}$, and $[Hg] = 10^{18}$ cm$^{-3}$. The experimental line is the measured shape of $G_r$ obtained from the measured fluorescence spectrum of [5.39]. This experimental curve is arbitrarily normalized.

and experimental band shapes is typical of that seen between measurements and Baylis-type potential calculations for the alkali-noble gas molecules [5.7, 8, 13]. The $d^4R/dr^4$ term in (5.13) is very sensitive to $V^*(R) - V(R)$, so that a very accurate set of $V(R)$ is necessary to produce the $AX$ band intensity distribution.
As this NaHg band does not extend as far to the red as the NaXe band, there is little to recommend NaHg in place of NaXe unless the gain coefficient for NaHg is much larger (due to stronger NaHg* binding), or higher excitation efficiency were feasible. Duren's theoretical potentials predict alkali-Hg \(A-X\) bands of strength similar to those of alkali-Xe, so on this basis the alkali-Hg molecules would not be very interesting excimer-laser candidates if these potentials were correct. But in view of the very stringent requirements on the accuracy of the potentials, this is still an unsettled question.

5.2.5 Group II - II Excimers

Most excimer-laser related studies in this class have concentrated on Hg as the "noble gas", with most of this attention placed on the 330 and 480 nm bands from pure Hg vapor. The exception is some models and measurements [5.40] reported for Cd-Hg. Very little is known about any other atom pairs, with the exception of Mg, [5.41]. The Mg, \(A\) and \(X\)-state potentials are well known [5.41–43], and allow its amplification characteristics to be modeled using (5.13). As these characteristics are fairly interesting, we will include them below before discussing the Cd-Hg and pure Hg vapor work.

\(\text{Mg}_2\)

Balfour and Douglas [5.41] have measured the bound-bound spectrum of the \(A^1\Sigma_u^*-X^1\Sigma_g^*\) system of \(\text{Mg}_2\), which connects to the \(3^1P - 3^1S_0\) resonance...
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Absorption and stimulated emission (G) coefficients for Mg for $T=1150\, K$, $[\text{Mg}]=10^{14}\, \text{cm}^{-3}$, $[\text{Mg}(:4'\Sigma^+_2)] = 10^{15}\, \text{cm}^{-3}$

Fig. 5.11. Absorption ($A$) and stimulated emission ($G$) coefficients for Mg for $T=1150\, K$, $[\text{Mg}]=10^{14}\, \text{cm}^{-3}$, $[\text{Mg}(:4'\Sigma^+_2)] = 10^{15}\, \text{cm}^{-3}$

transition of Mg. Their initial analysis to obtain the potentials has been extended by Li and Stwalley [5.42] and by Vidal and Scheinruber [5.43] to accurately determine dissociation limits and many higher-order Dunham coefficients. These potentials [5.43] are given in Fig. 5.10, along with other potentials calculated by Stevens and Krauss [5.44]. A-state predissociation into the triplet manifold was also observed in [5.43], but lifetimes are not given. The difference between the A and X-state potentials is also plotted in Fig. 5.10, so that the small slope at $R \approx 5.5\, \text{a}_0$ is apparent. This helps concentrate the band and yields a large $G$, at $\lambda \approx 390\, \text{nm}$. The absorption and gain coefficients for $[\text{Mg}]=10^{16}\, \text{cm}^{-3}$ at $T=870\, K$, $\text{Mg}_2(1\Sigma^+) = 10^{14}\, \text{cm}^{-3}$, and $G_0 = 3.5 \times 10^9\, \text{s}^{-1}$ [5.45] in (5.13, 13a) are shown in Fig. 5.11. This is shown to indicate the possibilities as a high-power laser in a buffered system. However, the feasibility of obtaining a vibrationally thermalized or partially thermalized A-state population of this magnitude has not been investigated. In particular, predissociation to repulsive triplet states and gas collisional conversion of $1\Pi_g$ into nonradiative $1\Pi_u$ molecules could be very fast and eliminate the possibility of obtaining such $1\Pi_g$ state populations. Absorptions out of large triplet and $1\Pi_g$ populations could also be a serious problem.

Cd–Hg

The excimer bands associated with Cd($5^1P$)–Hg, have been reported by McGeoch et al. [5.40] as a $\sim 100\, \text{nm}$ wide continuum centered at $\sim 470\, \text{nm}$. McGeoch and Fournier [5.40] have also reported 0.4% cm$^{-1}$ gain at 488 nm in
flashlamp excited vapor of $[\text{Cd}]=3 \times 10^{15} \text{ cm}^{-3}$, $[\text{Hg}]=2 \times 10^{18} \text{ cm}^{-3}$. However, recent investigations at LLL have failed to show gain in a nearly equivalent experiment [5.46]. The potentials proposed by these authors are given in Fig. 5.12; they assign radiative lifetimes of $\sim 3 \mu s$ to the two levels associated with the excited $^3P$ states. As in the Hg$_2$ case which follows, this may be an effective radiative rate due to an excited population distributed thermally between the $^31$ and $^3O^-$ states, with the latter metastable. However, the gain coefficient per total HgCd$^*$ density is still given by $(h^2/8\pi)$I$_{eff}$/$\Delta\nu$ where $I_{eff}$ is this effective radiative rate and $\Delta\nu$ is the width of the band. In view of this very small $I_{eff}$ (an effective oscillator strength of $\sim 10^{-3}$), excited state absorption could be a very serious issue in this molecule.

Hg$_2$

Due to the ease of handling Hg vapor and its importance in lighting and electrical equipment, the kinetics, spectra and discharge properties of Hg vapor have been studied extensively [5.47]. In spite of this, many of the properties which determine the viability and efficiency of potential Hg$_2$ excimer lasers have only been determined very recently if at all. Studies by Hill et al. [5.48], and by Schlie et al. [5.49] indicated potential optical properties in e-beam excited Hg vapor, but only the recent very thorough experimental studies by
Drullinger et al. [5.50] combined with theoretical potentials by Stevens and Krauss [5.44] have finally yielded a fairly complete picture of the Hg$_2$ energy levels and radiative properties as well as the heavy particle kinetics associated with the Hg(6$^3$P) states and connected Hg$_2^+$ levels. Some calculations [5.51, 52] and measurements [5.4, 53] on Hg discharges have elucidated aspects of high-power discharges in high pressure Hg vapor, as appropriate for excimer lasers. These are discussed in Sect. 5.3; we summarize the Drullinger et al. [5.50] picture for Hg$_2$ potentials and Hg vapor kinetics in the following paragraphs.

Temperature dependent emission spectra of optically excited Hg vapor are shown in Fig. 5.13, and a set of Hg$_2$ potentials is shown in Fig. 5.14. The $R$ scale is not well determined by the theory or data, so is left arbitrary in the figure; this uncertainty is not important for laser modeling. These potentials were derived by adjusting theoretical potentials from Stevens and Krauss to match experimental data, where available. The Hg$_2$ radiative transition
associated with the 335 nm band is indicated, as is the effective energy position of the Hg$^+_2$ and Hg$^+_3$ levels which the authors associate with the 480 nm band. The experimental observations indicate that the nonradiative O$_{u}$, O'$_{g}$, and O'$_{g}$ states act like an effective reservoir (Res) for most of the Hg$^+_2$ population that is ~2700 cm$^{-1}$ below the minimum of the radiative 1$^u_s$ state, which has a band-averaged radiative rate $\Gamma_1 \approx 10^{6}$ s$^{-1}$. Another 3800 cm$^{-1}$ below this effective Hg$_2$ reservoir is the average position of the Hg$^+_4$ population responsible for the 480 nm band. At densities $[\text{Hg}] > 10^{18}$ cm$^{-3}$ appropriate for high-power excimer lasers, and without electron collisions, the population of this Hg$^+_4$ state is in equilibrium with the Hg$^+_2$ reservoir, so that $[\text{Hg}^+_4]/[\text{Hg}^+_2(\text{Res})] = [\text{Hg}] K_1 \exp(3800 \text{ cm}^{-1}/kT)$. Similarly, the Hg$^+_2$ populations come to an equilibrium ratio $[\text{Hg}^+_2(1_u)]/[\text{Hg}^+_2(\text{Res})] = (Z_{1_u}/Z_{\text{Res}}) \exp(-2700 \text{ cm}^{-1}/kT)$, where the partition functions should satisfy $Z_{1_u}/Z_{\text{Res}} \sim 1$. Thus if the band-average radiative rate of Hg$^+_2$ is $\Gamma_1$, the ratio of the bands in fluorescence is

$$\frac{I_{335}}{I_{480}} = \frac{\Gamma_1 \exp(-6500 \text{ cm}^{-1}/kT)}{[\text{Hg}] K_1 \Gamma_3}. \quad (5.14)$$

Measurements have determined that $\Gamma_1/K_\lambda \Gamma_3 = 4.5 \times 10^{23}$ cm$^{-3}$. If one estimates $K_\lambda \sim 10^{-22}$ cm$^3$, then $\Gamma_3 \sim \Gamma_1/50 \sim 2 \times 10^4$ s$^{-1}$, corresponding to an
oscillator strength of about $10^{-4}$ at 480 nm. These results, the shape of the $l_u$ potential, and the $l_u \rightarrow O_2^+$ (ground state) transition moment variations were deduced from analysis of the temperature and time dependence of the band intensities and shapes, following optical excitation.

Due to the $\exp(-2700/kT)$ ratio of $[\text{Hg}_2^*(1_u)]/[\text{Hg}_2^*(\text{Res})]$, the 330 nm band gain can be greatly enhanced by overheating the vapor relative to the equilibrium density. Figure 5.15 shows the 330 nm band gain and absorption for $T=1300 \text{ K}$ and $[\text{Hg}_2^*(\text{Total})]/[\text{Hg}]=1\%$, where total refers to the $l_u$ and reservoir states. At this temperature about 7% of the total Hg$^*_2$ is in the radiating state, so that raising $T$ further could enhance $G$, $[\text{Hg}_2^*(\text{Total})]$ by as much as a factor of five. The other effects of such gas heating would be to spread the band slightly and to increase $\nu_v$, although by a smaller factor than the $G$ increase. In a discharge or $e$-beam excited vapor, electron collisions will tend to raise the $[\text{Hg}_2^*(1_u)]/[\text{Hg}_2^*(\text{Res})]$ ratio above the gas temperature, thereby increasing the gain coefficient per unit of total [Hg$^*_2$] density.

The stimulated emission coefficients for these bands are very weak when expressed as a function of the total Hg$^*_2$ density, e.g., it is $\sim 4 \times 10^{-20}$ cm$^2$ at 335 nm and $T=1300 \text{ K}$ (Fig. 5.15). Therefore, absorption from Hg$^*_2$ in allowed bands, particularly from the reservoir states which contain most of the population, will be $\sim 10^3$ stronger and will destroy the medium gain if they occur in the same wavelength regions as the excimer bands. Estimates of some higher excited Hg$^*_2$ states which could cause such absorptions, by Stevens and Krauss, are shown in Fig. 5.14. Arrows of length corresponding to 335 nm and
480 nm are drawn upwards from the $O_u^-, O_v^+$, and $O_u^+$ reservoir states and from the $l_u$ state to indicate where these absorptions would be expected to go, although it is not necessary that they start at the potential minimum. Hill et al. [5.48] measured almost a constant absorption from 390-515 nm in e-beam pumped Hg vapor, and attributed this to absorption by the Hg$^+_2$ states associated with Hg(6$^3P$) - Hg to repulsive upper levels of Hg$^+_2$. Drullinger et al. [5.50] also measured absorption at 488 nm from the equilibrated population of optically excited Hg(6$^3P$) - Hg states. These absorptions very likely occur from the reservoir states to the $l_u$ and $O_u$ repulsive states which dissociate to 6$^3P_2$; these might be more repulsive than indicated in Fig. 5.14. Although the 480 nm band gain per Hg$^+_2$ might be improved somewhat over the value in the Hill et al. [5.48] study (e.g., using lower temperatures), the effective stimulated coefficient per Hg$^+_2$ is quite small and the dipole-allowed Hg$^+_2$ absorption within the triplet manifold will probably be stronger under most realizable conditions.

Hg$^+_2$ absorption in the region of the 335 nm band would be very strong if sufficiently attractive states associated with Hg(7$^3S$) - Hg occur (e.g., the state with question mark in Fig. 5.14). Stevens [5.54] suggests that Rydberg-like states should occur about as indicated in Fig. 5.14, although no detailed calculations have been made. This absorption coefficient per Hg$^+_2$ is of course given by (5.13) where $r$ refer to the potentials of the Hg$^+_2$ states and $V^*$ to those of the Hg(7$^3S$) - Hg state. Thus, if $V^*(r) - V(r)$ traverses the 335 nm band photon energies anywhere in the 2.7 - 3.5 Å region, very strong absorption bands will obscure the excimer-band gain. York et al. [5.53] have measured typically 10% net absorption in a discharge afterglow at a number of wavelengths in the 335 nm band, and Byer et al. [5.55] have measured absorption at 325 nm from strongly optically pumped Hg vapor. Drullinger et al. [5.50] obtained an upper limit of $\sim 3 \times 10^{-18}$ cm$^2$ for 325 nm absorption per total Hg$^+_2$ in their weakly excited vapor with [Hg$^*$] $\approx 10^{12}$ cm$^{-3}$. This limit is large enough to allow the above measured absorptions to be due to Hg$^+_2$ (Res $+ l_u$). However, the absorptions in the strongly excited vapors could also be due to populations of Hg$^+_2$ in higher excited states with strong absorptions from these. For this absorption to show the same time dependence as fluorescence it would, of course, be necessary for these higher Hg$^+_2$ state populations to follow the same decay curve as the Hg$^+_2$ emission, but this is not unreasonable if the decay rates were predominantly due to net energy flow out of many strongly coupled levels. The coupling can occur through the Hg$^+_2$ - Hg$^+_2$ collisions, radiative and collisional cascading following recombination, electron collisions, and other possibilities. In fact the fluorescence observed from these and e-beam excited vapors may also have major fluorescence bands due to more highly excited excimer states; the fact that an apparent single decay rate is observed is not proof that a single, closely grouped, excited-state manifold is the source of all the bands. But returning to the Hg$^+$ 335 nm band, it requires strong excitation to obtain useful excimer gain levels, so that absorption under these conditions is the crucial test. These measurements indicate that net gain of significant size cannot be obtained on
the 335 nm band with strong pumping, unless index of refraction variation or some other loss process is being misinterpreted as Hg\textsuperscript{5+} absorption. On the other hand, if excited-state absorption could be overcome the 335 nm excimer band itself has excellent gain characteristics (Fig. 5.11). It appears reasonable to expect that a large concentration of Hg\textsuperscript{5+} excimers might be achievable, subject to the limitations discussed in Sect. 5.3, and this is generally considered to be an attractive candidate for high-energy, subnanosecond pulses.

The excited-state absorption issue is a serious consideration for all excimer bands with low gain coefficients. Discharges and \( e \)-beams populate many high-excited levels, and there may be no net medium gain until these higher levels are largely emptied, hopefully long before the desired lowest excimer states are emptied.

### 5.2.6 Group III–II Excimers

In this group, Hg is the most tractable Group II replacement for the noble gas, although densities of \( 10^{19} \text{ cm}^{-3} \) of Cd, Zn, or Mg are feasible at 800–1100 °C. Temperatures in this range are necessary as well to obtain appropriate Group III vapor densities. As with all the metal-based excimers, the substitution of Hg for Xe offers the possibility of stronger excited-state binding and thereby larger gain coefficients due to the exponential factor in (5.13a). But whereas this may be a vain hope for the alkali Hg excimers, it is astonishingly successful for Tl–Hg. Drummond and Schlie [5.56] have shown that Tl–Hg has relatively narrow excimer emission bands with gain coefficients per \([\text{Tl}^* (7^2 S)]\) that are 10–100 times larger than for Tl–Xe. It is likely that similarly strong bands occur in other visible wavelength regions when other Group III elements are substituted for Xe. Santaran et al. [5.57] have studied the bands of \( \text{TlHg} \), \( \text{TICd} \), \( \text{TIZn} \), \( \text{TlIn} \), and \( \text{InZn} \), and obtained some portions of the potentials. Since Tl–Hg has been studied as an excimer laser candidate by Drummond and Schlie, and it is a very promising candidate, we will discuss this case below.

The Tl–Hg potentials, from [5.56], are shown in Fig. 5.16. These have a similar appearance to the Tl–Xe potentials in Fig. 5.7, but there are two important and major differences. It is instructive to compare the optical consequences of these differences from the standpoint of (5.13). First the \( B \)-state of Tl–Hg is bound by 4100 cm\(^{-1}\), whereas 1300 cm\(^{-1}\) for Tl–Xe, so that the \( \exp(-A^*/kT) \) population factor in (5.13a) is \( \sim \exp(5.4) \) for Tl–Hg and \( \sim \exp(1.7) \) for Tl–Xe at \( T = 1100 \text{ K} \) corresponding to \([\text{Tl}] \sim 10^{16} \text{ cm}^{-3} \). Due to this, \( G_\nu / [\text{Tl}^*][\text{Hg}] \) in the center of the Tl–Hg emission bands is \( \sim 50 \) times greater than \( G_\nu / [\text{Tl}^*][\text{Xe}] \) in the center of its bands. In either case, at high enough \([\text{Hg}] \) or \([\text{Xe}] \) most of the \([\text{Tl}^* (7^2 S)]\) is in molecular form and most of the emission is in the molecular band (5.13a), but the Tl–Hg band is still narrower due to the larger exponential population factor. This factor concentrates the emission band in the wavelength region corresponding to the potential minimum. If the gain coefficient per excimer molecule is approxi-
mated as in (5.12) one can see that this decreased $\Delta v_{\text{band}}$ results in a higher gain coefficient. This effect is greatly enhanced by the second important difference between the TlHg and TlXe potentials: $V^*(R) - V(R)$ goes through a minimum for TlHg near 3.1 Å. This results in the "head of band-heads" or "satellite" seen in the TlHg bands in Fig. 5.17. (These TlHg potentials were in fact constructed by Drummond and Schlie [5.56] to match this measured effect.) This further narrows the effective $\Delta v_{\text{band}}$ to ~500 cm$^{-1}$, compared to 5000 cm$^{-1}$ for the TlXe bands. This is in fact the same effect that is responsible for the narrowness of the halogen-noble gas UV excimer bands. In the present context, it results in the large gain coefficients shown in Fig. 5.17 for the assumed Tl, Hg, and Tl$^*$ densities, which have been obtained here by applying (5.2) and (5.6) to the fluorescence data in [5.56]. Comparison to Fig. 5.6 shows that even for [Xe]/[Hg] $\geq 0$, the TlHg gain exceeds that of TlXe by a factor of ~5. Furthermore, as noted in [5.56] this [Hg] or lower values can be used with a He buffer so that the index of refraction effects will be less severe.

These comparisons between TlHg and TlXe have been made to demonstrate the sensitivity of the optical properties to the features of the potentials. It should be apparent that the TlHg potentials are characteristic of an ideal excimer-laser candidate. The excited state has enough binding ($\sim 5 kT$) to concentrate the emission band at moderate "noble gas" densities, yet it is shallow enough to allow rapid relaxation from initially excited free Tl$^*(7^2S)$ into the several lowest vibrational states responsible for the band peak. (This three-body association rate constant is $3 \times 10^{-31}$ cm$^6$ s$^{-1}$ [5.56].) A minimum occurs in $V^* - V$ at an $R$ near the $V^*$ potential minimum. This causes a
convergence of bands, so that a number of low-lying vibrational states \([V^*(R)]\) radiate predominantly at the same wavelength. The resulting high gain coefficient and homogeneous broadening make this the best known candidate for a visible metal-vapor excimer laser. The lower gain-coefficient Tl Xe system is much more difficult to achieve laser action in, although it could attain higher power and energy densities without superfluorescence losses if successful.

Hg absorption is negligible in the 450 and 650 nm regions where the peak \(G_v\) of the TlHg bands occur. Absorption by Tl\(_2\) might occur in these regions, but is very unlikely to match the TlHg* gain at the peak \(G_v\) wavelengths. Of course, Tl\(_2\) would also be severely depleted in any high-power pumping scheme. Strong absorption by TlHg excimers to higher states is extremely unlikely to occur in the precise \(\lambda\) regions of 450-460 and 620-650 nm with sufficient strength to decrease these \(G_v\) significantly.

### 5.3 Excitation Methods and Efficiency

The potential efficiency of these molecular lasers depends on the excitation methods as well as on the molecular properties discussed in Sect. 5.2. We will discuss four excitation schemes, in order of increasing potential efficiency.
These excimers can easily be used as laser-pumped tunable lasers if desired. Simple considerations lead to a typical single pass gain $G \sim (J^2/8\pi) P/\Delta v_{\text{band}}$ for such a laser, where $P$ is the pump power in photons cm$^{-2}$ s$^{-1}$ and $\Delta v_{\text{band}}$ is the width of the excimer emission band. For a 1000 Å wide visible excimer band and a 10 W Ar$^+$ pump laser with a 20 μm waist, $G \gtrsim 0.05$. This is very similar to existing dye lasers, as indeed these considerations apply equally to them. A variety of issues such as index of refraction variations, band shapes, and flow turbulence enter into the determination of relative values for different tuneable media. These will not be discussed here, since the present work is concerned instead with efficient, high-power excimer lasers.

If flashlamps are used to excite the excimers, only radiation in the wings of the resonance lines, where the absorption coefficient is $0.1 - 10$ cm$^{-1}$, is useful. These wavelength regions are usually relatively narrow, typically filling less than 1% of the visible continuum. Thus, although the laser energy might be a large fraction of the absorbed light, the latter will normally be a very small fraction of the total flashlamp radiation. The flashlamp spectral match to the absorption could be improved somewhat by filling it with the same excimer vapor species as the gain tube, but we still would not expect high efficiencies or scalable, high powers by this method. It may be easier to achieve gain in flashlamp pumped rather than electrically excited systems due to the absence of undesired electron collision processes, but their potential efficiencies appear to be much lower than if the discharge is applied directly to the laser medium.

High energy electron beam ($e$ beam) excitation occurs predominantly via recombination and excited state relaxation following ion-pair formation. Ion-pair energies are typically $\sim 1.7$ times ionization energies, and generally only one excimer is formed per ion pair. Under these circumstances the maximum efficiency is given by the excimer-band photon energies divided by the ion-pair energy. Excimer states with large ratios of excitation energy to ionization energy, as in the noble-gas dimers, are, therefore, the most efficient for $e$-beam pumping. The optimum $e$-beam excimer pumping efficiencies predicted for these cases by current models are about 40-50% relative to the energy deposited in the gas (Chap. 3). Foil losses, beam spreading, and other problems limit the actual overall efficiencies to significantly lower values. For excimer lasers based on a small fraction of metal atoms in a high pressure Group II or Group VIII vapor, $e$ beam excitation would primarily ionize the major constituent, requiring typically 10-20 times the metal-excimer photon energy. Thus maximum efficiencies would be 5-10%, relative to the energy deposited in the gas if each ionization event produced only one visible photon. No modeling or experiments have been reported and this may be an overly pessimistic assumption, but the potential efficiencies in these metal-doped noble gases do appear to be much greater for discharges. In addition to their use as the entire energy source, electron beams are of value as preionizers, sustainers, and diagnostics. Cases in which a larger metal fraction and, therefore, a larger potential efficiency is possible are Hg noble gas and Hg$^+_2$. These have been studied with $e$ beam excitation; HgXe by Gutcheek et al. [5.21] and by
Woodworth [5.22]; Hg, by Hill et al. [5.48] and by Schlie et al. [5.49]. Gutcheck et al. [5.21] reported a maximum fluorescence energy efficiency of ~0.5% relative to the energy deposited in the gas for the 270 nm band associated with Hg(6^3P) – Xe. Woodworth also reported ~0.5% fluorescence efficiency for this band and about 3 times as much in the 200 nm band associated with Hg(6^1P) – Xe. Hill et al. [5.48] and Schlie et al. [5.49] have not reported efficiencies.

The metal-atom excitations desired for this type of excimer laser have two basic features that contribute to a potentially high laser efficiency with discharge excitation. First, the excited atomic state responsible for the laser transition (A*) is the lowest excited state so that its excitation is the first inelastic process available to the accelerating electrons. [Vibrational and rotational excitation of excited molecular states occurs, but densities of these states are low and this is not a significant energy drain except at large molecular ion and electron (n_e) densities.] Second, the excitation energy is a relatively small fraction of the ionization energy. For n_e less than about 10^{14} cm^{-3} the electron energy loss in a discharge from this A → A* excitation causes a rapid decrease in the electron energy distribution with increasing energy above the inelastic threshold. This attenuates ionization of the metal atoms and greatly reduces the excitation of the "noble gas", even though its density is typically at 10^6 greater than that of the metal vapor. Since the A* energy is less than half of the ionization energy, the electrons (predominantly with energies below the first inelastic threshold) will generally be more efficient at exciting A to A* than at further ionizing the A*. This situation is in contrast to the noble-gas excimers for which the excitation energy is a large fraction of the ionization energy. In this case the electrons with energies below the inelastic threshold are very effective at ionizing the noble-gas excimers and excited atoms. For n_e > 10^{14} cm^{-3} electron-electron collisions tend to thermalize the electron energy distribution, and multiple-step ionization of A* occurs rapidly. This situation is discussed below for the Na–Xe example.

Discharge modeling at power levels appropriate for excimer lasers has been carried out only for Hg vapor and alkali-noble gas mixtures. No measurements have yet been compared to these although some observations of general discharge behavior in these systems has been reported. Therefore, the discussions following will concentrate on the pure Hg and alkali-noble gas cases.

Glow and arc discharges in Hg vapor have been studied for several decades on account of their importance in lighting and electrical switching [5.47]. Neither discharge is appropriate for lasers, as they are cw discharges and the atomic level populations, gas temperature, electron density, and effective electron temperature are all approximately in equilibrium. The first attempt at a pulsed, high power discharge in Hg vapor to obtain gain was by Carbone and Litvak [5.4], who studied the Hg 480 nm band emission in a pulsed, longitudinal arc in ~ 10^{18} cm^{-3} of Hg. Electrical energy deposition rates up to ~10 W cm^{-3} for ~1 μs were achieved without developing nonuniformity or
instabilities, while the effective electron temperature was estimated at \( \sim 0.6 \text{ eV} \). Although the 480 nm band gain calculated from the observed emission was too small to be useful, this magnitude of energy deposition is sufficient for most potential metal-vapor excimer lasers.

More recently the Boltzmann equation has been solved in Hg vapor by Rockwood [5.51], Masek and Vokaty [5.58], and by Judd [5.52]; but none of the investigations looked into the effect of excited state ionization or superelastic collisions on discharge stability. Mosburg and Witke [5.59] have measured the Hg\(_2\) excimer vibrational temperature in Hg discharges, thereby inferring the effective vibrational excitation plus excimer quenching rates by electrons. York and Carbone [5.53] recently operated a transverse pulsed discharge in \(10^{13} \text{ cm}^{-3}\) of Hg, and obtained homogeneous discharges of \(10^4\) J cm\(^{-1}\) energy deposition following uv preionization. From the excimer fluorescence intensity they inferred that \(2\%\) net gain should occur on the 320 nm excimer band for their 10 cm discharge length. A measurement at 325 nm, however, indicated a net loss in transmission during the discharge pulse. Although this was reported in York et al. [5.53] as preliminary and inconclusive, later measurements at 325 nm and other, nearby wavelengths also indicated net attenuation (private communication with G. York). It has been suggested that these observations might be reconciled with the net gain at 325 nm observed with e beam pumping [5.49] if the higher Hg\(_2^+\) states associated with Hg(7^3S)+ Hg had a larger population in the e beam case. Thus, net gain might occur on these bands, associated with the 7^3S – 6^3P transition, for e beam excitation while net absorption might occur in a discharge.

Discharge excitation of alkali-noble gas mixtures has also been studied for many years in relation to metal vapor lamps [5.47]. As noted above these essentially cw discharges are not very relevant to laser discharges. High power discharge excitation in cold, non-LTE gas was first modeled by Palmer [5.10] using a thermal electron energy distribution \( f(u) \) with a limited number of metal-atom states and collision processes. His results indicated the possibility of reasonably efficiency excitation and net gain in the K Xe excimer bands, but the effect of the expected non-Boltzmann character of \( f(u) \) and of additional states and collision processes remained unclear. Schlie [5.60] solved the Boltzmann equation for \( f(u) \) in typical laser mixtures of Na and Xe (1 \(\times\) 10\(^3\) – 1 \(\times\) 10\(^4\)) without excited states. His results indicated a very rapid drop in \( f(u) \) above the first alkali inelastic threshold. More recently, Shuker et al. [5.12] investigated the effect of excited Na states on \( f(u) \) in Na–Xe and self-consistently solved the Boltzmann equation for \( f(u) \) and the population rate equations for the excited state and electron densities. The results of this calculation and the general characteristics of this system will now be explored.

In the absence of excited Na, about 90\% of the electrical energy goes into the desired Na(3S)→Na(3P) excitation for a wide range of E/N. The remaining energy goes primarily into Xe elastic recoil at the lower E/N values and into ionization and undesired excitation at higher E/N. The overall efficiency for discharge operation in Ne Xe mixtures is additionally limited by the typical
0.75 factor in the ratio $h_{\text{laser}}/h_{\text{sec}}$, which is a fundamental consequence of the red-shift between excimer absorption and emission bands.

Quenching of Na(3P) by the low-energy electrons is an important decay mechanism at the excitation fractions and electron densities appropriate for high-power discharge operation [5.2, 3.12]. This is not a net energy loss mechanism, but it limits the $[\text{Na}^*]/[\text{Na}]$ fraction to $R_{\text{exc}}/(R_q + \Gamma_{\text{eff}})$, where $R_{\text{exc}}$ and $R_q$ are the electron excitation and quenching rates and $\Gamma_{\text{eff}}$ is the effective Na$^*$ spontaneous radiative loss plus stimulated emission rates. The spontaneous emission loss rate is roughly equal to $\Gamma_0[\text{Na Xe}^*]/[\text{Na}^*]$ where $\Gamma_0$ is the natural atomic radiative rate. For a useful net gain the $E/N$ must be high enough to keep $[\text{Na}^*]/[\text{Na}]$ above typically 0.05. This excitation fraction has not been achieved in preliminary high-$n$ discharge experiments [5.32], although the models of these systems [5.12] do yield it under appropriate assumptions.

If the excited Na(3P) fraction builds up to the $\sim 5\%$ levels appropriate for appreciable optical gain, the Na(3P) excitation efficiency drops due to ionization of excited states. The calculations indicate that typically 20–50% of the electrical energy might nonetheless be extracted as laser power, with the remainder going primarily into gas heating. Most of this heating is attributed to rational and vibrational excitation of molecular ions, momentum transfer collisions with Xe, and A* multiple-step ionization followed by recombination. These calculations also indicate that Na$^*$, with its associated deleterious absorption, is severely depleted by electron collisional dissociation, and would be further depleted by gas heating and laser-field bleaching. Electron densities of $10^{15}$–$10^{16}$ cm$^{-3}$, $E/\text{[Xe]} \sim 10^{-17}$–$10^{-18}$ V cm$^2$ at typical $[\text{Na}] \sim 3 \times 10^{16}$, $[\text{Xe}] \sim 3 \times 10^{20}$ cm$^{-3}$, and current densities of 10–100 A cm$^{-2}$ result from the calculations. At these power depositions of $10^3$–$10^3$ MW l$^{-1}$, the gas heating rate is 10–100 C g$^{-1}$ s$^{-1}$. If total gas heating of 100 C could be tolerated during an excitation pulse, about $10^4$ J g$^{-1}$, would be deposited in the gas, conceivably with 20–50% convertible into laser power. These calculations are obviously very speculative and the actual situation will be less favorable, but this at least indicates the sizes of the laser power, efficiency, and pulse energies under consideration.

One major question that is not addressed by these homogeneous discharge models is the time for growth of an arc instability in this high-pressure mixture. Various uniform preionization schemes are available, but preliminary investigations by Drummond [5.61] and by Rothwell et al. [5.32] are very encouraging, as they indicate that these metal-doped noble gas mixtures are much more stable against arcing than the pure noble gases.

Another potential major problem is cavity quality deterioration due to index of refraction variations, i.e., loss of medium homogeneity. Xe at $10^{20}$ cm$^{-3}$ has an index of refraction $n - 1 \approx 2.4 \times 10^{-3}$, and an expected 10% temperature rise due to the excitation pulse will cause variations of $\sim 10\%$ of this. If this index gradient occurs nonuniformly, it could severely distort the laser beam. As an example, if an index variation $n - 1 = 2 \times 10^{-4}(y_1^2/y_2^2)$ occurred uniformly along a laser $Z$ axis of length $L$, then in the $L/f$ limit the
medium would look like a negative cylindrical lens of focal length
\[ f = y_0^2 \left( 4 \times 10^{-4} L \right). \]
If, for example, \( y_0 = 1 \) cm and \( L = 25 \) cm, \( f = 100 \) cm results.
A distribution of many small-scale density variations due to nonuniform
temperatures could be even more serious. During a short excitation pulse the gas
will not move very far and the index changes will be smaller. Nonetheless, it is
essential to deposit the pump energy uniformly and to maintain highly
isothermal initial temperatures. The temperatures gradient to room temperature
at the end of heat pipes make their value for lasers highly uncertain \([5.62]\).

We conclude this section on metal vapor systems by noting that this class of
systems offers a variety of choices of excimer species which radiate in the visible
and ultraviolet region.
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Abstract—The normalized emission intensity in the wings of the optically thin Na $3^2P - 3^2D$ lines broadened by Ne, Ar, and Xe has been measured in emission from a high-pressure discharge. A blended satellite occurs about 80 cm$^{-1}$ into the Na-Xe red wing and a progression of increasing red wing intensity from Ne to Ar to Xe is observed. Xe densities of 2.5 and 9.1 x 10$^{16}$ cm$^{-3}$ were used, and the pressure dependence of the Na-Xe line shape indicates that multiple perturber interactions are important in the far wing at the higher noble gas densities.

EXPERIMENTAL

Noble gas broadening of Na lines is often used as a test of line broadening theory and of interaction potentials. Due in part to the ease with which the resonance transition ($3^2S - 3^2P$) can be optically excited, most work has been concerned with this transition. The present results for transitions between higher states are made possible by operating a stable, pulsed electric discharge in high pressure noble gas. This is only achieved without arcing instability when the inert gas is doped with $\sim 10^{17}$ cm$^{-3}$ or more of metal vapor. We have now operated such discharges in Na, Tl, and Mg doped inert gases, so that this appears to be a feasible source for obtaining collisional lineshapes of many metal vapors.

Numerous experiments and calculations on Na have examined inert gas broadening of the Lorentzian, line-core region, which is sensitive to the long-range interactions. The normalized emission in the far wings of the Na resonance lines$^5$ and the bound-bound spectra of supercooled nozzle beams of NaAr$^6$ have been interpreted to yield close range interactions. The effects of multiple inert gas interactions in the far wings of the resonance lines$^1$ and collision induced bands$^12$ have also been demonstrated at high noble gas densities. Here we present data showing the far wing broadening of the higher excited state ($3^2P - 3^2D$) transitions by Ne, Ar, and Xe, for inert gas densities that yield predominately single-perturber interactions. The normalized emission intensity $I_N(k)$ was measured for the wings of the Na($3^2P_{1/2}-3^2D_{5/2}$) (818.326 nm) line and the unresolved Na($3^2P_{3/2}-3^2D_{3/2}$) (819.482 nm) and Na($3^2P_{3/2}-3^2D_{5/2}$) (819.479 nm) lines for noble gas densities of 2.5-9.1 x 10$^{16}$ cm$^{-3}$. $I_N(k)$ is defined as the intensity radiated per wave number, $I(k)$, divided by the total integrated intensity of the three lines and the noble gas density $N$: $I_N(k) = \frac{I(k)}{N\int I(k)dk}$.

The integral is taken over all three lines since the far wings are related to the entire multiplet. The densities of the $3^2D_{5/2}$ and $3^2D_{3/2}$ states responsible for the emission are expected to be in a statistical ratio owing to rapid collisional mixing at the high gas densities of these experiments.

The emission line shapes from a pulsed, high pressure Na doped-noble gas discharge were measured. The discharge cell was similar to one previously described$^1$ with the Na density $10^{17} - 10^{18}$ times the noble gas density so that the (non-resonant) broadening by Na was negligible compared to noble gas broadening. Spectra were taken on a 0.5 m scanning monochromator equipped with a photomultiplier having a GaAs photocathode. A gated sample and hold circuit was used to measure the fluorescence intensity during the discharge current pulse. A filter transmitting $\lambda > 5400$ Å was placed in front of the monochromator entrance slit to block higher order wavelengths. The relative spectral response of the optical system was measured using a calibrated tungsten iodide lamp illuminating a barium sulfate diffusing screen. The following is a non-continuous part of the document:

- $I_N(k) = \frac{I(k)}{N\int I(k)dk}$
- The integral is taken over all three lines since the far wings are related to the entire multiplet.
- The densities of the $3^2D_{5/2}$ and $3^2D_{3/2}$ states responsible for the emission are expected to be in a statistical ratio owing to rapid collisional mixing at the high gas densities of these experiments.
- The emission line shapes from a pulsed, high pressure Na doped-noble gas discharge were measured. The discharge cell was similar to one previously described with the Na density $10^{17} - 10^{18}$ times the noble gas density so that the (non-resonant) broadening by Na was negligible compared to noble gas broadening. Spectra were taken on a 0.5 m scanning monochromator equipped with a photomultiplier having a GaAs photocathode. A gated sample and hold circuit was used to measure the fluorescence intensity during the discharge current pulse. A filter transmitting $\lambda > 5400$ Å was placed in front of the monochromator entrance slit to block higher order wavelengths. The relative spectral response of the optical system was measured using a calibrated tungsten iodide lamp illuminating a barium sulfate diffusing screen.
instrument resolution was varied from approx. 2 cm\(^{-1}\) for the \(|\Delta k| < 20\text{ cm}^{-1}\) data to 8 cm\(^{-1}\) for \(|\Delta k| > 100\text{ cm}^{-1}\).

The data taken at a temperature \(T = 673^\circ\text{K}\), corresponding to a Na density\(^1\) of \(5.5 \times 10^{14}\text{ cm}^{-3}\), were obtained from a 4 \(\mu\text{s}\) pulsed discharge with a diameter of \(\sim 3\text{ mm}\) and a current density \(J = 200\text{ A cm}^{-2}\). From measurements of the electric field across the discharge and the electron mobility in xenon, the electron density was calculated to be \(n_e = 4 \times 10^{17}\text{ cm}^{-3}\). This electron density is expected to produce a Stark broadened FWHM of \(\sim 0.27\text{ cm}^{-1}\) which is much less than that due to the noble gas (see Fig. 1). The emission spectra reported here are

---

**Fig. 1.** Normalized emission intensity of the Na \(3P\rightarrow 3D\) transitions broadened by Xe, Ar, and Ne at \(T = 673^\circ\text{K}\) and \([\text{Na}] = 5.5 \times 10^{14}\text{ cm}^{-3}\). The Ar and Ne data have been shifted by factors of 10 and 100 respectively.
within the impact region for electron broadening, so that the electron-broadened wings are expected to decrease as $\Delta k$. The reported Ne, Ar, and Xe broadened wings decrease less rapidly, so that the reported wing intensities are essentially all due to noble gas broadening. The higher temperature data ($|\text{Xe}| = 9.1 \times 10^{16} \text{ cm}^{-3}$, $T = 773^\circ \text{K}$, $|\text{Na}| = 5 \times 10^{16} \text{ cm}^{-3}$) were taken with a 50 ns current pulse of $J = 10^4 \text{ A cm}^{-2}$, yielding an electron density $n_e = 2 \times 10^{16} \text{ cm}^{-3}$. Since both $n_e$ and $|\text{Xe}|$ are larger in this case, this wing is also due to only Xe broadening.

The Na density $|\text{Na}|$, was varied from $10^{14}$ to $5 \times 10^{16} \text{ cm}^{-3}$ in order to obtain $I_{\text{Na}}(k)$ in the limit of zero Na(3P) density, for which the 3D-3P emission is optically thin. The Na(3P) density was also measured from absorption profiles, similar to those described in Ref. 1, verifying the low optical depths obtained at the lower [Na]. From these $|\text{Na}| \to 0$ extrapolations it was determined that emission for $T = 673^\circ \text{K}$ and $|\text{Na}| = 5.5 \times 10^{15} \text{ cm}^{-3}$ was optically thin, with the exception of the $|\text{Xe}| = 2.5 \times 10^{15} \text{ cm}^{-3}$ data for which the line center optical depth was $\sim 3$. The far wing line-shape data (from $-20$ to $400 \text{ cm}^{-1}$) for this optically thick case were normalized at $\Delta k = -20 \text{ cm}^{-1}$ to the optically-thin line-core $I_{\text{Na}}(k)$, obtained at $T = 620^\circ \text{K}$.

The Na(3P-3D) line shapes broadened by Ne, Ar, and Xe at $T = 673^\circ \text{K}$ are shown in Fig. 1. An approximate broadened line width can be inferred from these data, but at these present inert gas densities this broadening does not correspond to the Lorentzian, impact-region of the line. For this reason we have not attempted to analyze the observed line shape in terms of instrumental and collisional broadening, nor do we report broadening coefficients. The shift of the line core has been reported in Ref. 1.

As has been described previously, it is not necessary to resolve the line core to obtain $I_{\text{Na}}(k)$ in the far wings. The measured red wing $I_{\text{Na}}(k)$ for $|\Delta k| > 10 \text{ cm}^{-1}$ are shown in Fig. 2. (Values of $I_{\text{Na}}(k)$ could not be accurately determined on the blue wing due to overlap with Na, A-X band emission.) Continuum emission obscured by the four Xe emission lines at 823.2, 828.0, 834.7, and 840.9 nm is shown as a dashed line for the open triangle case in Fig. 1. These regions are deleted in the other NaXe spectra, as is the Na-Ar data near the Ar 826.5 nm line. Minor fluctuations, typically $\sim 5\%$, about smooth lines through the data in Fig. 2 are not deemed significant. Our ability to measure values of $I_{\text{Na}}(k)$ below $5 \times 10^{-5} \text{ cm}^{-1}$ is limited by a broad continuum from the discharge that underlies the entire spectrum. This continuum emission was also observed with a 0.75 m double grating monochromator which would have eliminated any spurious signals from scattered light.

The temperature dependence of the NaXe line shape was investigated by raising the cell temperature $T$ from 673 to 773$^\circ \text{K}$. Since the Na reservoir was located in the cell, this temperature increase also raised the Na vapor pressure from $5.5 \times 10^{15} \text{ cm}^{-3}$ to a density of $5 \times 10^{16} \text{ cm}^{-1}$, but this should not have any effect on these normalized emission data. The higher temperature data ($x$) in Fig. 2 are seen to follow the lower temperature data ($\Delta$) for $|\Delta k| < 200 \text{ cm}^{-1}$ but fall about 20% below the lower temperature results for 300-400 $\text{cm}^{-1}$ frequency shifts.

These wing emissions result from transitions between essentially five different molecular potentials originating in the 3$^2$D state and three in the 3$^2$P state. It is not possible to infer these various potentials from temperature-dependent $I_{\text{Na}}(k)$ as the resulting bands overlap. However, these data provide a stringent test of theoretical potentials. We are aware of only one published set of potentials for these states, that of Pascale and Vandeplanque. The increase in the magnitude of $I_{\text{Na}}(k)$ from Ne to Ar to Xe is consistent with these theoretical potentials, which predict increasing $3^2D$ binding as the mass of the inert gas increases. Also, the order of magnitude of the $I_{\text{Na}}(k)$ obtained using these theoretical potentials in the quasi-static theory is similar to that observed. However, the detailed shapes and magnitudes are not in agreement. As an example we show the $I_{\text{Na}}(k)$ for NaXe obtained from the theoretical potentials and the assumption of a constant transition moment between each pair of potentials. Whereas the data indicate a severely broadened satellite with a red "edge" near 75 cm$^{-1}$, the theory produces a satellite at 150 cm$^{-1}$. (The latter will be somewhat smeared out in a more exact theory.) Also, at $|\Delta k| > 200 \text{ cm}^{-1}$ the theory predicts much more intensity than is observed. The temperature dependence at the larger $|\Delta k|$ is due to the Boltzmann factor $\exp \left( \frac{1}{k} V^*(z) - V^*(R)/kT \right)$ in the quasistatic theory, where $V^*(R)$ is the upper-state potential. The theory predicts $\sim 15\%$ change in $I_{\text{Na}}(k)$ in the $|\Delta k| = 300-400 \text{ cm}^{-1}$ region, which results from three overlapping bands.
The experiment obtained ~25% change in this region, indicating larger excited-state binding at the appropriate $R$.

One of these NaXe potentials responsible for these data, the attractive $A^2\pi$ state originating in $3^2P$, is known experimentally. The Pascale and Vandeplanque potential does not agree at all well with this known $V(R)$, and it appears unlikely that this theory could be any more accurate for the other potentials of importance here. Thus the above poor quantitative agreement is hardly surprising.

**MULTIPLE-PERTURBER INTERACTIONS**

The effects of multiple perturber interactions can also be seen in Fig. 2 where $I_N(k)$ for NaXe is plotted for densities of $[Xe] = 2.5 \times 10^{19} \text{cm}^{-3}$ and $9.1 \times 10^{19} \text{cm}^{-3}$ (open and closed triangles). The high Xe pressure data are seen to be above the lower pressure line shape for $|\Delta k| > 300 \text{ cm}^{-1}$ and below the low pressure results for $|\Delta k| > 300 \text{ cm}^{-1}$. As reported in Refs. 11 and 19, this type of behavior is predicted by multi-perturber interactions which decrease $I_N(k)$ in those portions of the far-wing spectrum dominated by diatomic NaXe emission and increase $I_N(k)$ for those regions at larger frequency shifts where NaXe$_2$ emission predominates. Following this interpretation, the region $|\Delta k| < 300 \text{ cm}^{-1}$ is primarily due to diatomic NaXe molecules; and the region $|\Delta k| > 300 \text{ cm}^{-1}$ is primarily due to NaXe$_2$.
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High-power (~ 10^8 W/l) discharges in metal-doped Xe are modeled for typical metal atom densities of 10^4-10^6 cm^-3 and Xe densities of ~ 10^20 cm^-3, and electron densities of 10^14-10^17 cm^-3 as appropriate for proposed excimer lasers. Na is used as a prototype species, while its properties are varied to indicate some of the changes that could result from the use of different metals. The model includes sixteen excited levels of Na, three ionic species, the excimer levels of NaXe, and Na. The degree of ionization is determined by collisional multistep excitation and ionization of excited atoms versus dissociative recombination of electrons with Na. Steady-state conditions in the positive column are calculated for typical gas temperatures of ~0.06 eV and electron temperatures T_e of 0.3-0.5 eV. The Na population distribution is largely Boltzmann at the electron temperature and the electron density is close to the Saha equilibrium value except at low electron temperatures and very high excited laser powers. Useful gain and extracted powers of ~ 10 MW/cm^2 are predicted for the higher T_e and Na densities, with the pulse width limited to ~10^-7 sec by gas heating. The model indicates that a metal which produces a deeply bound product state via dissociative recombination could yield a very efficient high-power laser or gain cell.

PACS numbers: 42.55.Hq, 52.80. - s

I. INTRODUCTION

Metal-noble gas (or Hg) excimers are candidates for high-power tunable laser. Due to small stimulated emission coefficients, large excited-state (excimer molecule) densities, high gas densities, and high excitation powers are required for such lasers. Because of the well-known arcing instability of high-pressure gases, most excimer lasers have utilized a high-energy electron beam for initiating or sustaining the discharge. Exceptions are laser action that has recently been achieved in short uv preionized discharges in KrF and halogen-Hg vapor. Pure discharges are much simpler and are expected to be more efficient and reliable if arcing instabilities can be avoided. We have found experimentally that several metal-doped noble gases do yield stable homogeneous discharges even without preionization. The n_e in these discharges are very high (10^16-10^17 cm^-3). As a consequence, the density of the 3p state of Na is maintained at near its equilibrium value by electron collisions, and the NaXe(A) excimer level, which is nearly in collisional equilibrium with the Na(3p) level through Xe collisions, is rapidly refilled. Very large extracted laser powers are thus feasible in short pulses. These very high power pulses discharged in high-pressure nonequilibrated gases are unusual in many other respects as well, so that it is desirable to build an understanding of the most important controlling factors. Finally, our experiments were carried out in a small volume cell under a limited range of conditions that were not optimized for excimer gain. The present model is thereby used to investigate the possible gain and efficiency of excimer lasers based on these discharges, but under a wide operating range of conditions (primarily higher gas densities and current densities). The present work thus extends the analysis of electrons in Na-Xe mixtures by Schlie to higher degrees of excitation, i.e., to higher discharge power densities. Very recently, related experimental studies of metal vapor Hg discharges, i.e., Tl-Hg, have been reported by Hamil et al. Our present analysis does not extend to the low-power densities of the recent models of mercury and rare-gas-based laser discharges.

II. THE MODEL

We have chosen to use Na and Xe as the specific case to
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model, but we have varied several of their parameters in order to investigate possible behavior of other metal-inert gas mixtures. It is believed that the properties of these particular species should be characteristic of other mixtures, as long as the ionization energy of the dopant is below the first excited state of the noble gas, and the electron affinity of the dopant is small enough that negative ion densities are insignificant.

A. Discharge conditions

The pulsed discharges under consideration typically occur in Xe at densities of \([Xe] = 10^{19}-10^{20} \text{ cm}^{-3}\) doped with Na at densities of \([Na] = 10^{14}-3 \times 10^{17} \text{ cm}^{-3}\). The electron densities \(n_e\) are typically \(10^{14}-10^{17} \text{ cm}^{-3}\), the electric field to total gas density ratios \(E/N\) are in the \(10^{-18}-10^{-17} \text{ V cm}^{-3}\) range, the electron temperature \(T_e\) is 0.3-0.5 eV, and the gas temperature \(T_g\) is 800 K, so that \(kT_e/T_g\approx 0.07\) eV. Here and throughout this paper, electron temperatures are expressed in eV. Typical modeled discharge power densities are \(10-10^4 \text{ MW/l}\). It is assumed that quasi-steady-state discharges will be terminated before excessive \((\sim 300{\circ}\text{C})\) gas heating occurs. The present models thereby emphasize steady-state constant gas temperature conditions. Results in Sec. III are obtained by integration of nonlinear time-dependent rate equations, and in Sec. V by use of a two-temperature approximation. The near-uniform cylindrical spatial character of the discharge under consideration is described in Ref. 3.

FIG. 1. Energy levels and radiative and collisional processes used in the model. Dashed lines are due to gas collision processes, solid line to electron collisions, single wavy lines to spontaneous emission, and double wavy lines to absorption and stimulated emission. Ionization from and inverse ionization to all Na levels are included in the model, although only those to higher levels are indicated here. Some vibrational levels of Na, \(\nu\) are indicated, although Na, \(\nu\) is treated as a single state in the calculations. Fig. 1 shows the alternate paths for electron-Na, \(\nu\) dissociative recombination leading to Na atoms in the \(3p\) or \(n = 6\) levels.

B. Atomic states

An Na(3p)/Na(3s) fraction of \((-0.05\), which is equivalent to an \(-0.5\text{-eV excitation temperature}\), is desired for efficient laser action. As another example, \(T_l(3s)/T_l(6p,3s) = 0.02\) equivalent to \(T_e = 0.85\) eV is desired for a Ti-Xe excimer laser. If this excitation temperature results from a balance between electron excitation and deexcitation of Na(3p), then an electron temperature \(T_e\) of \(0.5\) eV is necessary. Electron collisions with Na(3p) atoms will then tend to produce a similar excitation temperature between Na(3p) and higher excited states. Radiation will lower the excited state populations, but at the electron densities in these discharges this is a minor effect. If the excited Na densities are characterized by an excitation temperature in this \(0.5\text{-eV range}\), then the electron collisional excitation and ionization rates out of excited levels increase with increasing excitation energy of the level. Thus, highly excited states must be considered in the ionization balance. We have included Na states with an effective principal quantum number \(n\) up to 15 in the present model, and we allow for the effect of still higher levels through the collisional rate coefficients assigned to this terminal \(n = 15\) level.

The highly excited Na states are strongly mixed by electron collisions, so that most of the population resides in the high angular momentum states. These states are very hydrogenic and very nearly degenerate at integral \(n\) values. Consequently, we have simplified the level structure by grouping all states above \(4p\) into 11 hydrogenic levels, \(n = 4-15\), as shown in Fig. 1. This also allows the use of hydrogenic cross sections for electron collisions with highly excited states. Tests of the validity of this approximation are discussed in Appendix A. We have included the lowest excited states of Xe as a single Xe*, and the processes \(e + Xe^* \rightarrow 2e + Xe^\ast\). In fact, the Xe* ions are rapidly converted into Xe* ions, which undergo dissociative recombination to form Xe*. For the \(T_e\) considered here, the densities of Xe* and Na* are much lower than Na* and Na*, and they do not significantly influence the kinetics.

C. Molecular species

The lower energy levels and ionic forms of Na, Na, and NaXe are shown in Fig. 2. The \(A-X\) band of the NaXe excimer is a broad continuum extending from the 590-nm Na

FIG. 1. Energy levels and radiative and collisional processes used in the model. Dashed lines are due to gas collision processes, solid line to electron collisions, single wavy lines to spontaneous emission, and double wavy lines to absorption and stimulated emission. Ionization from and inverse ionization to all Na levels are included in the model, although only those to higher levels are indicated here. Some vibrational levels of Na, \(\nu\) are indicated, although Na, \(\nu\) is treated as a single state in the calculations. Fig. 1 shows the alternate paths for electron-Na, \(\nu\) dissociative recombination leading to Na atoms in the \(3p\) or \(n = 6\) levels.
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Xe-引发的碰撞 dissociation, i.e., we assume equilibrium for the reaction

\[ \text{Na}(3p) + 2\text{Xe} \rightarrow \text{NaXe}(A) + \text{Xe}. \]

The dissociation rate per NaXe(A) molecule is about $10^{10}$ sec$^{-1}$ at typical [Xe] = $10^{20}$ cm$^{-3}$, so that the equilibrium ratio of $[\text{NaXe}(A)]/[\text{Na}(3p)][\text{Xe}] = K_{eq}$ is maintained as long as the destruction of NaXe(A) as the result of deexcitation by stimulated emission and of dissociation and deexcitation by electrons is slower than $10^{10}$ sec$^{-1}$. This is expected to hold at the ratio $n_{e}/[\text{Xe}] < 10^{-3}$ and the incident optical intensities considered here. Vibrational and rotational excitation of NaXe 4-state molecules by electrons is expected to be slow compared to vibrational and rotational relaxation by Xe so that these electron collisions can be ignored. The observation in Ref. 3 of a nearly thermal excimer band shape, corresponding to a vibrational temperature at the gas temperature $T$, also supports these expectations. In the present calculation we therefore include only molecular states connecting to the Na(3p) states, with the implicit assumption that the equilibrium portion of this is in the form of NaXe A-state molecules. Thus, all inelastic collision cross sections of electrons with the molecules are effectively assumed to be identical to those for the parent Na state.

The Na(3p) states radiate with a lifetime of 16 nsec while the NaXe A and B states have slightly longer and shorter radiative lifetimes, respectively. Therefore, the combined Na(3p) + NaXe(B) + NaXe(A) population radiates with an effective lifetime near 16 nsec. From the normalized emission spectrum of this composite population, and the absorption coefficient derived therefrom, one finds about a 10% probability that a photon is emitted in an optically-thin portion of the spectrum (for a 0.2-cm escape distance and [Xe] $\sim 10^{20}$ cm$^{-3}$), i.e., the effective radiative lifetime for this combined population is about 160 nsec. This effective radiative rate constant is not very sensitive to [Na] and it scales linearly with [Xe] for values below $10^{21}$ cm$^{-3}$. This stimulated emission coefficient at 700 nm is $\sim 10^{-6}$ cm$^{-2}$ per NaXe(A) molecule, and thus is $\sim 10^{-17}$ cm$^{-2}$ per total Na(3p) population (bound and free) at [Xe] = $10^{20}$ cm$^{-3}$. Some of the transitions from higher Na states to Na(3p) are also slightly optically thick, but since their radiative rates are much smaller than their electron collisional rates, this is ignored in the calculations.

The NaXe$^-$ molecular ion is structurally an Na*-Xe molecule whose potential (Fig. 2) we take to have an $-0.3$ eV binding and $R_e$, $\sim 3.2$ Å from experiments and theory. (We have no information about $^{13} \text{Xe}^-$.) The fact that only one molecular ground state results from this interaction between closed shell ($^{13} \text{S}_0$) monomers has a profound effect on its collisional and optical properties. Thus, NaXe$^-$ cannot absorb in the visible, and the highly excited states of Na$^+$-Xe will all nearly parallel the single Na$^+$-Xe potential. The latter property yields the expectation that Xe collisions will not efficiently quench highly-excited Na$^+$ atoms or bound Na$^+$-Xe molecules and, as discussed further below, that dissociative recombination with NaXe$^-$ will have a small rate coefficient. The reactions Na$^+$ + 2NaXe ⇌ NaXe$^-$ + Xe will be very...
fast\(^{12}\) at high \([ \text{Xe} ]\), yielding a ratio of \([ \text{NaXe}^* ] / [ \text{Na} ] [ \text{Xe} ]\) very close to the equilibrium ratio \( K_{\text{eq}} \) at all \( n \), considered here. As discussed in Sec. III, the size of \( K_{\text{eq}} \) is very important in determining the effective rate of electron recombination in the discharge.

The \( \text{Na}^+ \) molecular ion potentials, from Ref. 14, are shown in Fig. 2. Under the conditions considered below, \( \text{Na}^+ \) is a minor constituent in the discharge, so that absorption by \( \text{Na}^+ \) (see Ref. 16) and emission from excited states of \( \text{Na}^+ \) are expected to be negligible. However, \( e + \text{Na}^+ \rightarrow \text{Na}^* + \text{Na} \) is the dominant electron recombination mechanism in our model. \( \text{Na}^+ \) will be formed by the exchange reaction \( \text{Na} + \text{NaXe}^* \rightarrow \text{Na}^+ + \text{Xe} \). Due to the low \([ \text{Na} ] / [ \text{Xe} ]\) ratio, the equilibrium ratio of \([ \text{Na}^+ ] / [ \text{NaXe}^* ]\) is typically on the order of 1; rapid dissociative recombination of \( \text{Na}^+ \) normally makes this ratio much smaller.

The highly excited states of \( \text{Na} \) are expected to have associated \( \text{NaXe} \) states with binding energies about equal to that of \( \text{NaXe}^* \). If predissociation of lower excited states of \( \text{NaXe} \) occurs to form excited \( \text{Na} \), the loss of \( \text{NaXe}^* \) will cause a net downward flow of excitation in the molecular excited state ladder and produce departures of the \( \text{Na}^+ \) populations from Boltzmann equilibrium in the same manner as dissociative recombination of electrons with \( \text{NaXe}^* \). However, as discussed in Sec. III, the experimental lower excited state population data seem to show that departures from the Boltzmann plot are small. The contribution of this process to the energy balance is evaluated in Appendix B.

D. Electrons

At the typical ionization fraction of interest to us, i.e., \( n_i / [ \text{Xe} ] \sim 10^{-4} \), energy exchange by electron-electron collisions is much more rapid than energy loss by recoil of \( \text{Xe} \). Inelastic and superelastic collisions with \( \text{Na}^* \) are largely in balance so that the net energy transfer rate between electrons and \( \text{Na}^* \) is much smaller than between free electrons. Therefore, the electron energy distribution is expected to be very nearly Maxwellian at a temperature \( T_e \). The range of validity of this assumption for the higher excited state densities is being investigated separately.\(^{17}\)

E. Collision rate coefficients

The simplified model used considers the states shown in Fig. 1, plus \( \text{Xe}^* \), \( \text{Xe}^- \), and \( \text{Xe}^+ \). In addition to \( \text{Na} \) \(( X) \), \( \text{Na} \) \(( 4) \), \( \text{Na}^+ \), \( \text{NaXe}^* \), and \( \text{Na}^+ \) \(( 4) \), hydrogenic levels of \( \text{Na} \) from \( n = 4-15 \) and the \( 3s, 3p, 4s, 3d, \) and \( 4p \) levels of \( \text{Na} \) are included. Electron collision rate coefficients between \( n = 4 \) and \( n = 15 \) levels and for ionization of these levels are calculated from the hydrogenic cross sections of Johnson,\(^{18}\) by integrating over the assumed Maxwellian energy distribution. Additional details for these and other rate coefficients are given in Appendix A. Calculations by Moores et al.\(^{19}\) are used for cross sections within the five lower \( \text{Na} \) levels, and scaling and detailed balance arguments are used for rate coefficients between the five lower \( \text{Na} \) and the \( n = 4-15 \) levels, as described in Appendix A. In order to account for the \( n > 15 \) levels that are neglected, we give the \( n = 15 \) level an ionization rate coefficient equal to about one-third the rate for the \( n = 15 \) to \( n = 16 \) step. This is about \( 20 \times \) the direct ionization rate coefficient and is close to the effective multi-step ionization rate coefficient.\(^{20}\) The \( n = 14 \) ionization rate coefficient is interpolated between this and the \( n = 13 \) value. Since the electron energy distribution is Maxwellian, all \( i \rightarrow j \) rate coefficients \( k_{ij} \) are related by the thermodynamic ratio \( k_{ij} / k_{ij} = (g_j / g_i) \exp \left( (E_j - E_i)/k T \right) \). The thermodynamic (Saha) equilibrium condition is also used to rotate ionization and inverse ionization rate coefficients. This condition is usually written as

\[
\frac{n_i}{g_i} \frac{[\text{Na}^+]}{[\text{Na}(n)]} = \frac{2\pi m k T_e^{1/2}}{h^3} \times \exp \left( -E_i(n)/k T \right) ,
\]

where \( E_i(n) \) is the ionization potential of the \( n \)th level. The statistical weights are \( g_i = 2 \) for the electrons and \( g_i = 1 \) for \( \text{Na}^+ \). The \( g_i \) vary from 2 for the \( 3s \) level to \( 2n^2 \) for the hydrogenic levels.

The only heavy particle collision rates entering the rate equations are those for \( \text{Na} \) \(( X) \) and \( \text{Na} \) \(( 4) \) association and dissociation\(^{11}\) [as noted above, the \( \text{NaXe}(4) / \text{Na}(3p) \) ratio is assumed in equilibrium], i.e.,

\[
\text{Na}(3s) + \text{Na} + \text{Xe} = \text{Na}_2(4) + \text{Xe} + 0.5 \text{eV},
\]

and

\[
\text{Na}(3p) + \text{Na} + \text{Xe} = \text{Na}_2(4') + \text{Xe} + 1 \text{eV},
\]

and for the ion molecule processes,

\[
\text{Na}^+ + 2\text{Xe} = \text{NaXe}^+ + \text{Xe} + 0.3 \text{eV},
\]

\[
\text{NaXe}^+ + \text{Na} + \text{Xe} = \text{Na}_2 + \text{Xe} + 0.7 \text{eV}.
\]

We assume that all molecules are in an equilibrated vibrational and rotational distribution at \( T \), and the ratio of forward to backward rate coefficients is given by equilibrium relations at the gas temperature \( T \); these rate coefficients are given in Appendix A.

One of the most important processes controlling the behavior of these discharges, in which most of the ions are molecular and \( T < T_e \), is dissociative recombination of electrons with the molecular ions. Dissociative recombination is generally described\(^{11}\) in terms of a curve crossing of the dissociative diatomic state \( ( \text{AB}^+ ) \) with the molecular ion state \( ( \text{AB}^- ) \). In homonuclear diatomics such crossings always occur because symmetry considerations lead to a repulsive as well as an attractive molecular-ion state; thus some of the Rydberg-like \( A \) \(^{2} \) states will parallel this repulsive state and cross the (attractive) \( A \) \(^{1} \) state. This situation applies to \( \text{Na} \) \(^{+} \) dissociative recombination, so that we expect it to have the typical large rate coefficient observed for the heavier inert gas diatomics,\(^{22}\) e.g., \( 2 \times 10^{-7} (0.026/T)^{1/2} \text{ cm}^3/\text{sec} \). For \( \text{NaXe}^+ \), on the other hand, only one attractive state occurs and the Rydberg-like \( \text{NaXe}^+ \) states will not cross this ion state. The rate coefficient for \( \text{NaXe}^+ \) dissociative recombination is thereby expected\(^{13}\) to be much smaller than the \( \text{Na} \) \(^{+} \) value. Including \( \text{NaXe}^+ \) clusters does not modify this conclusion. For the same reasons, associative ionization to form \( \text{NaXe}^+ \) is assumed not to occur. Consequently, we have taken \( \alpha(\text{NaXe}^+) = 0 \) in most of the calculations. Unless the rate coefficient for \( \text{Na}^+ + \text{Na} + \text{Xe} = \text{Na}_2^+ + \text{Xe} \) were usually
large, e.g., $10^{-28}$ cm$^3$/sec$^{-1}$, the Na$^+_2$ is formed predominantly from NaXe$^+$ through the NaXe$^+$ + Na$\rightarrow$Na$^+_2$ + Xe ion exchange process. Due to the low Na density, this process is usually the rate-limiting step that determines the electron-ion loss rate in the discharge. For this ion exchange rate coefficient $k_n$ we use a Langevin rate coefficient, and believe that this should be fairly accurate. However, the final Na$^*$ product state of the Na$^+_2$ dissociative recombination must be estimated by fitting the model to the experiments.

The curve-crossing model predicts that the final state products of Na$^+_2$ dissociative recombination

$$[\text{Na}^+_2 + e \rightarrow \text{Na}(n_F) + \text{Na}]$$

will be an atomic state bound by about 2.3 eV, which is the vertical dissociation energy of Na$^+_2$. This would apply to Na$^+_2$ in the ground vibrational state, whereas the same model would predict that an excited vibrational state would dissociate to less strongly bound Na$^*$ states. Thus, we expect a distribution of final states labeled by principal quantum numbers $n_F$, with the mean values of $n_F$ increasing with Na$^+_2$ vibrational temperature. For convenience we often use a single $n_F$, representing the effective value of this distribution.

 Destruction of excited Na in collision with Na, by associative ionization to form Na$^+_2 + e$, occurs with a typical gas kinetic rate coefficient. Due to the low Na density, it is negligible compared to multistep ionization by electrons. Similarly, ion pair formation (Na$^+$ + Na$\rightarrow$Na$^*$ + Na$^+$) is negligible.

We expect excitation and deexcitation of the highly excited Na states in collisions with Xe atoms to be slower than electron excitation and deexcitation, since these Rydberg-like NaXe$^*$ potentials should be approximately parallel to the single NaXe$^+$ potential and do not provide the necessary curve crossings. Even in the case of the homonuclear system of H$^*$ collisions with H atoms, theory shows that the electron collisions dominate for $[e]/[H] > 10^{-5}$. We have tested for the influence on excited-state densities of an $n = 5\rightarrow4$ quenching rate coefficient of $3 \times 10^7$/sec$^{-1}$, the maximum rate that appears feasible in the absence of long-range curve crossings. This had a small effect for typical discharge conditions, but the cumulative effect of quenching many states was not evaluated.

The model described above is the basis for formulating a set of differential equations which describes the various processes occurring in the discharge and the time evolution of the species' densities and level populations. The rate equations are Stiff differential equations and are solved numerically using a Gear package.

III. RESULTS

The efficiency and pulse energy of lasers based on the discharges discussed in this paper are greater if they can...
operate during the relatively long steady-state portion of the discharge. This is due to the energy initially required to ionize a major fraction of the Na atoms. The data in Ref. 3, to which we will compare, also represent steady-state conditions. Consequently, we will concentrate here on the calculated steady-state densities of the 17 Na states in the model, and of the ion and electron densities. The calculations were made for fixed electron temperatures. As expected, there is an exponential buildup of \( n_e \) from the assumed starting electron density of \( 10^{17} \text{ cm}^{-3} \), an increasing rate of ionization as \( n_e \) increases, and once \( n_e \) exceeds about \( 10^{14} \text{ cm}^{-3} \), there is convergence to the steady-state conditions within a few nanoseconds. In cases where the neutral Na density is severely depleted at steady state, the excited-state densities are larger during the rapid ionization transient than for steady-state conditions.

The excited state and ion densities in the steady-state positive column depend on \( T_e, n_e, \) and the effective dissociative recombination rate per Na' ion. The latter rate depends on the \([\text{NaXe}']/[\text{Na}^+]\) ratio, which is assumed in equilibrium at the gas temperature. Since \( \text{NaXe}^+ \) is formed by \( \text{NaXe}^- + \text{Na}^- + Xe \), with rate coefficient \( k_{\text{vib}} \), the effective Na' dissociative recombination rate per Na' is proportional to \( k_{\text{vib}} [\text{NaXe}] \). The actual ratio \([\text{NaXe}']/[\text{Na}^+] = K_{\text{vib}} [\text{Xe}] \) is ~0.5 at the \([\text{Xe}] < 4.5 \times 10^{19} \) considered in Ref. 3(a), and as a result the effective dissociative recombination rate is too small to significantly perturb the \([\text{Na}^+]\) and \([\text{Na}']\) densities, i.e., these densities relative to \([\text{Na}]\) are very close to the Saha ratios at \( T_e \), in agreement with the Na-Xe discharge data in Ref. 3(a). The laser gain which results from this limit is considered in Sec. V.

In contrast to the Na-Xe case, the Ti-Xe discharge data of Ref. 3(b) does not fit the Saha relation for the higher \( n_e \). This implies a more rapid dissociative recombination and thus larger values of \( K_{\text{vib}} [\text{Xe}] \) and/or a much lower energy for the atomic level resulting from dissociative recombination. In order to investigate this type of behavior, we have used all other cross sections as appropriate to Na and Xe, but increased \( K_{\text{vib}} \) by a factor of 10–20, corresponding to 0.45 eV rather than 0.30 eV of molecular ion binding, i.e., \([\text{NaXe}'] \approx n_e \). We have then systematically varied \( T_e, n_e, \) and \( k_{\text{vib}} \). We will illustrate the effect of these parameters, and of including \( \text{NaXe}^- \) dissociative recombination in the examples shown in Figs. 3 and 4. The effects of variations in the stimulated emission rate caused by external radiation are shown in Fig. 5 for the case of \( n_e = 3p \). The calculated values of extracted power densities and laser amplifier efficiency for the \( n_e = 6 \) (Saha) case and for \( n_e = 3p \) are shown in Fig. 6. Detailed discussions of these results are presented in the Secs. IIIA and IIIB.

**A. Excited state densities**

In Figs. 3–5 we show results of our calculations in the form of plots of the log of \([\text{Na}^+]/[\text{Na}]\) versus excitation energy. We use \( 2I + 1 \) for the statistical weight, neglecting the alkali spin, since the actual ground state Na density then appears on the abscissa. An excited state distribution at the electron temperature (Saha condition) would appear as a straight line in Figs. 3–5. In all the cases in Figs. 3 and 4 the electron densities are high enough so that Na radiative rates are much slower than electron collisional rates and the
[Na(l)/g,] for the lower energy states do nearly fit a straight line at the electron temperature. However, above the terminal Na* state of recombination n, the population distribution frequently falls below such a straight line. In this region of excited state energies, electron collisions are exciting Na* up a ladder of increasing n and then ionizing the higher n levels. The resulting Na* forms NaXe* and Na*, which then dissociatively recombine to Na(n + 1) + Na(3s) to complete the cycle (see Fig. 1). Thus, competition between excitation and ionization by electrons and recombination on Na* results in population ratios [Na(n + 1)]/ [Na(n)] for n > n, whose average behavior is characterized by an excitation temperature between T, and T. Using predicted scaling based on the Bates' approximation, we find that at n = 6, the [Na]/[Xe] > 10^4 for the n, = 6, T, = 0.3-0.5-eV case, this excitation temperature approaches T,. at much lower n,/[Na]/[Xe] it should approach T. In a gas discharge near equilibrium, such as a high-pressure arc with T = T, inverse ionization of Na* and dissociative recombination of Na, would be balanced by the processes of Na excited-state ionization and Na* + Na associative ionization. However, in the present discharges in cold gas, the Na* density builds up so that additional dissociative recombination occurs and drives the net ionization below the Saha value appropriate to T,.

In Fig. 3 we show the effect of varying k, and n, at a fixed T, = 0.38-eV. The values [Na] = 6.3 x 10^10 cm^-3 and [Xe] = 4.5 x 10^10 cm^-3 are used for the four lower curves in Fig. 3; these values are representative of the densities used in the experiments of Refs. 3(a) and 3(b). In the lowest (+) curve, n, = 6 and k, = 1 x 10^-9 cm^-3 s^-1; the n, value is indicated by an arrow. Note that the densities follow a T, = 0.38-eV straight line for n < 6 and dip slightly below this for n > n,. In the next higher case, k, is increased to 2 x 10^-10 cm^-3 s^-1. The dip below a T, = 0.38-eV line for n > 6 is more pronounced than in the first case because of the faster rate of Na* formation and dissociative recombination. The effect of changing n, can be seen as follows. The dashed line results from distributing the dissociative recombination equally between n, = 3d, 4p, 4, 5, and 6 states, with k, = 1 x 10^-9 cm^-3 s^-1. Note that the increased difficulty of laddering upward from these levels has caused a major drop in n, and the density of high n states. In the (0) case, k, = 1 x 10^-9 cm^-3 s^-1 and n, = 4s is still more strongly caused, n, and the densities of states with high n to drop still further.

To indicate density dependences, the top (+) curve in Fig. 3 again has n, = 6 and k, = 1 x 10^-9 cm^-3 s^-1 as for the lowest (+) curve, but both [Na], and [Xe] have been increased by about a factor of 6. These two n, = 6 cases dip below the Saha (straight) line by about the same amount, indicating that there the density dependence is relatively minor (at constant [Na]_o/[Xe]). This is due to a balance between the effective recombination rate (proportional to [Xe]) and the effective ionization rate (roughly proportional to n, which varies as [Na]_o).

The Na* dissociative recombination rate coefficient k, is varied slightly in the different cases in Fig. 3, but the consequences are minor since the NaXe* → Na* ion-exchange is the primary recombination rate limiting step. The value k, = 2 x 10^-9 cm^-3 s^-1 was used for the cross and plus cases in Fig. 3, k, = 1 x 10^-9 cm^-3 s^-1 for the open circle case, k, = 5 x 10^-10 cm^-3 s^-1 for the solid circle case, and k, = 2 x 10^-10 cm^-3 s^-1 for each state from 3d to 6 for the dashed-line case.

In Fig. 4 we show T, dependence, for [Na] = 3 x 10^-10 cm^-3 and [Xe] = 2.7 x 10^-10 cm^-3 as would be appropriate for excimer laser. We have used n, = 3p examples to illustrate departures from the Boltzmann equilibrium for higher T, i.e., for n, > 3d the densities would satisfy a Boltzmann equilibrium at all n in the T, = 0.52-eV case. In the n, = 3p, T, = 0.52-eV case (open circles in Fig. 4), the Na* densities fall about a decade below the Saha limit at high n, while in the T, = 0.43-eV case they drop below five decades below this limit. This abrupt change from near Saha equilibrium to severely depleted [Na*] occurs for any n, for higher n, the critical T, is lower. The abruptness of this change is due to strong positive feedback: an increase in the laddering-ionization rate coefficient with T, raises n, which further enhances the ionization rate. In the final example in Fig. 4 (3), we have added rapid NaXe* dissociative recombination to show the major effect this has. Since in this case the recombination does not proceed via the relatively slow NaXe* + Na → Na* + Xe process, it very effectively depresses n, and the [Na*] at high n values.

The relative Na* densities for n = 12-15 in our model are normally (for n, > 10^15 cm^-3) determined by T, since the n = n + 1 collisional mixing rates increase rapidly with increasing n, and greatly exceed the dissociative recombination flux for n > 10. Thus all states above n = 12 closely follow a T, slope. From the Saha condition, which must hold for the very high n, we have from Eq. (1)

\[
[Na^+/g^*] \approx (2\pi mkT/h^2)^{-3/2}[Na^+/g^*]_n/2g^*,
\]

where [Na^+/g^*]_n is the n → \infty limit of [Na(n)]/g, and g^* = 1 is the Na* statistical weight. Thus, the calculated n, and [Na*] should yield a [Na^+/g^*]_n from Eq. (2) that is consistent with the n = 12-15 values of [Na(n)]/g, using Eq. (2). We have calculated the [Na^+/g^*]_n points at the Na ionization limit in Figs. 3 and 4, and it can be seen that these fit an extrapolation of the n = 10-15 densities.

One can also use the experimental n, from Refs. 3 a and calculated [Na*]/n, value to obtain an experimental value of [Na^+/g^*]_n from Eq. (1). For the [Na] = 6.3 x 10^10 cm^-3 and [Xe] = 4.5 x 10^10 cm^-3 case, the ratio [NaXe]/[Na] is expected to be near the equilibrium value of K, = 0.4 and [Na*] < n, so that [Na*] + [NaXe*] + [Na*] = n, yields [Na*] = n, /1.4. Using this relation in Eq. (2) with the experimental n, yields an experimental point at the Na ionization limit. (The n, are calculated in Refs. 3 from measured current densities and E/N values and calculated electron mobilities.)

For the data in Fig. 5 of Ref. 3(a), n, = 2 x 10^15 cm^-3 and 3.5 x 10^14 cm^-3, respectively, for the 0.38 and 0.33-eV cases. The resulting ionization-limit points at 5.14 eV are ~4 x 10^14 cm^-3 for the T, = 0.38-eV case and ~2 x 10^8 cm^-3 for the 0.33-eV case, i.e., the 0.38-eV point falls slightly below the extrapolation of the 0.38-eV Saha line.
in the figure of Ref. 3(a), while the 0.33-eV point falls about a factor of 4 below the 0.33-eV Saha line.

In the Tl case, we do not have even an estimate of $K_{a_i}$ for TIXe', although the rapid decrease in $[Tl*]/g*$ above 4.5 eV in Fig. 8 of Ref. 3(b) suggests that $K_{a_i}$ is much larger than for NaXe' and the effective energies of the $[Tl*]$ states are near 4.5 eV. Since $n_{l}$ is an upper limit for $[Tl]$, one can still obtain an upper limit to $[Tl*]/g*$ using $[Tl] = n_{l}$ and the experimental $n_{l}$ in Eq. (2). This has been done in Fig. 8 of Ref. 3(b), where it can be seen that it confirms the existence of a major falloff of the high $n$ densities relative to the Saha condition. These Tl data bear considerable resemblance to some of the calculated curves in Figs. 3 and 4.

**B. Stimulated emission and efficiency**

For metal-excimer laser operation, one would like to obtain a large population in the first excited state, corresponding to a high excitation temperature, i.e., $T_{e} > 0.5$ eV for the Na case. If the higher levels are also at $T_{e}$, however, most of the neutral metal atoms will be ionized. One solution to this problem is to increase $[Na]_{0}$, then the Saha relation [Eq. (2)] forces the ionization balance toward a smaller fractional ionization. The medium gain in the Saha limit is considered in Sec. V. Another possible solution occurs if the high $n$ levels are depressed, relative to Boltzmann equilibrium at $T_{e}$, by dissociative recombination, as in some cases in Figs. 3 and 4. In order to explore this latter possibility in detail we have included stimulated emission in the model. We continue to use a $K_{a_i}$ of $\sim 10$ times the value for NaXe' in order to represent systems in which dissociative recombination can drive the high Na* and $n_{l}$ below the Boltzmann equilibrium values. The expected $n_{l}$ are of course unknown, but states bound by up to 2.5 eV are expected in the Na case and the following results are not very sensitive to the choice of $n_{l} = 3p$ (bound by 3 eV and 4s (bound by 2 eV). Thus we use $n_{l} = 3p$ in the following illustrative example.

In the two-temperature model with weakly bound excimers, the ratio of excimer band stimulated emission cross section $\sigma_{l} = g_{l} [Na(3p)]/g_{l} [Na(3s)]$ to absorption cross section $\sigma_{a} = k_{l} [Na(3s)]$ is given by $(1/3) \exp \left[ b(v_{0} - v)/k T_{e} \right]$, where $v_{0}$ is the atomic transition frequency. The open circle case of Fig. 5 involves high laser powers, where the absorption and stimulated emission rates are almost equal. For this condition, $[Na(3s)]/[Na(3p)]$ is driven to the above ratio, which corresponds to an Na(3p) excitation temperature of $T_{l} = (v_{0} - v)/v_{0}$. For 700 cm$^{-1}$ and $T = 750$ K the quantity $T_{l} = (v_{0} - v)/v_{0}$ is $\sim 0.40$ eV. We use $T_{e} = 0.52$ eV in the examples to be given, so the laser-induced transition between 3s and 3p drives the $[Na(3p)]/[Na(3s)]$ population temperature from 0.52 eV toward 0.4 eV, thereby extracting power from the medium. This transition in the population ratio occurs when the stimulated emission rate equals or exceeds the electron quenching rate for Na(3p) atoms. One can thus estimate the maximum power available for extraction as being equal to that going into 3p quenching by electrons; the following calculations confirm this expected behavior.

We have calculated excited state densities and excimer-band stimulated and absorbed power densities as a function of incident flux $I$ for a 700 nm wavelength, $T_{e} = 0.52$ eV, and $[Xe] = 2.7 \times 10^{20}$ cm$^{-3}$ using gain and absorption coefficient $g_{l} [Xe] [Na(3p)] = 5 \times 10^{-38}$ cm$^{3}$ and $k_{l} [Xe][Na(3s)] = 7.5 \times 10^{-40}$ cm$^{3}$ from Ref. 7 for $T = 750$ K. For $[Na]_{0} = 2.7 \times 10^{17}$ cm$^{-3}$, the resulting Na* population distributions are given in Fig. 5 while the output powers and efficiencies are given as a function of incident radiation power by the solid curves in Fig. 6. This incident power would be intercavity power in a self-oscillator. The sharp peaks in the stimulated power and the abrupt increases in efficiency in the $n_{l} = 3p$ cases of Fig. 6 are due to a sudden drop in $n_{l}$ by about an order of magnitude, as seen in Fig. 5. This occurs because the $[Na(3p)]/[Na(3s)]$ ratio is lowered by the laser power. Since ionization occurs by multistep excitation from Na(3p), $n_{l}$ is therefore forced to decrease, and this also makes the multistep ionization less rapid, which further decreases $n_{l}$. At fixed $T_{e}$, the discharge can thus undergo a type of phase transition from highly ionized Na and large $n_{l}$ to slightly ionized Na and low $n_{l}$. In the $[Na]_{0} = 3.5 \times 10^{16}$ cm$^{-3}$ case, also shown in Fig. 6, this transition to low $n_{l}$ occurs at a lower incident radiation field. Thus far, our models have examined this effect only at a fixed $T_{e}$, corresponding approximately to a fixed discharge voltage. If the power supply had an internal impedance comparable to or greater than the discharge impedance, the discharge voltage would rise, causing an increase in $T_{e}$, and tending to maintain $n_{l}$ near a constant value. The net gain, extracted power, and efficiency should then be larger than indicated in Fig. 6. The maximum net gain coefficient in Fig. 6 is $K_{a} = 0.03$ cm$^{-1}$ with $g_{l} = 0.05$ cm$^{-1}$ for $[Na]_{0} = 2.7 \times 10^{17}$ cm$^{-1}$. It is important to note that each excimer emission event transfers a fraction $(v_{0} - v)/v_{0} \approx 0.19$ of the photon energy into gas heating, whereas an absorption event causes an equal amount of gas cooling. Therefore, the efficiency is not very sensitive to the amount of net stimulated emission in the excimer band.

For comparison, we have also indicated in Fig. 6 (short- and long-dashed curves) the stimulated power that would be extracted if $n_{l} = 6$, still with the larger $K_{a_i}$. In this case, $n_{l}$ and all $[Na*]$ are very near the Saha values. These stimulated powers rise smoothly with increasing incident flux as $n_{l}$ is nearly constant. At low fluxes, net gains are approximately 0.015 and 0.006 cm$^{-1}$ for $[Na]_{0}$ values of $3.5 \times 10^{16}$ and $2.7 \times 10^{17}$ cm$^{-3}$. At high incident fluxes the calculated discharge efficiency approaches about 60%, with the energy lost primarily by thermalization of the $X$ and $A$ states of NaXe following stimulated emission and by electron excitation of molecular ions (see Appendix B).

The maximum efficiency for extracted power in the $n_{l} = 3p$ cases of Fig. 6 also $\sim 60\%$, with 19% going into gas heating during rethermalization of the NaXe molecules and with the remaining $\sim 20\%$ going primarily into dissociative recombination of electrons and Na$^{+}$ ions. This large efficiency is the result of the large rates of Na(3p) deexcitation collisions and of the consequent large rate of saturated stimulated emission compared to the effective rate of ionization for Na(3p) atoms. The maximum extracted power at $\sim 350$ MW/cm$^{2}$ incident laser flux is $\sim 10$ MW/cm$^{2}$ or $10^{3}$ J/1 in a 0.1-μsec pulse. (The pulse length is limited to $-0.1$ μsec by
radiative losses are still negligible when the discharge is in thermal equilibrium with the respective atomic states, the molecular states of the excimer transition are maintained in emission and stimulated emission and absorption via the excimer. Electron energy loss and gain in excitation and deexcitation collisions with metal atoms. Other energy loss processes considered but rejected as too small to be of importance in Eq. (3) were (a) collisions between two excited atoms; (b) inverse ionization and collisional excitation of the dominant molecular ion NaXe* from vibrational-rotational level i to level j. Note that the first, third, and fourth terms on the right-hand side of Eq. (3) replace the large number of terms representing the electron energy loss and gain in excitation and deexcitation collisions with metal atoms.

The radiative loss term in Eq. (3) includes spontaneous emission and stimulated emission and absorption via the excimer band. Since we have assumed that the upper and lower molecular states of the excimer are in thermal equilibrium with the respective atomic states, the energy supplied by the electrons per excimer photon emitted is equal to the excitation energy of the atomic resonance state. Experiments and our calculations show that the contribution of spontaneous radiation for wavelengths between 1314 and 800 nm is only a few percent of the discharge power, and we believe that radiative losses are still negligible when shorter and longer wavelengths are included. As noted in Sec. III B, for Na the net gas heating is 19% of the optical energy extracted at 700 nm.

The frequency \( \nu_{\text{r}} \) as in Eq. (3) for energy exchange collisions in Eq. (3) is roughly equal to \((2m/M)(\sigma_{\text{r}} \nu_{\text{r}}) [\text{Xe}]\) for electron temperatures of interest in this paper, i.e., the electrons lose energy by elastic recoil of the Xe atoms. Here, \( m \) and \( M \) are the electron and Xe atom masses and \((\sigma_{\text{r}} \nu_{\text{r}}) [\text{Xe}]\) is the average frequency of momentum transfer collisions \( \Lambda \) electrons with Xe atoms. Using the cross-section data from Ref. 27, we obtain a normalized energy exchange collision frequency \( \nu_{\text{r}}/[\text{Xe}] = 1.5 \times 10^{-15}(T_e) \) cm\(^3\) s\(^{-1}\) for \( T_e \) between 0.3 and 1 eV. We then find that for the experimental data of Ref. 3(a), the energy lost by elastic recoil is about 10% of the experimental power input of about 16 kW/cm\(^2\).

Since the Na*\(^+\) dissociative recombination rate is limited by the ion exchange rate \( k_{\text{ex}} \), the contribution of dissociative recombination to the energy balance can be estimated as \( k_{\text{ex}} [\text{Na}][\text{NaXe}^*] \Delta E \), where the energy loss per recombination is \( \Delta E = 3kT_e/2 + \epsilon_R \), i.e.,

\[
\alpha_{\text{DR}} n_e [\text{Na}^+] = k_{\text{ex}} [\text{Na}][\text{NaXe}^*].
\]

Using a mean value of \( \sim 1 \) eV for \( \epsilon_R \), \( [\text{NaXe}^*] = n_e K_{\text{ex}}[\text{Xe}]/(1 + K_{\text{ex}}[\text{Xe}]), \) and \( k_{\text{ex}} = 10^{-9} \) cm\(^3\) s\(^{-1}\) yields recombination energy losses which are typically about 4% of the experimental energy input for the 0.38 eV data of Ref. 3(a). [In the limit of \( K_{\text{ex}}[\text{Xe}] \approx 1 \), where \( K_{\text{ex}} \) refers to TiXe, the recombination energy loss is about 20% of the total energy input for the Ti-Xe discharge data of Ref. 3(b).] If NaXe* dissociative recombination to a high \( n_r \) (e.g., 8) is added, the energy loss via dissociative recombination is increased by a large factor without significantly changing \( n_e \) or the measured Na* values. Thus, adding NaXe* dissociative recombination at high \( n_r \), typically with a rate coefficient \( \alpha_{\text{DR}} \) of about half the Na* value, is one way to explain the measured powers. However, as indicated in Sec. II, theoretical arguments predict \( \alpha_{\text{DR}} \) of NaXe* to be much smaller and this contribution is negligible. (This also applies to Ti-Xe and to any metal whose ionization energy is less than the Xe excitation potential.)

Based on arguments in Appendix B, rotational and vibrational excitation of the dominant molecular ion NaXe* appears to be a small (~2%) but not negligible energy drain. Other energy loss processes considered but rejected as too small to be of importance in Eq. (3) were (a) collisions between two excited atoms; (b) inverse ionization and collisional deexcitation down the NaXe molecular excited state ladder to the NaXe(A 2\Sigma \) state followed by dissociation and then by electron induced excitation and ionization up the atomic excited state ladder; (c) quenching of Na* states due to Xe collisions with a rate coefficient of about \( 10^{-10} \) cm\(^3\) s\(^{-1}\); (d) dissociation of molecules by electron impact; and (e) free-free radiation, which has been calculated and also could be detected at wavelengths below 1 \( \mu \)m if it were large enough to yield a significant energy loss. We therefore calculate a total energy loss rate for the \( T_e = 0.38 \) eV case of Ref. 3(a) of less than 25% of the measured power input. A similar discrepancy is found for the \( T_e = 0.33 \) eV case. Oth-
er processes considered in Appendix B that could make major contributions to the energy balance are Eqs. (B6)-(B9) and possible molecular impurities. However, the rate coefficients for Eqs. (B6)-(B9) are unknown and the impurity densities are expected to be small, so that these contributions are highly uncertain.

An alternative means of examining the energy balance is to derive an expression for the electric field versus current density, or more commonly, the volt-ampere curve for the discharge. We first note that the current density is given by the relation \( J = n e \mu_e N (E / N) \).

\[ J = e n \mu_e N (E / N), \]  

(5)

where \( \mu_e, N \) is the electron mobility normalized to unit density. When Eqs. (4) and (5) are substituted in Eq. (3), with radiation neglected, one obtains the equation

\[ e \mu_e N (E / N) \]

\[ = (e_r + \frac{3}{2} k T_e / 2) n_e \left[ N \right] / N + (\nu_e / N) \]

\[ \times k (T_e - T) + \left( e_r + \frac{3}{2} k T_e / 2 \right) \alpha_{\text{DR}} + \sum e_{ji} k_j \]

\[ \times (J / N) \left[ e \mu_e N (E / N) \right]. \]  

(6)

From Eq. (6) one sees that when the energy loss is due only to Na* dissociative recombination and Xe elastic recoil [first two terms on the right side of Eq. (6)], \( E / N \) depends on the discharge current density only through the rather slow changes in electron temperature with \( J \). Experimental measurements\(^1\) show that \( E / N \) increases much more rapidly with \( J \) than predicted from the temperature increase of these terms. When the last term in Eq. (6) dominates, the \( E / N \) varies approximately with \( (J / N)^{1/3} \). Approximate agreement in magnitude and \( J / N \) variation with the initial voltage-current data, before measurements of cathode fall, led us to the no-longer-tenable hypothesis\(^4\) that dissociative recombination of electrons with NaXe\(^+\) was the dominant energy loss mechanism in the experimental discharges. However, this now appears to be very unlikely as are other possible causes we have investigated, such as rotational and vibrational excitation of NaXe\(^+\). See Appendix B for an evaluation of these other energy losses.

V. GAIN COEFFICIENT IN THE SAHA-BOLTZMAN LIMIT

The primary objective of Sec. V is to explore the consequences of assuming that \([\text{Na}^+], n_s, [\text{Na}], \) and all \([\text{Na}^*]\) are in Saha-Boltzmann equilibrium ratios at temperature \( T_e \). As in Secs. I-IV, we assume that atomic translation and molecular vibration temperatures are at the gas temperature \( T \), so that gain in the excimer band results at a sufficient excited state density, as in the two-temperature model of Ref. 1. As suggested in Sec. III, a rapid improvement in laser gain with increasing \([\text{Na}]_0\) is predicted. In the Ti-Xe case, the data indicate that less ionization actually occurs, perhaps due to a larger binding of TiXe\(^+\) compared to NaXe\(^+\). A modification of this simple two-temperature model for this case will be discussed at the end of Sec. V.

As was found in the detailed model, we assume that \( \text{Na}^+ + 2\text{Xe} = \text{NaXe}^+ + \text{Xe} \) is in equilibrium at the gas temperature,

\[ \frac{[\text{NaXe}^+]}{[\text{Na}^+] \} = \frac{\text{Xe}K_{\text{e}}(T)}{K_{\text{e}}}, \]  

(7)

where we use \( K_{\text{e}}(T) = 6 \times 10^{-3} (T / 670 \text{ K})^{1/2} \exp(0.3 \text{ eV} / kT) \) cm\(^3\). From the calculations of Sec. III we find that \([\text{Na}^+] / [\text{Na}^+] \leq 1\), as expected due to slow formation and rapid depletion of \([	ext{Na}^+] \) at \( n_e > 10^{13} \) cm\(^3\). Thus, using Eq. (7),

\[ n = \text{[Na]} + [\text{NaXe}] + [\text{Na}^+] \]

\[ \approx [\text{Na}] [1 + \{\text{Xe}\}K_{\text{e}}(T)]. \]  

(8)

Combining Eqs. (1) and (8), we obtain

\[ n_e \approx 1 + \{\text{Xe}\}K_{\text{e}}(T) \]

\[ \times (2\pi m k T_e / h)^{3/2} \exp(-E_e / kT_e). \]  

(9)

If we take into account neutral depletor, i.e., \([\text{Na}(3s)] \]

\[ \approx [\text{Na}]_0 - n_e - [\text{Na}^+] \approx [\text{Na}]_0 - n_e \]

then the electron temperature is given approximately by the solution of the relation

\[ \exp(-E_e / kT_e). \]

(10)

Assuming equilibrium between the \([\text{Na}(3p)] \) and \([\text{Na}(3s)] \) densities at \( T_e \), we see that the \([\text{Na}(3p)] \) density can then be expressed as

![FIG. 7 Maximum net gain versus initial sodium density \([\text{Na}]_0\). The numbers in square brackets are the electron temperatures in eV and the numbers in parentheses are the ratios of \( n_e \) to \([\text{Na}]_0\).](https://example.com/figure7.png)
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Because of the corresponding discharge resistivity is 0.07 cm, the power dissipation would limit the discharge pulse length to about 100 nsec. Of course, this is just a statement of a universal problem: any device with an efficiency $\epsilon$ for laser power extraction and an allowable gas heating of $\Delta T$ will be limited to pulse energy densities of $c_p N A T$ and extracted energy densities of $\epsilon c_p N A T$, where $c_p$ is the specific heat and $N$ is the density of the gas.

The Ti doped-Xe experiment in Ref. 3(b) indicated that $[T^*]$ and the higher $[T^*]$ are below the Saha or equilibrium values at $T_e$ [see Ref. 3(b), Fig. 8]. According to our model this indicates that $K_{eq}^{[Xe]} > 1$ for TiXe. This reduction of $[T^*]$ below the Saha value by a factor $F < 1$ can be accounted for in Eqs. (1) and (7)–(11) by multiplying the right side of Eq. (1) by $F$. The quantity $(1 + K_{eq}^{[Xe]})$ in Eqs. (9), (10), and (12) is then multiplied by $F$. In Sec. III we tested for the effect of such an increase in $K_{eq}^{[Xe]}$ by increasing that for NaXe by a factor of 10–20. Some reduction in $F(1 + K_{eq}^{[Xe]}([Xe]))$ did occur, but the consequence in Eq. (12) was less than 50% reduction in the gain shown in Fig. 7. This is in part because increasing $K_{eq}^{[Xe]}$ increased the effective dissociative recombination rate and thereby decreased $F$. Thus the optimum gain appears to be almost independent of the size of $K_{eq}^{[Xe]}$, although the energy dissipated in the ionization-recombination loop is directly proportional to $K_{eq}^{[Xe]}$.

VI. CONCLUSIONS

We have modeled a very high power density electric discharge in a nonequilibrated vapor consisting of low ionization-potentials atoms (Na or Ti) doped into a high ionization-potential atomic gas (Xe). It was necessary to include a large number of excited-state species, plus several ion and molecular species. At the lower $T_e$ considered, the principal mechanism controlling the discharge impedance is multistep ionization from a state of principal quantum number $n_2$, followed by molecular ion formation and dissociative recombination back to $n_1$. Comparison to Ti excited-state densities in a Ti-doped Xe discharge indicates that $n_2$ values as low as 3 occur for this case. In the Na-Xe discharge case it is not possible to infer $n_2$ because the small $K_{eq}^{[Na]}$ causes relatively small departures from Saha densities at $T_e$. In the Na case the measured discharge power typically exceeds that in the model by a factor of 4. Electron-Xe elastic recoil, Na$^+$ dissociative recombination, radiation, quenching of excited Na and NaXe states, and rotational and vibrational excitation of NaXe were considered. As yet we have no explanation for this extra power dissipation.

At the $T_e > 0.5$ eV appropriate for NaXe excimer laser operation, the densities of $n_1$ and all Na states are very nearly in Saha equilibrium at $T_e$, regardless of $n_2$. Reasonable gain coefficients and efficiencies can be obtained at high $[Na]_0$. Under these circumstances, e.g., for $[Na]_0 = 2.7 \times 10^{17}$ cm$^{-3}$ and $[Xe] = 2.7 \times 10^{20}$ cm$^{-3}$ a maximum gain of 0.03 cm$^{-1}$ and delivered power of 10 MW/cm$^2$ at an incident radiative flux of 350 MW/cm$^2$ and an electron density of $10^{17}$ cm$^{-3}$. A 10

FIG. 8 Deexcitation and inverse ionization rate coefficients used for various states of Na for $T_e = 0.38$ eV. Excited states above Na(4p) are replaced by hydrogenic equivalents. The sources of these values are discussed in Appendix B.

\[
\frac{[\text{Na}(3p)]}{3[\text{Na}]_0 - n_e} = \exp[-E(3p)/kT_e] = \exp(-E_e/kT_e)^{1.1 \text{eV} / 5.14 \text{eV}}. \quad (11)
\]

When Eq. (11) is substituted into the expression for the net gain, i.e., $G = \sigma_1 [\text{Na}(3p)] - \sigma_2 [\text{Na}(3s)]$, we obtain the relation

\[
G = \frac{[\text{Na}]_0(1 - \chi)}{\alpha} \left( \frac{B^{2\alpha}}{1 - \chi^2} \right) - \sigma_2. \quad (12)
\]

where $\chi = n_e/[\text{Na}]_0$. $B = 2[\text{Na}]_0^2/(2\pi mkT_e/h^2)^{1/2}$ $\times (1 + [Xe]K_{eq}^{[Xe]})^{-1/2}$, and $\alpha = 2.1 / 5.14 = 0.41$. Since $B$ varies slowly with $T_e$ most of the variation in gain with electron temperature has been absorbed into the variation with electron density. We therefore maximize the gain in Eq. (12) with respect to electron density at constant $B$ to obtain the maximum gain values shown in Fig. 7. Note that $n_2$ is a controllable experimental parameter determined primarily by the discharge current density. At high radiative fluxes the Na(3p) and Na(3s) densities are no longer in equilibrium and one must use a more detailed model, such as that of Sec. III.

Figure 7 indicates that very large gain coefficients might be achieved at higher Na densities than those investigated in Ref. 3 ($10^{15}$–$10^{16}$ cm$^{-3}$). However, two major problems with the higher density regime are the rapid gas heating and the low discharge impedance. Using the relations given in Sec. IV for the energy dissipation and the conditions given in Fig. 7 for an optical gain of 0.02 cm$^{-1}$, we calculate rates of rise of gas temperature of about 2000 K/µsec. The corresponding discharge resistivity is 0.07 Ω cm. Because of the unexplained excess energy losses in the experimental discharges discussed in Sec. IV, the actual rate of rise of gas temperature and the discharge impedance could be significantly larger than these values. Thus, while the gain and excitation temperature are very favorable at $n_e \approx [\text{Na}] \approx 10^{17}$ cm$^{-3}$, the power dissipation would limit the discharge pulse length to about 100 nsec. Of course, this is just a statement of a universal problem: any device with an efficiency $\epsilon$ for laser power extraction and an allowable gas heating of $\Delta T$ will be limited to pulse energy densities of $c_p N A T$ and extracted energy densities of $\epsilon c_p N A T$, where $c_p$ is the specific heat and $N$ is the density of the gas.
cm length of such a medium could readily yield a self-excited oscillator, although the power buildup e-folding time of ~1_nsec in this low-gain medium must be considered. This conclusion does not depend on an understanding of all the energy-loss mechanisms in the discharge, but the efficiency does. The calculated maximum efficiencies of ~60% are probably at least a factor of 3 too high, but as we have not identified the dominant energy-loss mechanism or its dependence on _n_ and _T_r_ we cannot reliably estimate the efficiency. The scaling of this gain and power output with [Na]_r_ and other parameters allows predictions of operating conditions for maximum gain to be made rather simply.

By considering the case of a large _K_wc_ value and dissociative recombination of Na* to product Na(3p) atoms, we have identified an interesting sort of phase transition in which _n_ decreases and [Na] increase by about an order of magnitude at a critical laser power. In addition to raising the discharge impedance, this lower _n_ condition would probably yield higher efficiency in a real case since experimental data indicate that the unknown energy-loss mechanism scales as a fairly high power of _n_. These results point to the desirability of finding a metal species _M_ with relatively strong _M_ Xe' binding for which the dimer ion dissociatively recombines into a strongly-bound excited atom and a ground state atom.
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**APPENDIX A: RATE COEFFICIENTS**

The superelastic electron Na collision rate coefficients in our model are given Fig. 8 for _T_r_ = 0.38 eV. Only the superelastic (deexcitation) rate coefficients are shown since they increase slowly with increasing _T_r_, typically by a factor of ~1.5 from _T_r_ = 0.3-0.6 eV, and the reverse (excitation) rate coefficients are related by detailed balance. The solid lines in Fig. 8 are rate coefficients from Ref. 18 for hydrogenic _n_→_f_ transitions; these have been used for transitions between the _n_ = 4-15 states. Dashed lines indicate _k_ (_n_→_f_) for a constant final state _f_. The rate coefficients for transitions between these _n_ = 4-15 states and the five Na states are indicated as solid circles and are connected by dashed lines corresponding to a common lower state. Note that the _k_ (_n_→_f_) summed over _f_ = 3d and 4p add up to the hydrogenic _k_ (_n_→_j_), and that the 3d and 4p states are energetically close to _n_ = 3. We have applied similar effective quantum number and statistical weight arguments to hydrogenic cross sections to obtain the _k_ (_n_→_f_) where _f_ = 3s, 3p, and 4s for _n_→3. Rate coefficients for the 3p→3s, 3d→3p, 3d→4s, and 4s→3p transitions (* points in Fig. 8) are most easily obtained by passing a typical deexcitation cross-section energy dependence through the calculated points of Ref. 19. The remaining _k_ (_n_→_f_) for the five Na levels (solid points in Fig. 8) are then obtained by connecting the * points to the hydrogenic _k_ (_n_→_n_*) points, as indicated by the dashed lines in Fig 8. The exceptions to this are the 4p→4s case, which is a large allowed cross-section, and the 4p→3p case, which is optically forbidden and taken much smaller. Note that the resulting pattern of rate coefficients is quite systematic, and that _k_ (3d→3p) inferred from Ref. 15 is consistent with the hydrogenic _k_ (3→2).

The rate coefficients _α_(n) for inverse ionization [e + Na*→ee + Na(n)] are plotted as open circles versus _n_ in Fig. 8 for _T_r_ = 0.38 eV. For _n_ = 4-13 these _α_(n) are from Ref. 18; they decrease by ~25% at _T_r_ = 0.52 eV. The assumed rate coefficients for _n_ = 4p, 3d, 4s, 3p, and 3s are also indicated in Fig. 8. The calculations of Sec. III show that the rates of excited atom ionization via this single step process are slow compared to the rates of ionization by the multistep processes, i.e., by ladder climbing.

The momentum transfer cross section for electrons in Xe used to calculate the electron mobility and the energy loss by elastic recoil are taken from analyses of electron transport data.\(^1\) Momentum transfer in electron collisions with Na is an insignificant energy-loss mechanism in the discharge. Such collisions lower the electron mobility by less than 10% for [Na]/[Xe] < 10^−3. Because of the Ramsauer minimum in the electron-Xe momentum transfer cross section,\(^2\) electron-positron ion collisions\(^3\) become important for _n_/[Xe] values greater than about 10^−4. Thus, for _n_/[Xe] = 10^+4 at _T_r_ = 0.4 eV, the mobility is reduced and the elastic recoil energy loss is increased by about 30% relative to the values in the absence of electron-ion collisions.

The Na* excited states are greatly simplified; we use an _A_ ' state that is an admixture of _A_ 'Σ_u+ + _a_ ^1Π_v in a 1 : 6 statistical ratio\(^4\) and neglect the other excited states. The rate coefficients for _e_ + Na(_A_ 'Σ_u+)→ee + Na(_X_ 'Σ) are taken equal to the _e_ + Na(3p)→ee + Na(3s) rate coefficient. The dissociation rate coefficients _e_ + Na(_X_ 'Σ)→2Na(3s) + _e_ and _e_ + Na(_A_ 'Σ)→Na(3s) + Na(3p) + _e_ are taken as 8.3 x 10^−8 and 1.6 x 10^−7 cm^3 sec^−1, respectively; the reverse processes are neglected. The first rate coefficient is obtained by scaling _H_ _X_ _X_ state data by _ΔE_ ^−2_, where _ΔE_ is the threshold dissociation energy; the second is a rough estimate.

The necessary electron-ion rate coefficients for dissociative recombination and rotational-vibrational heating have not been measured. Based on Refs. 15, 21, and 22 we have generally used _k_ = 2 x 10^10 (0.026/ _T_r_ ^2^) cm^3 sec^−1 for _e_ + Na*→Na*( _n_ _r_ ) + _e_ and _k_ = 0 for _e_ + NaXe'→Na*( _n_ _r_ ) + Xe. Any different rate coefficients are noted in the text. The rate coefficients for vibrational and rotational excitation of NaXe' by electrons are discussed in Appendix B.

All heavy particle collisions are assumed to be characterized by the gas temperature _T_. The most important heavy-particle rate coefficient is the ion exchange reaction NaXe' + _Na_ → _Na*_ + Xe +0.7 eV, for which we normally use about one-half the Landeigen rate coefficient\(^5\) for Na, i.e., 10^−9 cm^3 sec^−1. The factor of 1/2 accounts for the probability that Na' and Na interact in the attractive rather than the
repulsive Na\textsuperscript{+} state. The reverse reaction is assumed negligible due to the \(-0.7\text{ eV}\) exothermicity and rapid depletion of Na\textsuperscript{+} by dissociative recombination. The effects of possible vibration excitation of the Na\textsuperscript{+} are neglected since they are unknown. For the reactions Na\textsuperscript{+} + 2 Xe \rightarrow NaXe\textsuperscript{+} + Xe + 0.3 eV, we use \(3 \times 10^{11} \text{ cm}^2 \text{ sec}^{-1}\). For the reverse dissociation reaction we have used \(1.2 \times 10^{12} \text{ cm}^2 \text{ sec}^{-1}\) for the [Na\textsubscript{1}] = 6.3 \times 10^{14} \text{ cm}^{-1} (lower T) case and about one-half that value for the [Na\textsubscript{0}] = 3.5 \times 10^{16} \text{ cm}^{-1} (higher T) case. These dissociation rates yield \(K_{i\alpha}\) of \(\sim 10\) times the actual NaXe value. We use \(k_d = 2 \times 10^{14} \text{ cm}^2 \text{ sec}^{-1}\) and \(k_f = 10^{11} \text{ cm}^6 \text{ sec}^{-1}\) for 2Na(3s) + Xe\textsuperscript{+}Na\textsubscript{1},(X\textsuperscript{3}P) + Xe, and we use \(k_d = 3 \times 10^{14} \text{ cm}^2 \text{ sec}^{-1}\) and \(k_f = 10^{-20} \text{ cm}^6 \text{ sec}^{-1}\) for Na(3s) + Na\textsubscript{1}(3p) + Xe\textsuperscript{+}Na\textsubscript{1}(A\textsuperscript{3}P) + Xe. These rate coefficients are for \(T = 760 \text{ K}\). Since our calculations and the simple models\textsuperscript{20} show that the departure of [Na\textsuperscript{+}/Na\textsuperscript{+}] from the Saha equilibrium value is proportional to \(k_{i\alpha}\), an error in our value of \(K_{i\alpha}\) would require a corresponding change in the value of \(k_{i\alpha}\) derived from the experiment in Sec. III A. In view of the uncertainty in the binding energy and structure of NaXe\textsuperscript{+}, we estimate the uncertainty in our value of \(k_{i\alpha}\), and therefore of \(k_{i\alpha}\), to be a factor of 2.

The Xe metastable (Xe\textsuperscript{+}) quenching rate coefficient by electrons is not very important but is taken as \(1 \times 10^9 \text{ cm}^3 \text{ sec}^{-1}\). Penning ionization in Xe\textsuperscript{+} + Na and Xe\textsuperscript{+} + Xe\textsuperscript{+} collisions, \(Xe+e \rightarrow Xe\textsuperscript{+} + e\), and Xe\textsuperscript{+} + Ne quenching are included in the calculation, but as Xe\textsuperscript{+} is a minor constituent these are not significant processes.

A number of tests have been made of the effects of changes in the excited state model. For example, a model utilizing all Na excited states with energies up to that of the 8s level was used to show that the use of a hydrogenic model beginning at \(n = 4\) gives a good representation of the overall excited state population distribution. This test is most sensitive to states with ionization potentials greater than about the electron temperature, i.e., to states in the "bottleneck" region of collisional-radiative recombination theory.\textsuperscript{20} This calculation demonstrated that the principal net flow is from the state(s) produced by dissociative recombination to nearby states of large angular momentum and then via these nearly hydrogenic levels to Na\textsuperscript{+}. In a second test, made under the conditions of the upper curve for \(T_e = 0.52 \text{ eV}\) in Fig. 3, electron excitation and deexcitation rate coefficients for such processes lead to a positive volt-ampere characteristic, such as is observed experimentally. The contribution of Na\textsuperscript{+} dissociative recombination to the energy dissipation is discussed in Sec. IV. Two other processes for which we are able to make estimates are the excitation of rotation and vibrational levels of the NaXe\textsuperscript{+} molecule. Finally, we will make rough estimates of the effects of electron collisions which excite and deexcite the highly excited states of NaXe\textsuperscript{+} and of electron collisions which dissociate Na\textsuperscript{+}.

According to Boikova and Obeydkov,\textsuperscript{31} the cross section for rotational excitation of a polar molecule in the Coulomb-Born approximation is

\[
\frac{\alpha (J, J + 1)}{\pi a_0^2} = \frac{4 (J + 1) D^2 R_y}{3 (2J + 1)} \left( \frac{\Delta \varepsilon_j}{\varepsilon} \right) a_0 \left( \frac{\Delta \varepsilon}{2R_y}, \frac{\varepsilon}{\Delta \varepsilon} \right). \tag{B1}
\]

Here \(a_0\) is the Bohr radius, \(D\) is the dipole moment of the molecular ion in units of \(\alpha_0, R_y\) is the Rydberg,

\[
\Delta \varepsilon_j = (2J + 2) B_0\]

is the energy loss in the transition from the \(J\) to the \(J + 1\) rotational state, \(B_0\) is the rotational energy constant, and \(a_0\) is a function given by Galilits.\textsuperscript{32} For \(2 < \varepsilon/\Delta \varepsilon < 10^3\) and \(\Delta \varepsilon/\varepsilon + 0\), \(a_0\) can be approximated to better than 15% by

\[
a_0 = 2.65 (\Delta \varepsilon/\varepsilon)^{0.91}. \tag{B2}
\]

This is the same power law dependence on the electron energy as that used by Hake and Phelps\textsuperscript{33} to approximate the cross section for rotational excitation of a neutral dipole. Using their "continuous" approximation to rotational excitation and assuming a Maxwellian electron energy distribution, we find that the power loss per electron and ion is

\[
\frac{P_r}{n_e [\text{NaXe}^+]} = \frac{2.65}{4} \frac{\Gamma (15/8) \Gamma (5/4)}{\Gamma (3/2)} \left( \frac{kT_e}{kT_r} \right)^{1/4} \left( \frac{2B_0}{kT_r} \right)^{1/8} \left( \frac{2kT_e}{m} \right)^{1/2} \frac{\varepsilon}{R_y} \left( a_0 \frac{\Delta \varepsilon}{2R_y} \right). \tag{B3}
\]

Here the ratio of 2.65/4 is the ratio of the magnitudes of the high-energy approximation for electron excitation of rotational states of ionic and of neutral molecules with the same dipole moment and \(B_0\) value.

We will estimate the dipole moment of XeNa\textsuperscript{+} using theoretical calculations\textsuperscript{13} of the equilibrium internuclear separation of various rare-gas alkali ions and assume that the ionic charge is unity and is centered at the Na nucleus. The product of the distance from the center of mass and the unit charge gives \(D = 4.7 \alpha_0\). This model gives a rotational constant of \(B_0 = 0.10 \text{ cm}^{-1}\). Substitution of these values along with \(kT_e = 0.38 \text{ eV}, kT_r = 0.06 \text{ eV}\), and an upper limit of \(n_e = [\text{NaXe}^+] = 2 \times 10^{15} \text{ cm}^{-3}\) yields a value of \(P_r = 0.4 \text{ kW/cm}^3\). This value is only 2.5% of the measured power input.\textsuperscript{1}

Boikova and Obeydkov also give formulas for the cross section for the vibrational excitation by electrons of an ion in the harmonic oscillator and Coulomb-Born approximation. The cross section is

\[
Q (v, v + 1) = \frac{3 \pi a_0^2}{\Delta \varepsilon} \left( \frac{R_y}{\Delta \varepsilon} \right) \left( \frac{dD}{dR} \right) m_\mu \left( \frac{v + 1}{\mu} \right)
\]

\[
\times \sigma_0 \left( \frac{\Delta \varepsilon}{2R_y}, \frac{\varepsilon}{\Delta \varepsilon} \right). \tag{B4}
\]

Appendix B: Energy Loss Processes

In this appendix we estimate some of the energy loss rate coefficients and rates of energy loss discussed in Sec. IV. We are particularly interested in energy loss resulting from collisions between electrons and ions since Eq. (6) shows that such processes lead to a positive volt-ampere characteristic,
where \( v \) is the initial vibrational quantum number, \( \mu \) is the reduced mass of the molecule, and \( dD/dR \) is the rate of change of the dipole moment with internuclear separation and is in units of the electronic charge. In this approximation all excitation thresholds are the same and the rate of power loss due to vibrational excitation can be written as
\[
\frac{P_c}{n, \ [NaXe^*]} \approx \Gamma \left( \frac{8kT_c}{\pi m} \right)^{1/2} Q_{01}(kT_c) \left( \frac{T_e - T_r}{T_r} \right),
\]
where \( \Delta E \) is the separation in energy of the vibrational levels and is assumed small compared to \( kT \) and \( kT_c, \ Q_{01} \) is the cross section for excitation of the \( v = 0 \) and \( v = 1 \) transition.

We have calculated \( dD/dR \) assuming that the charge coincides with the Na nucleus as the interionic separation changes, i.e., \( dD/dR = 0.85 \, e \). The vibrational spacing of 0.010 eV is obtained by fitting a parabola to the estimated potential energy curve for \( NaXe^* \). With these approximations and the experimental conditions of \( T_c = 0.38 \, eV, T_e = 0.06 \, eV, \) and \( n, = [NaXe^*] = 2 \times 10^{15} \, cm^{-3} \), we find \( P_c = 0.17 \, kW/cm^2 \) or about 1% of the measured power input.

By using the harmonic oscillator model we effectively assume that the effects of \( \Delta E > 1 \) transitions and of the decrease in vibrational level spacing are small. Note that the absence of NaXe potential energy curves crossing that of the ground state of NaXe prevents resonance vibrational excitation 3 as well as dissociative recombination.

In order to obtain an estimate of an upper limit to the power loss as the result of electron collisional coupling of the excited states of NaXe, we will assume that, contrary to theory, there is no predissociation of these excited states into Xe and excited Na. As in Sec. III we assume that the populations of the \( A(\Sigma^+) \) molecular state of NaXe and the ground state of NaXe are in equilibrium with their dissociated atoms. For the sake of simplicity we assume that the excited state populations for NaXe are distributed according to the Boltzmann law at the electron temperature as discussed in Sec. III. If the ionization potential of the NaXe \( (A(\Sigma^+)) \) state were the same as that of the Na \( (3\Pi^P) \) state, these assumptions would lead to a Boltzmann equilibrium among the excited state of Na at the electron temperature. However, since the estimated ionization potential of NaXe \( (A(\Sigma^+)) \) is about 0.2 eV smaller than that of Na \( (3\Pi^P) \), this model leads to a circulating flux of excitation down the molecular ladder and up the atomic ladder with a net transfer of energy from the free electrons to the kinetic motion of the gas. An upper limit to the magnitude of this flux is equal to the product of the density of atoms in the 3p state and the sum of the rate coefficients for electron excitation of the 3p state to higher states and the electron density. This flux times the difference in ionization potentials yields the power loss. For the experimental conditions cited in the preceding calculations of \( P_c \) and \( P_{ne} \), the calculated upper limit to the power loss is 0.015 kW/cm² or 0.1% of the measured value. Note that according to this model one would expect the integrated intensity of molecular radiation to be comparable with the integrated intensity of atomic radiation and, therefore, to be only a few percent of the discharge power.

Next we note that flux down the molecular ladder followed by rapid predissociation of excited NaXe to \( Na(n_\pi) + Xe \) would have the overall effect of \( e + NaXe^* \to Na^*(n_\pi) + Xe \). This process, which required favorable curve crossings, does not occur for higher excited NaXe but cannot be ruled out for NaXe states with \( >1 \) eV binding energy. 3 The effective recombination coefficient \( \alpha \) for this process would be limited by the rate coefficients for deexcitation of the higher molecular states and would be given by the "collision-radiative" rate coefficient for the predissociating state, i.e., roughly \( 10^{-4} \, n, [NaXe^*] \). If we associate a 1-eV energy loss with this predissociation we obtain an upper limit to the power loss of 0.7 kW/cm² or about 4% of the measured power input for \( NaXe^* \). If this process were as rapid as assumed here one should have observed significant departures of the normalized populations from the Boltzmann line for Na\(^{*}\) states above \( Na(n_\pi) \).

The energy loss caused by electron impact dissociation of Na\(^{+}\) is expected to be limited by the rate of association, e.g., by \( 2Na + Xe \to Na_2(X) + Xe \). Assuming an association rate coefficient of \( 3 \times 10^{-11} \, cm^3 \, sec^{-1} \), we see that the power loss for our experimental conditions of \( [Na] = 6.3 \times 10^{14} \, cm^{-3} \), \( [Xe] = 4.5 \times 10^{19} \, cm^{-3} \), and \( n, = 2 \times 10^{15} \, cm^{-3} \), is 0.1 kW/cm² and negligible. Similar considerations for dissociation of Na\(^{+}\)A state by \( A \to B \) state excitation yield similar or smaller numbers. Any dissociation of Na\(^{+}\) would compete with dissociative recombination. This rate would also be limited by the ion transfer rate and is expected to yield a comparably small energy loss.

Our model has neglected the possible role of cluster ions, such as the structural forms Na\(^{+}\)Xe\(_m\) and Na\(^{+}\)Xe\(_n\) for \( m > 1 \). Ion-molecule reaction experiments suggest that once a diatomic ion is formed, the cluster ions would rapidly grow to an equilibrium distribution of bound Xe atoms. Since we are unable to observe these ions, we can only speculate as to their role in the dissociative recombination-collisional ionization loop. Thus, the energy loss in the reaction sequence
\[
NaXe_{m}^+ + Na \to Na_2Xe_{m-1} + Xe,
\]
\[
Na_2Xe_{m-1} + 2Xe \to Na + NaXe_{m}^+ + Xe,
\]
\[
e + NaXe_{m}^+ \to NaXe_{m}^* + Na,
\]
and
\[
e + NaXe_{m}^* \to NaXe_{m} + 2e - (\epsilon_n + \frac{1}{2}kTe)
\]
could be several times that deduced from coefficients derived in Sec. III. If reactions (B6)-(B9) were the dominant energy loss loop, then the populations of the highly excited NaXe\(_m\) molecules would deviate from their Boltzmann plot more than that shown in Fig. 4 for the atomic states. In this case the non-Boltzmann behavior of the atomic states could be the result of collisional dissociation of excited NaXe, i.e., Na\(^{+}\)Xe \(-\to Na(n = 6) + 2Xe \). Here it is not clear why dissociation should not occur more readily for the lower energy but higher density and more weakly bound excited states of NaXe. The maximum increase in energy loss via dissociative recombination for sequence (B6)-(B9) is roughly equal to the increase in \( k, \epsilon_n \) over \( k, \epsilon_n \). Using estimated limiting values of \( k, = 2.5 \times 10^{-9} \, cm^3 \, sec^{-1} \) and \( \epsilon_n = 2 \, eV \) one predicts a maximum contribution to the energy loss for the

Finally we note that vibrational excitation of molecular impurities, if present, could make a significant contribution to the rate of energy loss in the electronic discharges. Thus, either about 3% N2 or 0.02% CO2 would have a large enough energy exchange collision frequency \( \nu \) to account for the observed discrepancy. Such large concentrations of molecular impurities appear very unlikely in view of the gas purification procedure used. Also, if N2 were present at the 3% level we would expect quenching\(^5\) by N2 to produce a significant depression of the \([\text{Na}(3p)]/[\text{Na}(3s)]\) ratio below the level set by the electron temperature. The 0.02% CO2 would not cause significant quenching of Na(3p).


10. G. York, R. Scheps, and A. Gallagher, J. Chem. Phys. 63, 1052 (1975). The conditions in Fig. 11 are [Xe] = 2 \times 10^{16} \text{ cm}^{-3}, [\text{Na}(3s)] = 10^{16} \text{ cm}^{-3}, [\text{Na}(3p)] = 5 \times 10^{15} \text{ cm}^{-3}, \epsilon = 810 \text{ K}.
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The emission intensities and excited state densities of a Mg-doped high-pressure Xe discharge are reported. The normalized emission of the MgXe excimer band associated with Mg 3P–3S transitions is obtained from the data, as well as a 320–380 nm band attributed to XeMg+.

The Mg–A–X band is not seen in emission under any discharge conditions in Mg-doped Xe or Ne. This Mg–Xe mixture does not appear to be a reasonable candidate for a discharge-excited excimer laser due to the large excitation energies associated with the Mg and Mg+ resonance transitions.

Discharges in metal-doped inert gases are of interest in lighting and laser applications, as well as for studies of discharge characteristics and metal–inert gas interactions. They are particularly well suited to optical diagnostics, since they radiate profusely in the visible. In the case of Mg, the strong lines and bands of the ion as well as the neutral are in the visible and near UV, providing an unusual amount of information. The particular choice of Xe in the present experiments results from our interest in the excimer bands for possible excimer lasers; the Xe induced bands are generally the best candidates.

We have measured the emission from the positive column of the discharge with calibrated detectors, and the densities of various Mg, Mg+, and Xe excited states are obtained from atomic line intensities. We have also measured the electric field in the positive column, for use in comparing to discharge models. The MgXe excimer band associated with the 3P–3S transition in Mg dominates in the UV, and the normalized emission of the band, per Mg(3P) and Xe density, is obtained from the data. Another strong band is observed in the UV region of the spectrum at high discharge currents, when the Mg' density is comparable to the Mg density. We believe this band is due to the ground state MgH density (due to impurities) necessary to produce the observed emission intensity is about 10¹³/cm³.

The lower, incomplete spectrum in Fig. 1 is for similar Mg and Xe densities but for a much smaller discharge current that yields a much lower excitation temperature, as described below. Under these conditions the excimer band, connected with the lowest strongly radiating state of Mg, is expected to dominate the spectrum. Thus we identify the 285–375 nm continuum band in this spectrum as originating from the 3P–3S (285, 3 nm) resonance transition in Mg. Essentially identical MgXe excimer band shapes are observed in the 280–375 nm region for a range of low excitation temperatures, verifying the identification and that the band shape is accurately represented by the lower spectrum in Fig. 1 after the 309.3 and 332.2 nm lines from higher states are removed.

The dashed line in the high-current spectrum of Fig. 1 indicates the continuation of the MgXe excimer band, which dominates in the 280–300 nm region, to longer wavelengths in accordance with band shape in the low-current data. The additional intensity in the 300–380 nm region of the high-current spectrum is attributed to the XeMg+ band associated with the Mg+ resonance transitions at 280 nm. The regular structure in this band is characteristic of bound–bound bands of heavy diatomic molecules. This identification is in part due to the absence of this band from discharges in similar Mg densities with a low density of Xe or with 2.5×10¹⁰ cm⁻³ of Ne. Also, this band increased with increasing Mg density [Mg⁺], e.g., high in the current discharge of Fig. 1 [Mg⁺] ≥ 0.1[Mg], whereas in the low-current discharge the excitation temperature is much lower and [Mg⁺] / [Mg] ≪ 1. A weaker, structured continuum also occurs in the 435 and 600 nm regions; these may be due to bound–bound MgXe bands associated with the 3S–3P and 4S–3P transitions in Mg.

A Boltzmann plot of the atomic excited state densities obtained from the line emission intensities and transition probabilities is shown in Fig. 2. The discharge conditions are about the same as for the high-current case in Fig. 1. The densities of the 3S, 3P, and 4S states nearly fit a straight line, corresponding to an electronic excitation temperature of 0.48 eV. The Xe excitation...
temperature of about 0.51 eV is obtained from the 800 nm region lines emanating from states near 10 eV. The open square point at the Mg ionization limit is the Mg* density obtained from the Saha equation (for statistical weight)

\[
\left[ \frac{[\text{Mg}^*]}{[\text{Mg}]} \right]_{\text{Saha}} = \frac{[\text{Mg}^*]}{[\text{Mg}]} \left( \frac{g^*}{g^*_{\text{stat}} \eta} \right) \left( \frac{2\pi m kT}{\hbar^2} \right)^{3/2},
\]

with \([\text{Mg}^*] = \eta_k \) and \(\eta_k = 8.5 \times 10^{14}/\text{cm}^3\) obtained from measured current density and electron mobilities in Xe. Since an unknown amount of XeMg* and MgJ may occur, this [Mg*] = \(\eta_k\) case is actually an upper limit to [Mg*]. Another value for [Mg*] can be obtained from the intensities of the Mg* 3\(^3P\)-3\(^3S\) lines at 279.8 and 280.3 nm. After correcting for self-absorption these yield the Mg* 3\(^3P\) state densities and assuming the ~0.48 eV electron temperature also fixes the ratio of Mg* (3\(^3P\)) to Mg* (3\(^3S\)) densities, this yields [Mg*]. These ion densities are plotted as open circles at the equivalent neutral density given by the Saha relation:

\[
\left( \frac{[\text{Mg}^*]}{[\text{Mg}]} \right)_{\text{plotted}} = \left( \frac{[\text{Mg}^*]}{[\text{Mg}]} \right)_{\text{Saha}} \left( \frac{\eta_k}{\eta_k^*} \right) \left( \frac{2\pi m kT}{\hbar^2} \right)^{-3/2}.
\]

The self-absorption correction, for this case of optical depth ~15 at the center of the \(P_{3/2}\) line, raises [Mg* (3\(^3P_{3/2}\))] by about a factor of 4 relative to what would be obtained by assuming the line is optically thin. This correction, which depends on the unknown Xe broadening of the lines, is uncertain to perhaps a factor of 2, so the resulting [Mg*] and [Mg (3\(^3P\))] are equally uncertain. Nonetheless, a major decrease in the actual [Mg*] and high [Mg*] densities relative to 0.48 eV equilibrium values (an extension of the 0.48 eV line above 5 eV) is unmistakable. This is attributed to excited-state quenching by Xe and dissociative recombination of MgJ.

Some Mg* densities are also shown in Fig. 2 for a low current, cw discharge in which \(j \approx 0.05 \text{ A/cm}^2\) and \(\eta_k \approx 7 \times 10^{16} \text{ cm}^{-3}\). Here the 3\(^3P\) density should be determined by electron collisional excitation and deexcitation, so that its excitation temperature of ~0.32 eV should be representative of the electron temperature. The higher-state densities and the ionization limit point from Eq. (1) are far below an 0.32 eV excitation temperature. This is attributed primarily to radiation and Xe quenching collisions.

For the high-current data in Fig. 2, the fit (within experimental accuracy) of all the Mg excited state densities below 5 eV and the Xe excited states below 10 eV to a single excitation temperature is attributed to electron collision dominated populations, with the electron temperature essentially equal to the observed population temperature.
temperature. In essence, electron collisional rates are faster than radiative and inelastic gas collisional rates. As a consequence, the Mg $3^1P_1$ density can be determined from this $\sim 0.48$ eV excitation temperature, as indicated by the arrow at the $3^1P_1$ energy in Fig. 2. This density has then been used to determine the normalized emission intensity of the excimer band, even though the observed $3^1P_1 - 3^5S_0$ line is severely weakened by self-absorption. Specifically, since the atomic line emission dominates the total emission from Mg($3^1P_1$),

\[ n = 7 \times 10^9 \text{cm}^{-3}, \]  
\[ j = 0.05 \text{ A cm}^{-2}. \]

**FIG. 2.** Upper set of data is a Boltzmann plot of excited state densities for $[\text{Mg}] = 7.3 \times 10^9 \text{cm}^{-3}, [Xe] = 2.4 \times 10^9 \text{cm}^{-3}, n_\gamma = 3 \times 10^{14} \text{cm}^{-3}, E/N = 6.6 \times 10^{14} \text{Vcm}^{-1}, J = 110 \text{ A/cm}^2$ in the pulsed discharge. The Mg excited state densities obtained from line intensities are indicated by $x$, the Mg* $3^2P_{3/2,1/2}$ densities by $\times$, and the Xe excited state densities from the MgXe excimer band is shown in Fig. 3. The crosses represent the observed intensity from the low-current discharge in Fig. 1, properly normalized and with overlapping lines removed. The accuracy of the normalization of this band is estimated as about 40%. A direct measurement of the normalized emission at $[\text{Mg}] = 10^9 \text{cm}^{-3}$, where the resonance-transition line-center optical depth was $\sim 10$, yielded a value about three times as large for $I_0(k)$, consistent with the values in Fig. 3 and the expectation of about a $\sqrt{10}$ correction for this much radiation trapping of the resonance transition.

The UV band attributed to XeMg* is shown in Fig. 4, after averaging through the vibrational structure seen in Fig. 1. It was taken from the upper discharge spectrum in Fig. 1 after subtracting the MgXe $3^1P_1 - 3^5S_0$ radiation (dashed line). This XeMg* band has been normalized to $f(k)dk$ across both of the Mg* $3^2P_{3/2,1/2}$ atomic lines after making the correction for radiation trapping described below Eq. (1). As noted
Electric field $E$ in the positive column divided by $[Xe]$ vs $I$ at different magnesium densities. The Xe pressure is 2000 Torr except for the two points marked 1000 Torr and 4000 Torr.

above, this normalization is uncertain to at least a factor of 2. It is nonetheless useful as it indicates that the magnitude of the equilibrium constant of $XeMg^*(3^2P)$ relative to the Mg$^*(3^2P)$ levels is $\sim 2 \times 10^{-20}$ cm$^3$ and the binding is probably about 0.5 eV.

For the purpose of comparison to models, we also include electric field data in Fig. 5.

Because of the large red shifts from the parent atomic line ($\sim 7000$ cm$^{-1}$), the MgXe band is expected to exhibit gain in the discharge. The $XeMg^*$ band will also probably exhibit gain on its long-wavelength side if not everywhere. The maximum possible gain from both bands at 350 nm can be calculated from the fluorescent intensity of the discharge $P_f$ by assuming that there is no absorption (gain/cm$^2$ = $P_f \lambda^2 / 8\pi n_c$). $P_f$ in our discharge is 2.5 x $10^{13}$ W/cm$^2$cm$^{-1}$ at 350 nm, mostly from $XeMg^*$, and this gives a gain of 7.2 x $10^{-15}$/cm for our conditions of $[Xe]=2.5 \times 10^{19}$/cm$^3$, $[Mg^*]=7 \times 10^{15}$/cm$^3$, $T_e=0.48$ eV, $T_s=853$ K, and $J=100$ A/cm$^2$. This is far too small to be useful, so that much higher $[Mg]$, $[Mg^*]$, and $[Xe]$ are necessary for useful gains. However, if either the magnesium density or the xenon density is increased, the power input must be increased as well or the electron temperature decreases due to the added power going into exciting and ionizing these gases. Since the Mg and Mg$^*$ resonance transitions are more energetic than for the alkalis, the problem of obtaining sufficient excited state density and gain in these resonance transitions is also more severe than for the alkalis.
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Abstract

Measurements are reported which show the effect of nonradiative losses at a gas/window interface on the backscattered fluorescence intensity for Na vapor at frequencies in the vicinity of the resonance lines near 589 nm. The Na $^3P^1/2,3/2$ states are excited with a low-intensity, single-mode, tunable dye-laser at high Na densities and the frequency integral of the backscattered fluorescence intensity in the D1 and D2 lines is measured. As the laser is tuned through resonance, the loss of atomic excitation to the window appears as a sharp decrease in the frequency-integrated fluorescence intensity. For example, at $7 \times 10^{20}$ atoms m$^{-3}$ the fluorescence intensity decreases by a factor of 4 in a frequency interval of 4 GHz. Measured absolute fluorescence intensities versus laser frequency are compared with predictions made using the theory of Hummer and Kunasz which includes both radiative and nonradiative transport processes. The agreement between theory and experiment is remarkably good when one considers that the theory contains only one unknown coefficient, i.e., the reflection coefficient for excited atoms at the windows. In our case the excited atoms are assumed to be completely destroyed at the window.
I. INTRODUCTION

In this paper we report the results of an experimental study of excited state losses in sodium vapor due to collisions of the excited atoms with a boundary. An early experimental study of resonance fluorescence in Hg vapor by Hansen and Webb has been interpreted by Phelps and Chen as showing that the collisions of excited mercury atoms with the window determine the magnitude of the diffusely emitted fluorescence when the excited atoms are produced close to the window as occurs when the gas density is high and when resonance line excitation is used. Evidence for the deexcitation of excited atoms on collision with the windows has also been obtained from studies of the specular reflection of laser radiation at a glass-sodium vapor interface and from VUV absorption spectra in high density xenon. Conflicting results as to the importance of excited atom-window collisions have been obtained using the Hanle-effect. However, backscattered fluorescence experiments by Heering and Fujimoto and Phelps using broad band excitation and low resolution measurements of fluorescence showed a relatively small effect caused by nonradiative transport. We show in this paper that using laser excitation allows separation of the effects of radiative and nonradiative transport of resonance radiation in such fluorescence experiments.

The theory of radiative transfer normally applied to the transport of resonance excitation neglects excited atom diffusion, i.e. the motion of the excited atoms is neglected except as it affects the absorption and emission profile through the Doppler effect. Formalisms have recently been developed which include the diffusion of excited atoms as a means of nonradiative excited-atom transport. These theories predict an excited-atom population density orders of magnitude smaller near a boundary than do the purely radiative treatments. The present experiments test the ability of these theories to predict the absolute intensities of scattered radiation in
a situation where losses to a boundary are significant. We make a detailed comparison between experimental results and the solution of the transport equations given by Hummer and Kunasz as formulated in the computer program developed by Kunasz and Kunasz for a three-level system.

Section II contains a summary of the recent theoretical treatments of the combined radiative and nonradiative transport of the excitation associated with the resonance states of atoms. In Sec. III we discuss the experimental apparatus while in Sec. IV we present the results of the experiment. The results are compared with theory in Sec. V.

II. THEORY OF EXPERIMENT

The treatments of the transport of low intensity resonance radiation by Kenty, Holstein and by Biberman showed that, although this problem cannot be solved by ordinary diffusion theory, reasonably simple solutions of the transport equation are possible. In these papers atomic motion entered in only through line shape effects and the absorption and emission profiles were assumed to be identical, i.e., complete redistribution of the radiation was assumed to occur at each absorption event. In treating radiative processes ahead of a shockwave, Biberman and Veklenko presented a transport equation which included the mass flow of excited atoms. McIntyre and Fowler attempted to model the effects of the diffusion of excited atoms and incomplete frequency redistribution in infinite parallel plane geometry. Phelps and McCoubrey and Phelps and Chen extended the work of Holstein and Biberman to include diffusion of excited atoms by adding a diffusion loss term to the rate equation for the excited atoms. For two-level atoms located between infinite parallel plane boundaries (actually windows) their equation describing the
production and loss of excited atoms of density $n(z)$ is

$$F(\omega_L)k(\omega_L)\exp[-k(\omega_L)z/\cos \theta]$$

$$= An(z) - A \int_0^d n(z')K(|z'-z|)dz' - D \frac{d^2n(z)}{dz^2} + C_2n(z) \quad . \quad (1)$$

According to the left-hand side of Eq. (1), excited-state atoms are created by the laser incident at an angle $\theta$ to the normal and of photon flux $F(\omega_L)$. The absorption coefficient at the laser frequency is $k(\omega_L)$. At the low intensities of these experiments $k(\omega_L)$ and the ground state density $N$ are independent of position. The first term on the right-hand side of Eq. (1) is the rate of loss due to spontaneous decay, where $A$ is the Einstein coefficient for spontaneous radiation and $n(z)$ is the excited-state population density as a function of the depth $z$, into the cell. The second term on the right-hand side is the Holstein-Biberman term which describes the excited atom production resulting from the absorption of resonance radiation. The kernel $K(|z'-z|)$ is the probability that a photon emitted at $z'$ will be absorbed at $z$. Thus, the first two terms on the right-hand side of Eq. (1) represent the radiative transport of the energy of the excited atoms.

The next to last term on the right-hand side of Eq. (1) is the diffusive term in which we are particularly interested. To a good approximation the diffusion coefficient is given by the expression

$$D = \frac{kT}{M\langle a v \rangle N} \quad , \quad (2)$$

where $k$ is the Boltzmann's constant, $T$ is the vapor temperature and $M$ is the atomic mass. Here $\langle a v \rangle$ is the rate coefficient for momentum transfer collisions of the excited atoms with ground state atoms and is taken to be equal to twice the rate coefficient for excitation transfer collisions between excited
and ground state atoms. This theory shows that $\langle ov \rangle$ is independent of the gas temperature. The factor of two in $\langle ov \rangle$ takes into account the fact that to a good approximation these excitation transfer collisions are equivalent to $180^\circ$ scattering collisions in the center of mass frame. Because of the large values of $\langle ov \rangle$ for resonance states the diffusion coefficients calculated using this relation are typically several hundred times smaller than the usual gas-kinetic diffusion coefficients such as used by some authors$^{3,14,18,21}$ in estimating the importance of this process. The last term in Eq. (1) represents the quenching of the excited atoms, for example by Na$_2$ molecules, with a rate coefficient $C_{21}$ as measured by Lam et al.$^{22}$ Collision excitation of resonance atoms is neglected in the two-level model described by Eq. (1). The assumptions, such as complete frequency redistribution and isotropic scattering, made in deriving the radiative terms in Eq. (1) are discussed in detail by Holstein$^8$ and Biberman.$^9$ The assumptions are expected to be valid at the high gas densities of the present experiments.

The very approximate solutions of Eq. (1) obtained by Phelps and Chen$^2$ gave very good agreement with experiment$^1$ and so served to demonstrate the importance of nonradiative transport in Hg vapor.

Lagarkov and Medvedera$^{11}$ derive an equation essentially the same as Eq. (1) but modified to include gas-flow and diffusion terms of interest for shockwave experiments. In their first paper analytic solutions for the excited atom density are found for distances exceeding one effective mean free path away from the surface bounding the excited volume. Their second paper presents analytic solutions near the boundary which show that for a non-reflecting boundary the excited-atom densities are orders of magnitude lower than those determined by the Holstein-Biberman equation which omits the diffusion term in Eq. (1). Numerical solutions of the equivalent of Eq. (1)
have been obtained by Düchs et al.\textsuperscript{14} for the case of the emission of resonance radiation from a plasma. However, since these authors assume complete reflection of excited atoms at the boundary they find that the effect of adding diffusion is to increase the excited atom density at the boundary and so to increase the fluorescence at line center. This is just the opposite of the result obtained for a boundary which does not reflect the excited atoms.

The approach used by Hummer and Kunasz\textsuperscript{12} is to write separate equations for radiative transport and for the transport of excited atoms. For a two-level atom these equations are:

\[ \mu \frac{d}{d \tau} I_p(x, \mu, \tau) = \phi(x) \left[ I_p(x, \mu, \tau) - \frac{A n(\tau)}{B_{12} N} \right] \quad (3) \]

and

\[ \nu_{\text{o} \mu k} \frac{d}{d \tau} I_n(\mu, \tau) = (A + C_{21} + N\langle ov \rangle) I_n(\mu, \tau) - \frac{N\langle ov \rangle n(\tau)}{4\pi} - \frac{N(B_{12} J + C_{12})}{4\pi} \quad (4) \]

Here

\[ n(\tau) = 2\pi \int_{-1}^{1} I_n(\mu, \tau) d\mu \quad (5) \]

is the excited atom density at an optical depth \( \tau = k \zeta \), while \( I_n \) is the particle intensity of excited atoms at that depth moving in the direction \( \theta \) measured relative to the outward normal at the entrance window and \( \mu = \cos \theta \). Similarly, the mean radiation intensity \( J(\tau) \) is related to the normalized line profile \( \phi(x) \) and the photon intensity \( I_p(x, \mu, \tau) \) by

\[ J(\tau) = \frac{1}{2} \int_{-1}^{1} d\mu \int_{-\infty}^{\infty} dx \phi(x) I_p(x, \mu, \tau) \quad (6) \]

The line profile \( \phi(x) \) used is the Voigt profile, i.e., it includes both Doppler
and collision broadening. Here \( x \) is the normalized frequency measured from line center. Equation (3) relates the spatial attenuation of the radiative intensity to the difference between the photon absorption by ground state atoms and the photon production by spontaneous emission of the excited atoms. Stimulated emission can be neglected at the low laser intensities of our experiment. Equation (4) relates the attenuation of the intensity of excited atoms to the loss by radiation and deexcitation, the net scattering by collisions, the production by photon absorption and reradiation and the production by collisional excitation. In Eqs. (3) and (4), \( B_{12} \) is the Einstein coefficient for absorption, \( v_o = (2 kT/M)^{1/2} \) is the single atomic speed used to characterize the motion of the excited atoms, and \( C_{12} \) is the rate coefficient for thermal excitation of the ground state atoms to the resonance state. These authors also discuss the boundary conditions appropriate to Eqs. (3) and (4) and the method of including the incident radiation. It should be noted \(^{23}\) that when the angular distributions of the photon and particle intensities can be represented using the first two terms of a spherical harmonic expansion Eqs. (3) and (4) can be reduced to the equivalent Eq. (1). This point brings out one of the advantages of the Hummer and Kunasz solution relative to earlier work, i.e. the more accurate treatment of highly anisotropic angular distributions of radiant and particle intensities, such as found near an absorbing boundary.

Clippola and Morse \(^{15}\) have also presented treatments of the coupled radiative and nonradiative transfer problem using kinetic theory. Their treatment differs from that of Hummer and Kunasz in that they solve for the velocity distribution of the atoms. However they consider conditions for which radiative decay occurs sufficiently more frequently than excitation
transfer collisions so that they can neglect collisions. The Na densities in the experiment reported in this paper are high enough so that excitation transfer collisions occur more frequently than does spontaneous emission so that the Hummer and Kunasz theory is appropriate for our purposes.

In order to investigate the effects of nonradiative transport we take advantage of the variation of absorption length, $1/k(\omega_L)$, as a function of detuning from the resonance frequency. As can be seen from the left-hand side of Eq. (1), the depth of laser penetration is determined by the exponential term with $k(\omega_L)$ varying with the laser frequency. As we tune away from line center the laser radiation penetrates deeper into the cell creating excited-state sodium atoms far away from the window. One may therefore expect the losses due to collisions with the window will be largest for zero detuning where the radiation is absorbed near the window. Such losses should become increasingly less significant as the laser is tuned further and further from resonance. This effect is responsible for the observation that excited atom destruction at the window is relatively difficult to detect when "white" light excitation is used.4

The theoretical results with which our experimental data are compared were obtained using the extension of Eqs. (3) and (4) reported by Kunasz and Kunasz.13 Their solution (designated SLAB3) treats a three-level atom, e.g., the $3^2P_{3/2}$ and $3^2P_{1/2}$ excited states and the $3^2S_{1/2}$ ground state of Na. Their program has been further modified by Fujimoto and Phelps4 to take account of the 1.77 GHz hyperfine splitting (HFS) of the ground state of sodium and by us to include partial redistribution of the incident photon in the first scattering event. The latter modification, which made use of multiple scattering theory,23 had little effect on the calculated results and will not be considered further. The coefficients used in the comparison with experiment are
listed in Table I. Resonance broadening coefficients are approximately the mean of the experimental values of Niemax and Pichler and the theoretical values of Carrington, Stacey and Cooper. Excitation transfer rate coefficients were scaled from line broadening data using ratios of these coefficients from Carrington, Stacey and Cooper. The cross sections for collisional transfer of excitation between the \( ^2P_{3/2} \) and \( ^2P_{1/2} \) fine structure components were taken from Pitre and Krause. Finally, quenching coefficients for excited Na by Na\(_2\) molecules \( C_{21} \) and \( C_{31} \) were determined from the experimental work of Lam et al., including approximate allowance for backfeeding from the \( ^3\Pi \) state and radiative decay of \( ^3\Pi \) atoms to the \( X^1\Sigma \) state.

In order to show the general behavior predicted by the theory, we first show predictions made using the program of Kunasz and Kunasz as modified to include hyperfine structure. The calculated excited-state populations as a function of distance from the window for detuning of 0 and 4 GHz are shown in Fig. 1. In this case the excited atoms are assumed to be deexcited on striking the window. For line center excitation the excited-state population density is found to peak at \( 3 \times 10^{-6} \) m from the boundary. This distance is about equal to the optical depth for absorption at line center. On the other hand, for 4 GHz detuning, the peak in the excited-state population density occurs some 20 times deeper into the cell. Clearly, one expects wall losses to be smaller in this latter case.

Figure 2 shows the calculated variation with laser frequency of the integral of the fluorescence signal over the D2 resonance line. Unless otherwise noted, the coefficients used in these calculations were those of Table I scaled to a sodium density of \( 10^{21} \) atoms/m\(^3\). This integrated line fluorescence is plotted as a function of laser detuning from the center of the D1 line for a range of diffusion coefficients and boundary conditions. The
solid and dashed curves are for 100% absorption and 100% reflection of excited atoms at the window, respectively. Thus, the dashed curve shows the profile expected if destruction of the excited atoms at the boundaries is negligible. The dip in the dashed curve at line center is the result of the competition between reradiation and excitation transfer between the \( ^2P_{1/2} \) and \( ^2P_{3/2} \) states. In the remainder of this paper we assume that the excited atoms are completely deexcited at the window. The only difference in the coefficients used in the calculations for the three solid curves is the value used for the momentum transfer rate coefficient \( <\sigma_v> \), which affects the diffusion coefficient \( D \) through Eq. (2) and the excited atom transport through the elastic scattering term in Eq. (4). The profile marked D shows the theoretical predicted behavior, namely increasing fluorescence intensity as one approaches line center and a sharp dip at line center due to nonradiative losses. From these curves it is seen that if the momentum-transfer rate coefficient \( <\sigma_v> \) were smaller by a factor of 100 (multiplying \( D \) by 100), the integrated intensity curve shows a slightly deeper and wider dip at zero detuning. At line center this case approaches the conditions for which excited atom-ground state collisions are unimportant as considered by Cipolla and Morse. Conversely, if the momentum-transfer rate coefficient is increased by two orders of magnitude, thereby decreasing the mean-free-path between collisions and therefore decreasing the importance of nonradiative losses to the window, the curve marked Dx.01 is the result. As expected in this instance the dip at zero detuning is much shallower than the previous case. The relatively small change in the minimum when the momentum-transfer rate coefficient is reduced by a large factor (\( D \) to \( D \times 100 \)) results from the fact that for our conditions the photon absorption length at line center is roughly equal to the mean-free path of the excited atoms, i.e., increasing the excited atom mean free path
used in the calculations by a factor of 100 does not increase greatly the fraction of the atoms colliding with the window before spontaneous emission. This means that the results presented in this paper are not a sensitive test of the value of \( \langle \sigma v \rangle \) used in the calculations.

Figure 3 shows the percent of the incident energy lost via wall quenching as a function of detuning from line center. This calculation was made using the same coefficients as for Fig. 2 and shows that at line center the losses to the window by nonradiative transport are about 65% of the incident energy. Note that the energy lost to the window via the \( ^2P_3/2 \) state is much smaller than the loss via the \( ^2P_1/2 \) state because of the finite rate of collisional excitation transfer between these states.²⁶

III. EXPERIMENTAL PROCEDURE AND APPARATUS

The schematic diagram of the experimental apparatus is shown in Fig. 4. The sodium cell C shown in Fig. 5 is of a special design which allows operation up to 500°C. The details of its construction are given elsewhere.²⁷ The gap between the front and back sapphire windows was 8.6 mm. The cell and sidearm temperatures could be controlled independently by ovens 01 and 02 and were monitored continuously by several thermocouples. The sodium cell was maintained at a temperature somewhat higher than the sidearm assembly and outer windows were added to avoid condensation of sodium on the cell windows. Before vacuum distilling sodium from the high-purity sodium ampule into the sidearm, the entire assembly was evacuated and baked. A pressure of \( \approx 3 \times 10^{-6} \) Pa was obtained.

The source of monochromatic radiation was an argon-ion pumped, cw dye laser operated single mode and tuned electronically with an intracavity
etalon. The spectral line width of the output laser beam was approximately 200 MHz at a power level of 30 mW. The mode structure of the dye laser was continuously monitored by a scanning Fabry-Perot interferometer. Mode hops occurred once every 2 to 4 minutes. The laser beam passed through a neutral density filter of unit optical density, a beam-expanding telescope L1, an iris diaphragm, and a beam splitter before passing into the sodium cell at an angle of 15° to the window normal. The input intensity was continuously monitored by a semiconductor photodiode and was always less than 5 W/m². The fluorescent signal was found to be a linear function of incident intensity between 0.5 W/m² and 5 W/m². The fluorescence signal emitted normal to the window was focused on the 24 μm entrance slit of a 1-m Czerny-Turner monochromator with f/8.7, a dispersion of 0.83 nm/mm and a limiting spectral resolution of 10⁻² nm or 9 GHz. The exit slit of the monochromator was opened to approximately 300 μm when integrating the fluorescence intensity over either the D1 or D2 line. The photon flux from the monochromator was measured by a photon counting chain consisting of a multalkali photo-multiplier operated at dry ice temperature, a preamplifier, an amplifier/discriminator and a scalar. Count rates were typically 20,000 counts per second with integration times of 1 sec. Both the laser and the monochromator could be scanned under the control of a minicomputer which also normalized the signal count rate to the laser intensity. The monochromator scan was provided by a stepping motor with 0.01 nm per step increments, whereas the dye-laser scan was performed by the intracavity etalon in 560 MHz steps. The raw data along with the laser input intensities were stored on magnetic tape for later analysis.

Sodium densities were calculated from the data of Nesmeyanov.²⁹ As a check, absorption measurements were made using a white light source T (tungsten-filament-iodine lamp) operated at a color temperature of about 2900 K. The
measured equivalent widths and line broadening data\textsuperscript{24} for the D1 and D2 lines could then be used to calculate the sodium densities. These two density determinations were within 15\% of that calculated from the vapor pressure curve.

The normalization of the radiant intensity scattered by the Na cell to the incident radiative flux was made by placing a mirror M of known reflectivity into the laser beam such that the reflected laser beam was incident on a white surface S in the same geometry as that of the cell.\textsuperscript{4} The white surface was BaSO\textsubscript{4} paint and its scattering efficiency was calibrated using BaSO\textsubscript{4} powder\textsuperscript{30} stated by the manufacturer to be 99\% efficient at the wavelengths of interest when prepared according to instructions. Transmission coefficients of the evacuated quartz-cell windows of the oven, as well as the sapphire input window, were measured and used in the normalization of the data. By this method we were able to determine the ratio of the fluorescent intensity to the intensity of radiation scattered by a perfectly diffuse surface.

IV. RESULTS

Figure 6 shows experimental spectral line profiles obtained for three values of laser detuning from the D1 resonance line at 589.6 nm. In each case the monochromator was scanned from 588.6 to 590.0 nm for a fixed laser detuning. The Na density was 3 \times 10^{21} \text{ atoms m}^{-3}. As can be seen, with excitation at line center the detected line width is essentially determined by the monochromator resolution of 0.02 nm. The middle trace shows that if the laser excitation is detuned approximately 4 GHz into the red wing of the D1 line, the fluorescence line profiles become broader and the D2 line intensity increases while that of the D1 line decreases. The broader line profile results
from the fact that radiation absorbed deep in the vapor must be emitted in the wings of the resonance line in order to reach the window.\textsuperscript{8,9} The deeper penetration of the laser light also increases the mean lifetime of the excited atoms allowing for greater collisional transfer of excitation to the $P_{3/2}$ component. Finally, for a detuning of 27 GHz, or approximately 0.03 nm, the backscattered line profiles become very broad and display self-absorption at line center. These profiles demonstrate that the D1 and D2 lines are well separated and that a 300 μm exit slit setting is sufficient to include essentially all of the scattered intensity in either the D1 or the D2 line.

Scans of the measured fluorescent intensity integrated over the D1 and D2 lines as a function the laser frequency are shown by the points in Figs. 7 and 8. Experimental runs were made at a variety of densities but detailed theoretical comparisons were made only for Na density of $6.9 \times 10^{20}$ atoms m$^{-3}$ and cell temperature of 705 K. In these runs stray laser light was measured to be less than 0.6% of the maximum signal.

The theoretical results are shown in Figs. 7 and 8 by the solid lines. The data for $P_{3/2}$ excitation in Fig. 7 clearly show a dip near zero detuning which reflects the expected increased in wall losses. As one would expect, the wall losses for $P_{1/2}$ excitation in Fig. 8 appear smaller due to its smaller absorption coefficient. It is also interesting to note the drastic reduction in sensitized fluorescence, i.e. radiation following energy transfer from the initial excited fine structure component to the second component, when the atoms are excited at resonance. This reflects both the increased loss of excited atoms by radiation and the large wall losses which prevail for these conditions. Calculations such as those plotted in Fig. 3 show that the latter effect is dominant. The asymmetry and structure which consistently appear near line center excitation are attributed to the 1.77 GHz hyperfine...
splitting of the ground state.

The agreement between theory and experiment is significantly better for \( P_{3/2} \) excitation than for \( P_{1/2} \) excitation. In the former case the agreement is excellent in all regions except near zero detuning for the \( P_{3/2} - P_{3/2} \) curve (Fig. 7, top). It is, of course, just this region which is most sensitive to boundary effects. Both here and for the \( P_{1/2} - P_{1/2} \) (Fig. 8, bottom) results, theory overestimates the experimental results by at least 25%. Inclusion of frequency-coherent scattering of the incident radiation at the first scattering event into the model produced a negligible change in the calculated results at this density. One also notes that since our model assumes complete destruction of the excited atoms at the window it is not possible to lower the calculated intensities at line center by changing the reflection coefficient for the excited atoms at the window.

V. SUMMARY

An experiment has been performed which shows the effect on fluorescent intensity of nonradiative excitation transport to a boundary. In particular, losses due to quenching of excited atoms can be an important and even dominant loss mechanism for certain density and excitation conditions. Funding limitations prevented the more extended analysis of these data necessary to clarify the remaining discrepancies between theory and experiment. Future experiments and analysis should consider the effect of this nonradiative loss of excited atoms on the time dependent decay of the excited atoms and on the propagation of intense laser beams in the region near the boundary.
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Details are given in the Yearly Summary Technical Reports for Contract No. NR-4725(00), Westinghouse Research Laboratories, June 1969 and September 1970 (unpublished). The approximate theory of these references shows that the effective diffusion coefficient for sodium atoms in the 3P state increases as $N^{1/3}$ for $N$ above about $3 \times 10^{24} \text{ m}^{-3}$. This additional transport is estimated assuming stationary atoms and considering only excitation transfer to nearest-neighbor atoms, i.e. transport by "hopping" of the excitation. Presumably exciton behavior becomes important at the higher Na densities.


28. This linear behavior, i.e., the absence of saturation effects, is in agreement with predictions of the theory as illustrated by the small degree of fractional excitation calculated for the conditions of Fig. 1. Our attempts to experimentally observe the effects of window losses on the threshold for nonlinear propagation of the laser as a function of frequency were unsuccessful.


Table I. Parameters used for comparison with experiment.*

<table>
<thead>
<tr>
<th>Process</th>
<th>Symbol</th>
<th>Value Used</th>
<th>Other Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>T</td>
<td>702 K</td>
<td></td>
</tr>
<tr>
<td>Na ground state density</td>
<td>N</td>
<td>$6.9(20)^a$ m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Spontaneous emission</td>
<td>$A_{21}$</td>
<td>$6.28(7)^b$ sec$^{-1}$</td>
<td>$5.8(-13)^{24}$</td>
</tr>
<tr>
<td></td>
<td>$A_{31}$</td>
<td>$6.30(7)^b$ sec$^{-1}$</td>
<td>$2.95(-13)^{25}$</td>
</tr>
<tr>
<td>Collisional damping coefficient (FWHM)</td>
<td>$\Delta \omega_2$</td>
<td>$4.5(-13)$ rad-m$^3$ sec$^{-1}$</td>
<td>$6.8(-13)^{24}$</td>
</tr>
<tr>
<td></td>
<td>$\Delta \omega_3$</td>
<td>$5.4(-13)$ rad-m$^3$ sec$^{-1}$</td>
<td>$4.79(-13)^{25}$</td>
</tr>
<tr>
<td>Voigt damping parameter</td>
<td>$a_2$</td>
<td>$2.5(-2)^c$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$a_3$</td>
<td>$2.8(-2)^c$</td>
<td></td>
</tr>
<tr>
<td>Excited atom elastic scattering rate coefficient</td>
<td>$&lt;\sigma v&gt;_2$</td>
<td>$2.7(-13)^d$ m$^3$/sec</td>
<td>$5.9(-13)^e$</td>
</tr>
<tr>
<td></td>
<td>$&lt;\sigma v&gt;_3$</td>
<td>$3.0(-13)^d$ m$^3$/sec</td>
<td>$9.6(-13)^e$</td>
</tr>
<tr>
<td>Transfer from 3$^2$P$^3/2$ to 3$^2$P$^1/2$ and its reverse</td>
<td>$C_{32}$</td>
<td>$1.4(6)^{26}$ sec$^{-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$C_{23}$</td>
<td>$2.7(6)^{26}$ sec$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Collisional quenching</td>
<td>$C_{31}$</td>
<td>$7.2(3)^{22}$ sec$^{-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$C_{21}$</td>
<td>$7.2(3)^{22}$ sec$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Absorption coefficient at line maximum (with HFS)</td>
<td>$k_2(max)$</td>
<td>$1.835(5)^f$ m$^{-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$k_3(max)$</td>
<td>$3.66(5)^f$ m$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Excited atom reflection coefficient</td>
<td>R</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

* As in Ref. 13, the levels 3$^2$S$^1/2$, 3$^2$P$^1/2$, and 3$^2$P$^3/2$ are designated by 1, 2, and 3, respectively.

$^a$ 6.9(20) means $6.9 \times 10^{20}$.


$^c$ Calculated using coefficients of this table and formulas of Ref. 12.

$^d$ Calculated by multiplying the coefficients for self broadening (FWHM) of Niemax and Pichler$^{24}$ by the respective ratios of the coefficient for the transfer of population to that for relaxation of optical coherence from Carrington, Stacey and Cooper.$^{25}$ The factor of two discussed in connection with Eq. (2) was inadvertently omitted.

$^e$ These values are twice the rate coefficients for the transfer of population calculated using the theory of Carrington, Stacey and Cooper.$^{25}$

$^f$ Calculated using Voigt profiles and including HFS.
FIGURE CAPTIONS

Fig. 1. Theoretical excited-state densities for two laser detunings as a function of distance from window. Conditions are: Na density of $7 \times 10^{20}$ atoms m$^{-3}$, monochromatic excitation of $P_{3/2}$ state. The plotted population is for the $P_{1/2}$ state and an incident flux of about twice the maximum value used in our experiment, i.e., 10 W/m$^2$. Hyperfine splitting was included.

Fig. 2. Theoretical fluorescent intensity profiles. The frequency integrated fluorescence intensity in the Na D2 line emergent in the backward direction relative to that expected for a perfectly diffuse surface is given as a function of laser detuning from the center of the D1 line. The dashed line shows predicted intensities if wall quenching is negligible (unit excited-atom reflection coefficient). Solid lines show the effect of variation of the momentum transfer rate coefficient on the emergent intensity. The Na density was taken as $1 \times 10^{21}$ atoms m$^{-3}$. HFS is not included.

Fig. 3. Nonraditive losses relative to input power calculated from SLAB3 (including HFS) for a Na density of $1 \times 10^{21}$ atoms m$^{-3}$. Losses for both the $P_{1/2}$ and $P_{3/2}$ states are shown as a function of laser detuning from line center of the D1 ($P_{1/2} \rightarrow S_{1/2}$) transition.

Fig. 4. Block diagram of the experiment. The output beam of the single-mode dye laser is expanded by L1 and directed on the entrance window of the sodium cell C. Fluorescent radiation is focused on the monochromator by lens L2. Oven 1 is the cell oven and oven 2 is the sidearm and reservoir oven.
Fig. 5. Cross section of the Na vapor cell. Cu gaskets (not shown) are placed between the inner Kovar ring and the inside of each window. Carbon-steel bolts maintain the compression necessary for sealing. Thin sapphire "storm-windows" are placed over the main windows to reduce convective cooling and eliminate Na deposition on the windows (see Ref. 27).

Fig. 6. Normalized fluorescent signal profiles for three values of laser detuning $\Delta$ from line center excitation of $P_{1/2}$. The Na density was $3 \times 10^{21}$ m$^{-3}$. In the lower trace the peak on the long-wavelength side of the D1 line is due to laser light scattered by imperfections in the cell windows. The scattered light signal from the reference white surface has the same frequency dependence as the profiles in the top trace but has unit amplitude.

Fig. 7. Top: Integrated fluorescence intensity from $P_{1/2}$ as a function of detuning from $P_{3/2}$ line center. Bottom: Fluorescence from $P_{3/2}$ level with $P_{3/2}$ excitation. The Na density was $6.9 \times 10^{20}$ m$^{-3}$. Solid curve is model predictions. Dots are the measured ratios of the cell fluorescence to the signal scattered by the white surface after correction for window transmission, etc. The experimental data are shifted in frequency for best fit to the theory.

Fig. 8. Same as Fig. 7 but laser excitation of $P_{1/2}$ and detection of $P_{3/2}$ fluorescence (top) and $P_{1/2}$ fluorescence (bottom).
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