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Abstract

Formal decision theory can make important contributions to educational or employment decision-making, provided one can quantify the utilities of different possible outcomes such as test scores, grade-point averages or other common outcome variables. Utility is usually a monotonic increasing function of true ability or performance score. A cumulative probability function is then very convenient for describing one's utilities. Moreover, calculations of expected utility of a decision is greatly simplified when the utility and the probability function have the same functional form, e.g. both normal. A least-squares procedure for fitting a utility function is described and applied to truncated normal and beta distribution functions.
Introduction

Bayesian approaches to the problems of selection or certification have been discussed by several authors. Gross and Su (1975), Petersen (1976), and Huynh (1976, 1977) use threshold utility or a constant loss function to derive the cut-off scores in various models. Van der Linden and Mellenbergh (1977) extend the utility (loss) function to a linear form. Novick and Lindley (1978) suggest using a parametric utility function. They discuss several advantages of using a cumulative distribution as a utility function and recommend using the cumulative normal utility function. However, one restrictive property of the cumulative normal utility is its symmetry about the mean. This can be avoided by using only a portion of a symmetric function, e.g., a truncated normal function, or using a non-symmetric function, e.g., a beta function.

In this paper we consider using a truncated normal or a generalized beta cumulative distribution function (cdf) as a utility function. We will refer to them as a truncated normal utility (TNU) and a generalized beta utility (GBU) respectively. Applications of the two utility functions will be discussed specifically. A TNU and a GBU both have the advantage of being cumulative distribution functions and at the same time they provide increased flexibility in applications. For example, it can be symmetrical between risk-aversion and risk-proneness or it can be risk-averse or risk-prone throughout its range. Moreover, if the utility and the posterior distribution have the same functional form, both normal or both beta, then the computations of the expected utility become simple.

The major problem in utilizing utility theory is the assessment of the utility function. Procedures for obtaining a utility function have been
given by Mosteller and Nogee (1951), Pratt, Raiffa and Schlaifer (1965), Schlaifer (1969), and Keeney and Raiffa (1976). One of the difficulties in utility assessment is resolving the incoherence of subjects. In resolving subject incoherence, one can require a subject to give more than the minimum number of judgments in fitting a utility function. In this paper we discuss a procedure for fitting a cumulative utility function based on fixed state least-squares utility assessment as given by Novick and Lindley (1979).
A Truncated Normal Utility

Consider the problem of educational or personnel selection. Let $\theta$ denote the ability (or a measure of performance) of an applicant and $U(\theta)$ be the utility for selecting an applicant with ability $\theta$. Assume the range of $\theta$ is $[\theta_o, \theta_n]$, then a truncated normal utility (TNU) function is defined by

$$U(\theta) = \frac{\Phi \left[ \frac{\theta - \mu}{\sigma} \right] - \Phi \left[ \frac{\theta_o - \mu}{\sigma} \right]}{\Phi \left[ \frac{\theta_n - \mu}{\sigma} \right] - \Phi \left[ \frac{\theta_o - \mu}{\sigma} \right]} \quad \theta_o \leq \theta \leq \theta_n \quad (1)$$

where $\mu$ and $\sigma$ are respectively the mean and standard deviation and $\Phi(\cdot)$ is the standardized normal distribution function. Hence, a TNU uses only a portion of a normal cumulative function. The utilities at the two end points are 0 and 1.

To investigate the behaviors of a person from the utility function, Pratt (1964) develops the risk aversion function $r(\theta)$ for a measure of risk aversion of a utility function, where

$$r(\theta) = - \frac{d^2 U(\theta)}{d \theta^2} / \frac{d U(\theta)}{d \theta}$$

If $r(\theta)$ is positive at $\theta = \theta^*$ then $U(\theta)$ is risk-averse at $\theta^*$; if $r(\theta)$ is negative at $\theta^*$ then $U(\theta)$ is risk-prone at $\theta^*$; and if $r(\theta)$ is zero at $\theta^*$ then $U(\theta)$ is risk neutral at $\theta^*$. The risk aversion function for the TNU defined in (1) is

$$r(\theta) = \frac{\theta - \mu}{\sigma^2} \quad \theta_o \leq \theta \leq \theta_n$$
Thus, the sign of \( r(\theta) \) depends on the position of \( \theta \). If \( \theta < \mu \), then \( r(\theta) \) is positive for all \( \theta \), \( U(\theta) \) is risk-averse through its range. If \( \theta > \mu \), then \( r(\theta) \) is negative for all \( \theta \), \( U(\theta) \) is risk-prone through its range. If \( \theta < \mu < \theta_n \) then \( r(\theta) \) is negative for \( \theta < \mu \) and positive for \( \theta > \mu \), \( U(\theta) \) is risk-prone for low \( \theta \) values and risk-averse for high \( \theta \) values. This property is true for most unimodal distribution functions. Since the derivative of the risk aversion function in the normal case is

\[
r'(\theta) = \frac{1}{\sigma^2}.
\]

This implies that \( U(\theta) \) has strictly increasing risk aversion. This characteristic is particularly useful in educational selection.

For \( \theta < \mu < \theta_n \), a TNU reflects a decision maker who is risk-taking for low ability \( \theta \), and risk-avoid for high ability \( \theta \); and his willingness to take the risk decreases as \( \theta \) increases. This seems reasonable and common in educational selection.

Finally, for \( \theta_o < \mu < \theta_n \) the limiting forms of the TNU become very simple. If \( \sigma \to \infty \) then

\[
U(\theta) = \begin{cases} 
1 & \text{for } \theta \geq \mu \\
0 & \text{for } \theta < \mu 
\end{cases}.
\]

This is a threshold utility with threshold point at \( \theta = \mu \). And if \( \sigma \to 0 \) then

\[
U(\theta) = \frac{\theta - \theta_o}{\theta_n - \theta_o}, \quad \theta_o < \theta < \theta_n
\]

The utility becomes a linear function with slope \((\theta_n - \theta_o)^{-1}\).

(This result also holds for \( \mu > \theta_n \) or \( \mu < \theta_o \)). Thus, for \( 0 < \sigma < \infty \) the function results in a smooth curve so that the lower portion \((\theta < \mu)\) is convex and the upper portion \((\theta > \mu)\) is concave with the point of inflection at \( \theta = \mu \).
where $F(\theta \mid x)$ is the posterior distribution of $\theta$ given observed score $x$. The Bayes rule is to select a candidate with the highest expected utility. Therefore, the computations of the expected utility become important in the selection analysis.

As Lindley (1977) and Novick and Lindley (1978) indicate, if one can match the function form of utility $U(\theta)$ with the (posterior) distribution $F(\theta \mid x)$ then the computations of expected utility become simple. In most applications $F(\theta \mid x)$ is or can be approximated by a normal distribution Huynh (1979). Assume $F(\theta \mid x)$ is a normal distribution with mean $\mu_o$ and variance $\sigma_o^2$, on $[\theta_o, \theta_n]$ then the expected utility of the TNU in (1) is

$$
E(U(\theta)) = \int U(\theta) \, d \phi(\theta \mid x)
$$

(2)

where $a = \phi\left(\frac{\theta_o - \mu}{\sigma}\right)$, $b = \phi\left(\frac{\theta_n - \mu}{\sigma}\right)$, $a_o = \phi\left(\frac{\theta_o - \mu_o}{\sigma_o}\right)$.
$b_0 = \phi\left(\frac{\mu - \mu_0}{\sigma_0}\right)$ and $\xi$ and $\theta$ are two independent random variables such that $\xi \sim N(\mu, \sigma)$ and $\theta \sim N(\mu_0, \sigma_0)$. Since $\xi$ and $\theta$ are both normal, $(\xi - \theta, \theta)$ has a bivariate normal distribution with mean $(\mu - \mu_0, \mu_0)$ and covariance matrix

$$
\begin{pmatrix}
\sigma^2 + \sigma_0^2 & -\sigma^2 \\
-\sigma^2 & \sigma_0^2
\end{pmatrix}
$$

The expected utility can be obtained by computing the probability of the bivariate normal variable over the region $\xi - \theta < 0$ and $\theta < \theta_0 < \theta_n$. Tables for bivariate normal probabilities are compiled by the (U.S.) National Bureau of Standards (1959). If $b_0 \sim a_0 \sim 1$, e.g.

$\theta_0 \leq \mu_0 - 4\sigma_0 < \mu_0 + 4\sigma_0 \leq \theta_n$, then the expected utility in (3) is

$$
E\, U(\theta) = \frac{\Pr(\xi - \theta \leq 0)}{b - a} - \frac{a}{b - a}
$$

$$
= \frac{c - a}{b - a}
$$

where

$$
c = \Phi\left(\frac{\mu_0 - \mu}{\sqrt{\sigma^2 + \sigma_0^2}}\right),
$$

and $a$, $b$, $c$ may be obtained from a univariate normal distribution table. A computer algorithm for computing bivariate normal probabilities is given by Divgi (1979).
In the previous discussions $\theta$ is considered to be on the interval $[\theta_0, \theta_n]$, in some cases $\theta$ may be defined beyond $[\theta_0, \theta_n]$. For example, in latent trait models the range of $\theta$ is $(-\infty, \infty)$. In this case, we can assign $U(\theta) = 1$ for $\theta > \theta_n$ and $U(\theta) = 0$ for $\theta < \theta_0$. Then the expected utility in (3) with $F(0 \mid x)$ defined over $(-\infty, \infty)$ becomes

$$E \ U(\theta) = \frac{\Pr(\xi - \theta < 0, \theta_0 \leq \theta < \theta_n) - a}{(b - a)} + (1 - b_0). \quad (3)$$

where $\xi$, $\theta$, $a$, $b$ and $b_0$ are as previously defined.

In the problem of setting cut-off (passing) scores, it is necessary to require monotonic expected utility. More precisely, for a given increasing utility function $U(\theta)$ the expected utility should be a monotonic function of $x$, the observed score. A sufficient condition for monotonic expected utility is that the posterior distribution is stochastically increasing in $x$, i.e. if $x < x'$ implies $F(\theta \mid x) > F(\theta \mid x')$ for all $\theta$ (Chuang, Chen and Novick, 1981). It is easy to show that if the mean $\mu_0$ of the normal distribution $F(\theta \mid x)$ is an increasing function of $x$ and the variance $\sigma_0$ is independent of $x$ then $F(\theta \mid x)$ is stochastically increasing in $x$. So the expected utility in (3) or (3)' will increase as $x$ increases.
We now give an example of applying the TNU to the regression model (Petersen and Novick 1976) $y = \alpha + \beta (x - \bar{x}) + \epsilon$ where $\epsilon \sim N(0, \sigma^2)$, in the selection of applicants. The example is based on the data used in Petersen's (1976) model for selection under restrictions. The criterion variable $Y$ is the first semester college grade-point average. The ACT composite score is used for the predictor variable $X$. The applicants can be divided into disadvantaged and advantaged groups. The range of $Y$ is from 0 to 4 and the range of $X$ is from 0 to 36. Table 1 gives the sample size of $N$, mean $\bar{x}$ and $\bar{y}$, standard deviation $s_x$ and $s_y$, correlation $r_{xy}$ and regression coefficient $\hat{\beta}$ for each group.

Table 1 near here

Assume indifference prior distributions of $\alpha$, $\beta$ and $\sigma$ for each group, then the posterior predictive distribution for $y$ given an applicant with score $x_o$ is

$$\frac{y - (\bar{y} + \hat{\beta} (x_o - \bar{x}))}{s \left[\frac{N+1}{N} + \frac{(x_o - \bar{x})^2}{\Sigma(x - \bar{x})^2}\right]^{\frac{1}{2}}} \sim t_{N-2} \tag{4}$$

where $s^2 = N s_y^2 (1 - r_{xy}^2)/(N - 2)$ is the mean square error of the regression equation. If $N$ is large then the $t$ distribution in (4) is approximated by a normal variable and

$$\frac{N+1}{N} + \frac{(x_o - \bar{x})^2}{\Sigma(x - \bar{x})^2} \rightarrow 1.$$
Therefore, the posterior predictive distribution for $y$ for a person with score $x_0$ approximates to a normal distribution with mean $\bar{y} + \hat{\beta} (x_0 - \bar{x})$ and variance $s^2$. For a positive value of $\hat{\beta}$, the mean is an increasing function of $x_0$, and the variance is independent of $x_0$, so the expected utility is increasing in $x_0$.

Suppose the utility for disadvantaged group has mean 1.5 and variance 2 and the utility for advantaged group has mean 2 and variance 1.5, the expected utilities computed from (3) of each group are given in Table 2. It is easy to see that of two applicants from different groups with the same test score, the applicant from the disadvantaged group is preferred. For the given data set and utility functions, Table 2 can be used for the selection of applicants.
A Generalized Beta Utility

We now consider the use of a generalized beta cumulative distribution as a utility function. Again, assume the range of $\theta$ is $[\theta_o, \theta_n]$. A generalized beta utility is defined as

$$U(\theta) = \int_{\theta_o}^{\theta} \frac{\Gamma(a + b)}{\Gamma(a)\Gamma(b)} \frac{(x - \theta_o)^{a-1}(\theta_n - x)^{b-1}}{(\theta_n - \theta_o)^{a+b-1}} \, dx \quad \theta_o \leq \theta \leq \theta_n$$

(5)

The standard beta distribution has $\theta_o = 0$ and $\theta_n = 1$. The risk aversion function for a GBU is

$$r(\theta) = \frac{b - 1}{(\theta - \theta_o)} - \frac{a - 1}{(\theta - \theta_n)} \quad \theta_o \leq \theta \leq \theta_n$$

Taking the derivative to find where the GBU has constant, decreasing or increasing risk-aversion, we have

$$r'(\theta) = \frac{b - 1}{(\theta - \theta_n)^2} + \frac{a - 1}{(\theta - \theta_o)^2} \quad \theta_o \leq \theta \leq \theta_n$$

With the choices of $a$ and $b$, beta utility provides a wide variety of utility functions. For example, for $a < 1$ and $b < 1$ the GBU is risk averse when $\theta$ is less than $\theta_a$, and is risk prone when $\theta$ is greater than $\theta_a$, where $\theta_a = [(a - 1) \theta_o + (b - 1) \theta_n]/(a + b - 2)$ is the antimode of the generalized beta function. It has strictly decreasing risk aversion.

For $a < 1$ and $b = 1$ the beta utility is risk averse through its range and it has strictly decreasing risk aversion. For $a < 1$ and $b > 1$ the beta utility is risk averse through its range and it has decreasing risk aversion when $\theta < \theta_b$ and it has increasing risk-aversion when $\theta > \theta_b$ where

$$\theta_b = \left( \theta_n - \theta_o \right) \sqrt{-\frac{(b - 1)}{(a - 1)}} / \left( 1 + \sqrt{-\frac{(b - 1)}{(a - 1)}} \right)$$

A decreasing risk-averse utility function is useful in economic applications.
In the previous section, we discussed some properties of the TNU function. A GBU with \( a > 1 \) and \( b > 1 \) has similar characteristics. It is increasing risk aversion. For \( a > 1 \) and \( b > 1 \) the beta utility is risk prone when \( \theta > \theta_a \) and is risk averse when \( \theta < \theta_a \). \( \theta_a \) is the mode of the generalized beta function. For \( a > 1 \) and \( b = 1 \) the beta utility is risk prone through its range. For \( a = 1 \) and \( b > 1 \) the beta utility is risk averse through its range. The last two types represent the lower half curve and the upper half curve of a normal utility respectively. Finally, for \( a = 1 \) and \( b = 1 \) the beta utility is equivalent to a TNU with \( \sigma = \infty \).

We summarize the above results in Table 3.

Table 3 near here

The expected utility of a GBU can be computed by simple numerical integration. If \( a \) and \( b \) are integers, the beta utility in (5) becomes a polynomial utility with degree \( a + b - 1 \). Then expected utility is the linear combinations of the moments of the posterior distribution \( F(\theta | x) \). The moments for many common probability distributions are tabulated and could be used in the calculations of the expectation of a polynomial utility.

If \( F(\theta | x) \) has a beta distribution then the expected utility becomes one beta variable less than or equal to another beta variable. Assume \( \xi \) and \( \theta \) are two independent beta random variables with distributions \( U(\theta) \) and \( F(\theta | x) \) respectively. Then the expected utility of a GBU in (5) is

\[
E[U(\theta)] = \Pr(\xi \leq \theta)
\]

Note that the beta variable \( \theta \) is also defined on \([\theta_0, \theta_n]\). Let \( \xi' = \frac{\theta - \theta_0}{\theta_n - \theta_0} \) and \( \theta' = \frac{\theta - \theta_0}{\theta_n - \theta_0} \), then \( \xi' \) and \( \theta' \) are usual beta random variables defined on \([0,1]\) and

\[
\Pr(\xi \leq \theta) = \Pr(\xi' \leq \theta').
\]
Hence

\[ E \, U(\theta) = Pr(\xi \leq 0'). \]  

(6)

The probability on the right hand side does not depend on \( \theta_0 \) or \( \theta_n \).

A formula for computing this probability is given in Altham (1969) and Weisberg (1972).

We now provide an example of the use of the beta utility when the test scores follow a beta-binomial model. This model has been used extensively in the theory of criterion-referenced testing by Huynh and others. For a test of \( n \) items, given an applicant with ability \( \theta \) the probability that he answers \( x \) items correctly is a binomial distribution. Assume a person's ability has a beta distribution with parameters \( p \) and \( q \). Then the posterior distribution of \( \theta \) given \( x \) is a beta \((p + x, q + n - x)\).

If \( a, b, p, q \) are integers, Altham (1969) provided the following formula for computing the probability in equation (6):

\[
E \, U(\theta) = \sum_{s = \max(p + x - b, 0)}^{p + x - 1} \frac{(a + p + x - 1)}{(a + b + p + q + n - s - 1)} \frac{(b + q + n - x - 1)}{(p + q + n - s - 1)} \frac{(a + b + p + q + n - 2)}{(p + q + n - 1)}
\]

Again, consider the selection on the restricted model. Suppose the utility for the disadvantaged group has beta cumulative function with parameters 2 and 4 and the utility for the advantaged group has beta cumulative function with parameters 2 and 2. Assume indifference prior (Novick and Jackson 1974, p. 156) for each group, i.e. \( p = q = 0 \). For a test of 16 items the expected utility of each group is given in Table 4. It is easy to see that the expected utility is an increasing function of test score. In fact, the expected utility preserves the shape of the utility function. For example, for the advantaged group the expected utility is symmetric at the score of 8.

Table 4 near here
Fitting a Utility Function

We have seen above that there are some advantages in using the cumulative normal or beta distribution function as a utility function. In this section we consider a least-squares procedure given in Novick and Lindley (1979) to fit the parameters \((\tau_1, \tau_2)\) of a utility, where \((\tau_1, \tau_2)\) are \((\mu, \sigma)\) for a TNU and \((a, b)\) for a GBV.

Consider \((n+1)\) points with \(\theta_0 < \theta_1 < \ldots < \theta_n\) and let \(U(\theta_i) = U_i\), \(i = 0, 1, \ldots, n\). For a given triplet \((\theta_i, \theta_j, \theta_k)\), a subject is asked to compare \(\theta_j\) for sure with a gamble on \(\theta_i\) and \(\theta_k\) where \(i < j < k\). Specifically, the subject is required to state a probability, \(p_{ijk}\), such that he is indifferent between \(\theta_j\) for sure and the gamble: chance \(p_{ijk}\) of \(\theta_k\) and \(1 - p_{ijk}\) of \(\theta_i\). Then

\[ U_j = p_{ijk} U_k + (1 - p_{ijk}) U_i \]

or

\[ p_{ijk} = \frac{U_j - U_i}{U_k - U_j} \]

(1) If \(U(\theta)\) is a TNU function, then

\[ p_{ijk} = \frac{\phi \left( \frac{\theta_j - \mu}{\sigma} \right) \phi \left( \frac{\theta_i - \mu}{\sigma} \right)}{\phi \left( \frac{\theta_k - \mu}{\sigma} \right) \phi \left( \frac{\theta_i - \mu}{\sigma} \right)} \quad (7) \]

\[ \phi \left( \frac{\theta_k - \mu}{\sigma} \right) \phi \left( \frac{\theta_i - \mu}{\sigma} \right) \]

\[ \phi \left( \frac{\theta_j - \mu}{\sigma} \right) \phi \left( \frac{\theta_i - \mu}{\sigma} \right) \]

\[ \phi \left( \frac{\theta_k - \mu}{\sigma} \right) \phi \left( \frac{\theta_i - \mu}{\sigma} \right) \]

\[ \phi \left( \frac{\theta_j - \mu}{\sigma} \right) \phi \left( \frac{\theta_i - \mu}{\sigma} \right) \]

\[ \phi \left( \frac{\theta_k - \mu}{\sigma} \right) \phi \left( \frac{\theta_i - \mu}{\sigma} \right) \]
(ii) If \( U(\theta) \) is a GBU function, then

\[
\frac{p_{ijk}}{1 - p_{ijk}} = \frac{U'(\frac{1 - \theta}{n} - \theta_0) - U'(\frac{\theta_1 - \theta_0}{n})}{U'(\frac{\theta_1 - \theta_0}{n}) - U'(\frac{\theta_1 - \theta_0}{n})}
\]

where \( U'(\cdot) \) is a standard beta distribution function, i.e.

\[
U'(\theta) = \frac{\Gamma(a+b)}{\Gamma(a)\Gamma(b)} \int_0^\theta x^{a-1}(1-x)^{b-1} \, dx, \quad 0 \leq \theta \leq 1.
\]

Two values of \( p_{ijk} \) are sufficient to determine \( \tau_1 \) and \( \tau_2 \). For checking the coherence subject is required to assess more than two indifference probabilities \( p_{ijk} \). Making the same assumption as in Novick and Lindley (1979) about the use of log-odds, a utility can be fitted by minimizing the following sum of squares with respect to \( \tau_1 \) and \( \tau_2 \)

\[
S = \sum_{ijk} \left( \log \frac{p_{ijk}}{1 - p_{ijk}} - \log \frac{U_1 - U_i}{U_k - U_j} \right)^2.
\]
An example of using the least-squares procedure to fit a TNU and a GBU for a state university administrator on grade point average (GPA) is given below. The range of GPA is from 0 to 4, 14 different gambles are formed from the 9 points 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4. The list of the gambles is shown in column 1 to 3 of Table 5. (There are 84 possible gambles). For each gamble the assessed indifference probabilities are given in column 4. The Gauss-Newton method was used to minimize sum of squares. The algorithm is given in the appendix. The parameters of the fitted normal and beta utility are (1.44, 0.84) and (1.72, 2.99), respectively. The fitted utilities for the nine points are given in column 5 and 6. Two utilities are reasonably close to each other. The fitted beta has a mean of 1.46 and a mode of 1.06. The utilities rise very rapidly for GPA below 2 and very slowly for GPA above 3. Perhaps, this is the state university regulation that requires a continuing average of 1.0 to remain in college on probation, an average of 2.0 to maintain regular status and an average of 3.0 to take honor courses. Finally, for the comparison of the goodness of fits, the utilities from nine points least-squares fit are given in column 7. It also shows that the utilities at GPA = 0.5, 1, 1.5, 2 increase most rapidly, and the three fits are very close for GPA above 1.5.

Table 5 near here
Note that equation (7) is independent of \( a = \phi\left(\frac{\theta_0 - \mu}{\sigma}\right) \) and \( b = \phi\left(\frac{\theta_n - \mu}{\sigma}\right) \). This procedure will fit the best normal curve over the interval \([\theta_0, \theta_n]\). However, if \( \mu \) is far from the midpoint of \( \theta_0 \) and \( \theta_n \) or/and \( \sigma \) is large then the performance of the fitted procedure will decrease. We briefly examine this difficulty by using the Monte Carlo methods for the model

\[
\log \frac{p_{ijk}}{1-p_{ijk}} = \log \frac{\phi\left(\frac{\theta_i - \mu}{\sigma}\right) - \phi\left(\frac{\theta_j - \mu}{\sigma}\right)}{\phi\left(\frac{\theta_k - \mu}{\sigma}\right) - \phi\left(\frac{\theta_l - \mu}{\sigma}\right)} + \nu
\]

14 gambles are used for each fit, the \((i, j, k)\) are generated uniformly from the 84 gambles and the error \( \nu \) from independent \( N(0, \frac{1}{2}) \) population. Table 4 gives the average of 25 fitted mean and standard deviations for each combination of \( \mu = 2, 2.5, 3, 4 \) and \( \sigma = 0.5, 1, 1.5, 2 \). The standard error of the averages are also provided. They are indicated in parenthesis. We consider the biases \(|\text{fitted-true}|\) and standard errors of the fitted values as a measure of the performance of the procedure. Table 4 indicates that an increase of \( \sigma \) or \( \mu \) worsens the fit as one would expect. For \( \mu = 4 \) and \( \sigma = 0.5 \), the utilities for \( \theta < 3 \) are so close together (close to 0) that the procedure does not converge. This also suggests that \( \theta_i \) should be chosen so that the utilities of \( U(\theta_i) \) increase significantly at each \( \theta_i \).

---

Table 6 near here
Fitting a Utility in Two Groups

The problem of using probability distribution function as a utility function arises when the utilities are specified for more than one group. In the previous section, both utility bounds for advantaged and disadvantaged groups are assumed to be 1 and 0. This may not be true in some situations. For example, of two applicants with the same GPA of 4, one may prefer the disadvantaged group applicant. Therefore, it is important to check coherence between groups on multiple groups assessment. We now give a procedure to exploit coherence between groups. We will use GPA as an example to describe the procedure.

Let \( U_D(0) \) and \( U_A(0) \) be the utility function for disadvantaged and advantaged groups respectively. Suppose selecting a disadvantaged group applicant with GPA of 4 has the highest utility of 1 and selecting an advantaged group applicant with GPA of 0 has the lowest utility of 0. Hence, \( U_D(4) = 1 \) and \( U_A(0) = 0 \). Consider the utility for disadvantaged groups, for a given GPA of 4, the subject is asked to compare the following two options:

For sure disadvantaged group applicant with GPA = 4

\[
p \quad \text{disadvantaged group applicant with GPA = 4}
\]

\[
1 - p \quad \text{advantaged group applicant with GPA = 0}
\]

Let \( p_i \) be the probability for which the subject is indifferent between the two options. Then
\[ \bar{U}_D(\theta_i) = (1 - p_i) \bar{U}_A(\theta) + p_i \bar{U}_D(4) \]

\[ = p_i \]  

(8)

for any \(i\). Assume \(U_D(\theta)\) and \(U_A(\theta)\) are two cumulative utility functions elicited independently from the procedure described in the last section.

Because \(U_D(0)\) and \(\bar{U}_D(0)\) are two utility functions for the same population, we have

\[ \bar{U}_D(\theta) = \alpha_D + \beta_D U_D(\theta) \]

\[ = (1 - \beta_D) + \beta_D U_D(\theta) \]  

(9)

The last equation follows from \(\bar{U}_D(4) = U_D(4) = 1\). Substituting (8) into (9) and simplifying gives

\[ (1 - p_i) = \beta_D (1 - U_D(\theta_i)) \]  

(10)

\(\beta_D\) can be solved immediately from \(p_i\) and \(U_D(\theta_i)\). Note that for coherence, \(\beta_D\) should be less than or equal to 1 (or \(U(\theta_i)\) should be less than or equal to \(p_i\)). Equation (10) is a linear regression equation without intercept. By assessing at different \(\theta_i\) points, the least squares procedure for estimating \(\beta_D\) can be used for checking coherence. Similarly, the utility for advantaged group is

\[ \bar{U}_A(\theta) = \beta_A U_A(\theta) \]

\[ 0 \leq \beta_A \leq 1 \]

And \(\beta_A\) can be estimated from the regression line

\[ p_i = \beta_A U_A(\theta_i) \]  

(11)

where \(p_i\) is the indifference probability between the two options:
For sure advantaged group applicant with GPA=θ₁

and

p disadvantaged group applicant with GPA=θ₂

1-p advantaged group applicant with GPA=θ₀.

If \( \hat{\beta}_D \) and \( \hat{\beta}_A \) are the least squares solutions from equation (10) and (11) then the assessed utility for the two groups are

\[
\bar{U}_D(\theta) = (1 - \hat{\beta}_D) + \hat{\beta}_D \cdot U_D(\theta)
\]

and

\[
\bar{U}_A(\theta) = \hat{\beta}_A \cdot U_A(\theta).
\]

Since the two bounds of \( \bar{U}_D(\theta) \) and \( \bar{U}_A(\theta) \) are not 0 and 1, they cannot be considered as a cumulative distribution function; however, they retain all the properties of a TNU described above. The expected utilities can be computed directly from \( E(U_D(\theta)) \) and \( E(U_A(\theta)) \) respectively, i.e.

\[
E \bar{U}_D(\theta) = (1 - \hat{\beta}_D) + \hat{\beta}_D \cdot E U_D(\theta)
\]

and

\[
E \bar{U}_A(\theta) = \hat{\beta}_A \cdot E U_A(\theta).
\]
Note we assume that the highest utility and the lowest utility are in two different groups, i.e. \( U_D(4) = 1 \) and \( U_A(0) = 1 \). Suppose the two extreme utilities 0 and 1 occur in the same group. Without loss of generality, it could alternatively be assumed that \( U_A(4) = 1 \) and \( U_A(0) = 0 \), then only the utility for the disadvantaged group has to be rescaled. Following the same arguments described above we have

\[
P_i = \alpha_D + \beta_D U_D \\
0 < \alpha_D, 0 < \beta_D < 1 \quad (12)
\]

where \( p_i \) is the indifference probability for the two options.

For sure disadvantaged group applicant with GPA= \( \theta_i \)

and

\[
p = \text{advantaged group applicant with GPA=4} \\
1-p = \text{advantaged group applicant with GPA=0}.
\]

\( \alpha_D \) and \( \beta_D \) in (12) can be estimated by fitting the linear regression line. If \( \hat{\alpha}_D \) and \( \hat{\beta}_D \) are two fitted values, then the utility for the two groups are

\[
U_D(\theta) = \hat{\alpha}_D + \hat{\beta}_D U_D(\theta)
\]

and

\[
U_A(\theta) = U_A(\theta).
\]
Summary

The use of some simple utility or loss functions in educational or employment evaluation has recently been studied by Petersen (1976) Huynh (1976, 1977), Van der Linden and Mellenbergh (1977). Novick and Lindley (1978) demonstrated that more realistic utility functions can be easily used without increasing the complexity and may be preferable in some applications.

This paper illustrates the use of a truncated normal or a generalized beta cumulative distribution function as a utility function. They are more flexible than threshold or linear functions. If a person's utility function can be fitted to a distribution function the analysis of utility is simple and easy. For example, its derivative is the familiar density function. It provides the rate of the increase of utility. However, one should not force a person's utility function into this form if it does not fit.
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Table 1  Sample Data for the Use of
Truncated Normal Utility for
Educational Selection

<table>
<thead>
<tr>
<th>Group</th>
<th>$N_i$</th>
<th>$\bar{x}$</th>
<th>$S_x$</th>
<th>$\bar{y}$</th>
<th>$S_y$</th>
<th>$r_{xy}$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disadvantaged</td>
<td>305</td>
<td>13.47</td>
<td>4.787</td>
<td>1.68</td>
<td>1.088</td>
<td>.2772</td>
<td>.063</td>
</tr>
<tr>
<td>Advantaged</td>
<td>2182</td>
<td>19.03</td>
<td>5.276</td>
<td>2.07</td>
<td>1.015</td>
<td>.3732</td>
<td>.072</td>
</tr>
</tbody>
</table>

Table 2 The Expected Values of Two Truncated Normal Utilities

<table>
<thead>
<tr>
<th></th>
<th>Disadvantaged</th>
<th></th>
<th>Advantaged</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_o = 1.5$</td>
<td>$\sigma_o = 2$</td>
<td>$\mu_o = 2$</td>
<td>$\sigma_o = 1.5$</td>
</tr>
<tr>
<td>2</td>
<td>0.298</td>
<td></td>
<td>0.197</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.324</td>
<td></td>
<td>0.222</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.353</td>
<td></td>
<td>0.250</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.382</td>
<td></td>
<td>0.280</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.413</td>
<td></td>
<td>0.312</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.444</td>
<td></td>
<td>0.347</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.476</td>
<td></td>
<td>0.383</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.509</td>
<td></td>
<td>0.421</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.542</td>
<td></td>
<td>0.460</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.575</td>
<td></td>
<td>0.499</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.607</td>
<td></td>
<td>0.538</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0.639</td>
<td></td>
<td>0.577</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>0.670</td>
<td></td>
<td>0.615</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0.700</td>
<td></td>
<td>0.651</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.729</td>
<td></td>
<td>0.686</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.756</td>
<td></td>
<td>0.718</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>0.782</td>
<td></td>
<td>0.749</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>0.806</td>
<td></td>
<td>0.776</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3 Risk Aversion Properties of Beta Utility Functions

<table>
<thead>
<tr>
<th>Conditions</th>
<th>( r(\theta) )</th>
<th>( r'(\theta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a &lt; 1 ), ( b &lt; 1 )</td>
<td>+ if ( 0 &lt; \theta &lt; a )</td>
<td>( a &lt; 1 ), ( b = 1 )</td>
</tr>
<tr>
<td>( b = 1 )</td>
<td>0 if ( \theta = a )</td>
<td>( a &lt; 1 ), ( b &gt; 1 )</td>
</tr>
<tr>
<td>( a &lt; 1 ), ( b &gt; 1 )</td>
<td>- if ( \theta &gt; a )</td>
<td>( a &gt; 1 ), ( b &lt; 1 )</td>
</tr>
<tr>
<td>( a = 1 ), ( b &lt; 1 )</td>
<td>-</td>
<td>( a &gt; 1 ), ( b = 1 )</td>
</tr>
<tr>
<td>( b = 1 )</td>
<td>0</td>
<td>( a &gt; 1 ), ( b &gt; 1 )</td>
</tr>
<tr>
<td>( a &gt; 1 ), ( b &gt; 1 )</td>
<td>+</td>
<td>( a &gt; 1 ), ( b = 1 )</td>
</tr>
</tbody>
</table>

\[
\theta_a = \frac{(a-1)\theta_n - (b-1)\theta_o}{(a+b-2)} \quad \theta_b = \frac{\theta_n \theta_o \sqrt{\frac{b-1}{a-1}}}{1 + \sqrt{\frac{b-1}{a-1}}}
\]
Table 4  The Expected Values of Two Generalized Beta Utilities

<table>
<thead>
<tr>
<th>Score</th>
<th>Disadvantaged a = 2</th>
<th>Advantaged a = 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b = 4</td>
<td>b = 2</td>
</tr>
<tr>
<td>1</td>
<td>0.053</td>
<td>0.020</td>
</tr>
<tr>
<td>2</td>
<td>0.140</td>
<td>0.056</td>
</tr>
<tr>
<td>3</td>
<td>0.249</td>
<td>0.108</td>
</tr>
<tr>
<td>4</td>
<td>0.366</td>
<td>0.172</td>
</tr>
<tr>
<td>5</td>
<td>0.483</td>
<td>0.245</td>
</tr>
<tr>
<td>6</td>
<td>0.594</td>
<td>0.326</td>
</tr>
<tr>
<td>7</td>
<td>0.693</td>
<td>0.412</td>
</tr>
<tr>
<td>8</td>
<td>0.779</td>
<td>0.500</td>
</tr>
<tr>
<td>9</td>
<td>0.848</td>
<td>0.588</td>
</tr>
<tr>
<td>10</td>
<td>0.902</td>
<td>0.674</td>
</tr>
<tr>
<td>11</td>
<td>0.942</td>
<td>0.755</td>
</tr>
<tr>
<td>12</td>
<td>0.969</td>
<td>0.828</td>
</tr>
<tr>
<td>13</td>
<td>0.986</td>
<td>0.892</td>
</tr>
<tr>
<td>14</td>
<td>0.995</td>
<td>0.944</td>
</tr>
<tr>
<td>15</td>
<td>0.999</td>
<td>0.980</td>
</tr>
</tbody>
</table>
Table 5  Fitted Least Squares Utilities for a University Administrator

<table>
<thead>
<tr>
<th>For sure</th>
<th>1-P</th>
<th>P</th>
<th>IF</th>
<th>Normal Fit</th>
<th>Beta Fit</th>
<th>9 point fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
<td>1.0</td>
<td>.68</td>
<td>.09</td>
<td>.12</td>
<td>.19</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>1.5</td>
<td>.30</td>
<td>.27</td>
<td>.33</td>
<td>.28</td>
</tr>
<tr>
<td>1.5</td>
<td>1.0</td>
<td>2.0</td>
<td>.45</td>
<td>.51</td>
<td>.55</td>
<td>.48</td>
</tr>
<tr>
<td>2.0</td>
<td>1.5</td>
<td>2.5</td>
<td>.59</td>
<td>.74</td>
<td>.74</td>
<td>.72</td>
</tr>
<tr>
<td>2.5</td>
<td>2.0</td>
<td>3.0</td>
<td>.66</td>
<td>.89</td>
<td>.88</td>
<td>.89</td>
</tr>
<tr>
<td>3.0</td>
<td>2.5</td>
<td>3.5</td>
<td>.78</td>
<td>.97</td>
<td>.96</td>
<td>.97</td>
</tr>
<tr>
<td>3.5</td>
<td>3.0</td>
<td>4.0</td>
<td>.80</td>
<td>.99</td>
<td>.99</td>
<td>.99</td>
</tr>
<tr>
<td>4.0</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>2.0</td>
<td>.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>2.5</td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>1.0</td>
<td>3.0</td>
<td>.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>3.5</td>
<td>.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>2.0</td>
<td>4.0</td>
<td>.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.0</td>
<td>3.0</td>
<td>.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>0.0</td>
<td>4.0</td>
<td>.72</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6  Simulated Studies for the Performance of normal utility fits for Various \( \mu \) and \( \sigma \).

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>( \mu )</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>2.00 (0.038)</td>
<td>2.51 (0.053)</td>
<td>2.97 (0.042)</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>0.50 (0.015)</td>
<td>0.50 (0.017)</td>
<td>0.49 (0.009)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.97 (0.123)</td>
<td>2.48 (0.131)</td>
<td>2.85 (0.172)</td>
<td>3.54 (0.240)</td>
<td></td>
</tr>
<tr>
<td>0.99 (0.110)</td>
<td>1.01 (0.117)</td>
<td>0.95 (0.090)</td>
<td>0.88 (0.067)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>2.02 (0.305)</td>
<td>2.44 (0.340)</td>
<td>2.77 (0.262)</td>
<td>3.24 (0.362)</td>
<td></td>
</tr>
<tr>
<td>1.59 (0.555)</td>
<td>1.46 (0.304)</td>
<td>1.35 (0.254)</td>
<td>1.18 (0.187)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>1.88 (0.560)</td>
<td>2.40 (0.396)</td>
<td>2.84 (0.477)</td>
<td>3.28 (0.500)</td>
<td></td>
</tr>
<tr>
<td>1.93 (0.600)</td>
<td>2.11 (0.717)</td>
<td>2.02 (0.475)</td>
<td>1.62 (0.317)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Least-squares procedure to fit a normal or a beta cdf utility

Appendix

Let \( p_{ijk} \) be the indifference probability for the triplet \((\theta_1, \theta_j, \theta_k)\) then

\[
U(\theta_j) = p_{ijk} U(\theta_k) + (1-p_{ijk}) U(\theta_1). 
\]

We will minimize the following sum of squares with respect to the parameter \( \tau = (\tau_1, \tau_2) \) of \( U(\theta) \)

\[
Q = \sum_{ijk} \left( \log \frac{p_{ijk}}{1-p_{ijk}} - \log \frac{U(\theta_j) - U(\theta_1)}{U(\theta_k) - U(\theta_j)} \right)^2. 
\]

(Al)

Let \( \log \frac{p_{ijk}}{1-p_{ijk}} = y_{ijk} \) and \( \log \frac{U(\theta_j) - U(\theta_1)}{U(\theta_k) - U(\theta_j)} = f_{ijk}(\tau) \).

Consider the function \( y - f(\tau) \) the first-order Taylor series expansion for the function about \( \tau^{(0)} \) is

\[
y - f(\tau^{(0)}) = \frac{3}{\delta} f(\tau^{(0)}) (\tau - \tau_1^{(0)}) + \frac{2}{\delta} f(\tau^{(0)}) (\tau_2 - \tau_1^{(0)}) + R
\]

where \( R \) is the remainder. The least-squares solution for the linear model

\[
y_{ijk} - f_{ijk} = b_1 \frac{3}{\delta} \tau_1 f_{ijk} + b_2 \frac{3}{\delta} \tau_2 f_{ijk} + R_{ijk}
\]

can be used to approximate the solution in (Al).
If we write
\[ x^{(0)} = \left[ \frac{\partial}{\partial \tau_1} f_{ijk}, \frac{\partial}{\partial \tau_2} f_{ijk} \right] \]
and
\[ y - f(0) = \left[ y_{ijk} - f_{ijk} \right] \]
then the least-square estimate of \( b \) is
\[ b^{(0)} = (x^{(0)} x^{(0)})^{-1} x^{(0)} (y - f^{(0)}) \]
\( \tau \) can be estimated by the interactive process from the above equation, that is
\[ \tau^{(n+1)} = \tau^{(n)} + \frac{b^{(n)}}{x^{(n)}} \]

We now give the derivative for two useful parametric utility functions:

(1) \( U(\theta) \) is a normal or truncated normal cdf with mean \( \mu \) and variance \( \sigma^2 \), i.e. \( U(\theta) = \phi(\frac{\theta - \mu}{\sigma}) \).

Then
\[ \frac{\partial}{\partial \mu} f_{ijk} (\mu, \sigma) = \frac{\phi_{i} - \phi_{k}}{\sigma (\phi_{j} - \phi_{k})} - \frac{\phi_{k} - \phi_{j}}{\sigma (\phi_{k} - \phi_{j})} \]
\[ \frac{\partial}{\partial \sigma} f_{ijk} (\mu, \sigma) = \frac{(\theta_{j} - \mu) \phi_{i} - (\theta_{i} - \mu) \phi_{j}}{\sigma^2 (\phi_{j} - \phi_{i})} - \frac{(\theta_{k} - \mu) \phi_{k} - (\theta_{j} - \mu) \phi_{j}}{\sigma^2 (\phi_{k} - \phi_{j})} \]
where \( \phi_{i} = \phi(\frac{\theta_{i} - \mu}{\sigma}), \phi_{j} = \phi(\frac{\theta_{j} - \mu}{\sigma}) \) and \( \phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} \).
(2) \( U(\theta) \) is a beta cdf with parameters \( a \) and \( b \), i.e.

\[
U(\theta) = \frac{\Gamma(a + b)}{\Gamma(a)\Gamma(b)} \int_0^\theta x^{a-1} (1 - x)^{b-1} \, dx.
\]

Then

\[
\frac{\partial}{\partial a} f_{ijk}(a,b) = \frac{v_{ij}}{u_{ij}} - \frac{v_{jk}}{u_{jk}}
\]

\[
\frac{\partial}{\partial b} f_{ijk}(a,b) = \frac{w_{ij}}{u_{ij}} - \frac{w_{jk}}{u_{jk}}
\]

where \( u_{ij} = \int_{\theta_1}^{\theta_j} x^{a-1} (1 - x)^{b-1} \, dx \), \( v_{ij} = \int_{\theta_1}^{\theta_j} \log x \, x^{a-1} (1-x)^{b-1} \, dx \)

and \( w_{ij} = \int_{\theta_1}^{\theta_j} \log (1-x) \, x^{a-1} (1-x)^{b-1} \, dx \).
Navy

1 Dr. Ed Aiken  
Navy Personnel R&D Center  
San Diego, CA 92152

1 Dr. Jack R. Borsting  
Provost & Academic Dean  
U.S. Naval Postgraduate School  
Monterey, CA 93940

1 Dr. Robert Breaux  
Code N-711  
NAVTRAEEQUIPCEN  
Orlando, FL 32813

1 Chief of Naval Education and Training  
Liason Office  
Air Force Human Resource Laboratory  
Flying Training Division  
WILLIAMS AFB, AZ 85224

1 Deputy Assistant Secretary of the Navy (Manpower)  
Office of the Assistant Secretary of the Navy (Manpower, Reserve Affairs, and Logistics)  
Washington, DC 20350

1 Dr. Richard Elster  
Department of Administrative Sciences  
Naval Postgraduate School  
Monterey, CA 93940

1 DR. PAT FEDERICO  
NAVY PERSONNEL R&D CENTER  
SAN DIEGO, CA 92152

1 Mr. Paul Foley  
Navy Personnel R&D Center  
San Diego, CA 92152

1 Dr. John Ford  
Navy Personnel R&D Center  
San Diego, CA 92152

1 Dr. Henry M. Halflf  
Department of Psychology, C-009  
University of California at San Diego  
La Jolla, CA 92039

Navy

1 Dr. Patrick R. Harrison  
Psychology Course Director  
LEADERSHIP & LAW DEPT. (7b)  
DIV. OF PROFESSIONAL DEVELOPMENT  
U.S. NAVAL ACADEMY  
ANNAPOLIS, MD 21402

1 Dr. Norman J. Kerr  
Chief of Naval Technical Training  
Naval Air Station Memphis (75)  
Millington, TN 38054

1 Dr. William L. Maloy  
Principal Civilian Advisor for Education and Training  
Naval Training Command, Code OOA  
Pensacola, FL 32508

1 Dr. Kneale Marshall  
Scientific Advisor to DCNO(MPT)  
OP01T  
Washington DC 20370

1 CAPT Richard L. Martin, USN  
Prospective Commanding Officer  
USS Carl Vinson (CVN-70)  
Newport News Shipbuilding and Drydock Co  
Newport News, VA 23607

1 Dr. James McBride  
Navy Personnel R&D Center  
San Diego, CA 92152

1 Dr William Montague  
Navy Personnel R&D Center  
San Diego, CA 92152

1 Ted M. I. Yellen  
Technical Information Office, Code 201,  
NAVY PERSONNEL R&D CENTER  
SAN DIEGO, CA 92152

1 Library, Code P201L  
Navy Personnel R&D Center  
San Diego, CA 92152
Navy

6 Commanding Officer
Naval Research Laboratory
Code 2627
Washington, DC 20390

1 Psychologist
ONR Branch Office
Bldg 114, Section D
566 Summer Street
Boston, MA 02210

1 Psychologist
ONR Branch Office
536 S. Clark Street
Chicago, IL 60605

1 Office of Naval Research
Code 437
800 N. Quincy Street
Arlington, VA 22217

5 Personnel & Training Research Programs
(Code 458)
Office of Naval Research
Arlington, VA 22217

1 Psychologist
ONR Branch Office
1030 East Green Street
Pasadena, CA 91101

1 Office of the Chief of Naval Operations
Research Development & Studies Branch
(OP-115)
Washington, DC 20350

1 LT Frank C. Petho, MSC, USN (Ph.D)
Code L51
Naval Aerospace Medical Research Laborat
Pensacola, FL 32508

1 Mr. Arnold Rubenstein
Naval Personnel Support Technology
Naval Material Command (08T244)
Room 1044, Crystal Plaza #5
2221 Jefferson Davis Highway
Arlington, VA 20360

Navy

1 Dr. Robert G. Smith
Office of Chief of Naval Operations
OP-98TH
Washington, DC 20350

1 Dr. Alfred F. Smoode
Training Analysis & Evaluation Group
(TAEG)
Dept. of the Navy
Orlando, FL 32813

1 Dr. Richard Sorensen
Navy Personnel R&D Center
San Diego, CA 92152

1 W. Gary Thomas
Naval Ocean Systems Center
Code 7132
San Diego, CA 92152

1 Dr. Ronald Weitzman
Code 54 WZ
Department of Administrative Sciences
U. S. Naval Postgraduate School
Monterey, CA 93940

1 DR. MARTIN F. WISKOFF
NAVY PERSONNEL R & D CENTER
SAN DIEGO, CA 92152
Army

1 Technical Director
U. S. Army Research Institute for the
Behavioral and Social Sciences
5001 Eisenhower Avenue
Alexandria, VA 22333

1 HQ USAREUE & 7th Army
ODCSOPS
USAAREUE Director of GED
APO New York 09403

1 DR. RALPH DUSEK
U. S. ARMY RESEARCH INSTITUTE
5001 EISENHOWER AVENUE
ALEXANDRIA, VA 22333

1 Dr. Myron Fischl
U. S. Army Research Institute for the
Social and Behavioral Sciences
5001 Eisenhower Avenue
Alexandria, VA 22333

1 Dr. Harold F. O'Neil, Jr.
Attn: PERI-OK
Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

1 Mr. Robert Ross
U. S. Army Research Institute for the
Social and Behavioral Sciences
5001 Eisenhower Avenue
Alexandria, VA 22333

1 Dr. Robert Saamor
U. S. Army Research Institute for the
Behavioral and Social Sciences
5001 Eisenhower Avenue
Alexandria, VA 22333

1 Commandant
US Army Institute of Administration
Attn: Dr. Sherrill
FT Benjamin Harrison, IN 46256

1 Dr. Frederick Steinheiser
U. S. Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333
<table>
<thead>
<tr>
<th>Air Force</th>
<th>Marines</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Air Force Human Resources Lab AFHRL/MPD Brooks AFB, TX 78235</td>
<td>1 H. William Greenup Education Advisor (E031) Education Center, MCDEC Quantico, VA 22134</td>
</tr>
<tr>
<td>1 Air University Library AUL/LSE 76/443 Maxwell AFB, AL 36112</td>
<td>1 Director, Office of Manpower Utilization HQ, Marine Corps (MPU) BCP, Bldg. 2009 Quantico, VA 22134</td>
</tr>
<tr>
<td>1 Dr. Earl A. Alluisi HQ, AFHRL (AFSC) Brooks AFB, TX 78235</td>
<td>1 DR. A.L. SLAFKOSKY SCIENTIFIC ADVISOR (CODE RD-1) HQ, U.S. MARINE CORPS WASHINGTON, DC 20380</td>
</tr>
<tr>
<td>1 Dr. Genevieve Haddad Program Manager Life Sciences Directorate AFOSR Bolling AFB, DC 20332</td>
<td></td>
</tr>
<tr>
<td>1 Dr. Ross L. Morgan (AFHRL/LR) Wright-Patterson AFB Ohio 45433</td>
<td></td>
</tr>
<tr>
<td>1 Research and Measurement Division Research Branch, AFMPC/HPCYPR Randolph AFB, TX 78148</td>
<td></td>
</tr>
<tr>
<td>1 Dr. Malcolm Ree AFHRL/MP Brooks AFB, TX 78235</td>
<td></td>
</tr>
<tr>
<td>1 Dr. Marty Rockway Technical Director AFHRL(OT) Williams AFB, AZ 58224</td>
<td></td>
</tr>
<tr>
<td>1 Jack A. Thorp, Maj., USAF Life Sciences Directorate AFOSR Bolling AFB, DC 20332</td>
<td></td>
</tr>
</tbody>
</table>
Coast Guard

1 Mr. Thomas A. Warm
U. S. Coast Guard Institute
P. O. Substation 18
Oklahoma City, OK 73169

Other DcD

12 Defense Technical Information Center
Cameron Station, Bldg 5
Alexandria, VA 22314
Attn: TC

1 Dr. Dexter Fletcher
ADVANCED RESEARCH PROJECTS AGENCY
1400 WILSON BLVD.
ARLINGTON, VA 22209

1 Dr. William Graham
Testing Directorate
MEPCOM/MEPCT-P
Ft. Sheridan, IL 60037

1 Military Assistant for Training and Personnel Technology
Office of the Under Secretary of Defense
for Research & Engineering
Room 3D129, The Pentagon
Washington, DC 20301

1 MAJOR Wayne Sellman, USAF
Office of the Assistant Secretary
of Defense (MRA&L)
3B930 The Pentagon
Washington, DC 20301

1 HEAD, SECTION ON MEDICAL EDUCATION
UNIFORMED SERVICES UNIV. OF THE
HEALTH SCIENCES
6917 ARLINGTON ROAD
BETHESDA, MD 20014
<table>
<thead>
<tr>
<th>Civil Govt</th>
<th>Non Govt</th>
</tr>
</thead>
</table>
| 1 Dr. Susan Chipman  
Learning and Development  
National Institute of Education  
1200 19th Street NW  
Washington, DC 20208 | 1 Dr. Erling B. Andersen  
Department of Statistics  
Studiestævne  
1455 Copenhagen  
DENMARK |
| 1 Dr. Joseph I. Lipson  
SEDR W-638  
National Science Foundation  
Washington, DC 20550 | 1 1 psychological research unit  
Dept. of Defense (Army Office)  
Campbell Park Offices  
Canberra ACT 2600, Australia |
| 1 Dr. John Hays  
National Institute of Education  
1200 19th Street NW  
Washington, DC 20203 | 1 Dr. Isaac Bejar  
Educational Testing Service  
Princeton, NJ 08540 |
| 1 Dr. Arthur Melmed  
National Institute of Education  
1200 19th Street NW  
Washington, DC 20208 | 1 Dr. Werner Birke  
DezWPs im Streitkraefteamt  
Postfach 20 50 03  
D-5300 Bonn 2  
WEST GERMANY |
| 1 Dr. Andrew R. Molnar  
Science Education Dev.  
and Research  
National Science Foundation  
Washington, DC 20550 | 1 Dr. Nicholas A. Bond  
Dept. of Psychology  
Sacramento State College  
600 Jay Street  
Sacramento, CA 95819 |
| 1 Personnel R&D Center  
Office of Personnel Management  
1900 E Street NW  
Washington, DC 20415 | 1 Dr. David G. Bowers  
Institute for Social Research  
University of Michigan  
P. O. Box 1248  
Ann Arbor, MI 48106 |
| 1 Dr. Vern W. Urry  
Personnel R&D Center  
Office of Personnel Management  
1900 E Street NW  
Washington, DC 20415 | 1 Dr. Robert Brennan  
American College Testing Programs  
P. O. Box 168  
Iowa City, IA 52240 |
| 1 Dr. Frank Withrow  
U. S. Office of Education  
400 Maryland Ave. SW  
Washington, DC 20202 | 1 DR. C. VICTOR RUND cerson  
WICAT INC.  
UNIVERSITY PLAZA, SUITE 10  
1160 SO. STATE ST.  
OREN, UT 84057 |
| 1 Dr. Joseph L. Young, Director  
Memory & Cognitive Processes  
National Science Foundation  
Washington, DC 20550 | 1 Dr. John R. Carroll  
Psychometric Lab  
Univ. of No. Carolina  
Davie Hall 013A  
Chapel Hill, NC 27514 |
1 Charles Myers Library
   Livingstone House
   Livingstone Road
   Stratford
   London E15 2LJ
   ENGLAND

1 Dr. Kenneth E. Clark
   College of Arts & Sciences
   University of Rochester
   River Campus Station
   Rochester, NY 14627

1 Dr. Norman Cliff
   Dept. of Psychology
   Univ. of S. California
   University Park
   Los Angeles, CA 90007

1 Dr. William E. Coffman
   Director, Iowa Testing Programs
   334 Lindquist Center
   University of Iowa
   Iowa City, IA 52242

1 Dr. Meredith P. Crawford
   American Psychological Association
   1200 17th Street, N.W.
   Washington, DC 20036

1 Dr. Hans Crombag
   Education Research Center
   University of Leyden
   Boerhaavelaan 2
   2334 EH Leyden
   The NETHERLANDS

1 Dr. Emmanuel Donchin
   Department of Psychology
   University of Illinois
   Champaign, IL 61820

1 LCOL J. C. Eggenberger
   DIRECTORATE OF PERSONNEL APPLIED RESEARCH
   NATIONAL DEFENCE HQ
   101 COLONEL BY DRIVE
   OTTAWA, CANADA K1A 0K2
Non Govt

1 Dr. Chester Harris
School of Education
University of California
Santa Barbara, CA 93106

1 Dr. Lloyd Humphreys
Department of Psychology
University of Illinois
Champaign, IL 61820

1 Library
HumRRO/Western Division
27857 Berwick Drive
Carmel, CA 93921

1 Dr. Steven Hunka
Department of Education
University of Alberta
Edmonton, Alberta
CANADA

1 Dr. Earl Hunt
Dept. of Psychology
University of Washington
Seattle, WA 98105

1 Dr. Huynh Huynh
College of Education
University of South Carolina
Columbia, SC 29208

1 Dr. Douglas H. Jones
Rm T-255
Educational Testing Service
Princeton, NJ 08540

1 Professor John A. Keats
University of Newcastle
AUSTRALIA 2308

1 Dr. Hazie Knerr
Litton-Mellonics
Box 1286
Springfield, VA 22151

1 Mr. Marlin Kroger
1117 Via Geleta
Palos Verdes Estates, CA 90274

1 Dr. Michael Levine
Department of Educational Psychology
210 Education Bldg.
University of Illinois
Champaign, IL 61801

1 Dr. Charles Lewis
Faculteit Sociale Wetenschappen
Rijksuniversiteit Groningen
Oude Boteringestraat
Groningen
NETHERLANDS

1 Dr. Robert Linn
College of Education
University of Illinois
Urbana, IL 61801

1 Dr. Frederick M. Lord
Educational Testing Service
Princeton, NJ 08540

1 Dr. Gary Marec
Educational Testing Service
Princeton, NJ 08540

1 Dr. Scott Maxwell
Department of Psychology
University of Houston
Houston, TX 77004

1 Dr. Samuel T. Mayo
Loyola University of Chicago
820 North Michigan Avenue
Chicago, IL 60611

1 Dr. James A. Paulson
Portland State University
P.O. Box 751
Portland, OR 97207

1 MR. LUIGI PETRULLO
2431 N. EDDIEWOOD STREET
ARLINGTON, VA 22207

1 DR. DIANE M. RAMSEY-KLEE
R-K RESEARCH & SYSTEM DESIGN
3947 RIDGEMONT STREET
MALIBU, CA 90265
<table>
<thead>
<tr>
<th>#</th>
<th>Name and Affiliation</th>
</tr>
</thead>
</table>
| 1 | MINRAT H. L. RAUCH  
   BUNDESMINISTERIUM DER VERTEIDIGUNG  
   POSTFACH 1328  
   D-53 BONN 1, GERMANY |
| 1 | Dr. Mark D. Reckase  
   Educational Psychology Dept.  
   University of Missouri-Columbia  
   4 Hill Hall  
   Columbia, MO 65211 |
| 1 | Dr. Andrew H. Rose  
   American Institutes for Research  
   1055 Thomas Jefferson St. NW  
   Washington, DC 20007 |
| 1 | Dr. Leonard L. Rosenbaum, Chairman  
   Department of Psychology  
   Montgomery College  
   Rockville, MD 20850 |
| 1 | Dr. Ernst Z. Rothkopf  
   Pell Laboratories  
   600 Mountain Avenue  
   Murray Hill, NJ 07974 |
| 1 | Dr. Lawrence Rudner  
   403 Elm Avenue  
   Takoma Park, MD 20012 |
| 1 | Dr. J. Ryan  
   Department of Education  
   University of South Carolina  
   Columbia, SC 29208 |
| 1 | PROF. FUMIKO SAMEJIMA  
   DEPT. OF PSYCHOLOGY  
   UNIVERSITY OF TENNESSEE  
   KNOXVILLE, TN 37916 |
| 1 | Committee on Cognitive Research  
   % Dr. Lonnie R. Sherrod  
   Social Science Research Council  
   605 Third Avenue  
   New York, NY 10016 |
| 1 | Dr. Kazuo Shigemasu  
   University of Tohoku  
   Department of Educational Psychology  
   Kawauchi, Sendai 980  
   JAPAN |
| 1 | Dr. Richard Snow  
   School of Education  
   Stanford University  
   Stanford, CA 94305 |
| 1 | Dr. Robert Sternberg  
   Dept. of Psychology  
   Yale University  
   Box 11A, Yale Station  
   New Haven, CT 06520 |
| 1 | DR. PATRICK SUPPES  
   INSTITUTE FOR MATHEMATICAL STUDIES IN  
   THE SOCIAL SCIENCES  
   STANFORD UNIVERSITY  
   STANFORD, CA 94305 |
| 1 | Dr. Hariharan Swaminathan  
   Laboratory of Psychometric and  
   Evaluation Research  
   School of Education  
   University of Massachusetts  
   Amherst, MA 01003 |
| 1 | Dr. Brad Symson  
   Psychometric Research Group  
   Educational Testing Service  
   Princeton, NJ 08541 |
| 1 | Dr. Kikumi Tatsuoka  
   Computer Based Education Research  
   Laboratory  
   252 Engineering Research Laboratory  
   University of Illinois  
   Urbana, IL 61801 |
| 1 | Dr. David Thissen  
   Department of Psychology  
   University of Kansas  
   Lawrence, KS 66044 |
Non Govt

1 Dr. J. Uhlman
Perceptronics, Inc.
6271 Varie Avenue
Woodland Hills, CA 91364

1 Dr. Howard Hainer
Bureau of Social Science Research
1900 H Street, N.W.
Washington, DC 20036

1 DR. THOMAS JALLSTEN
PSYCHOMETRIC LABORATORY
DAVIE HALL 013A
UNIVERSITY OF NORTH CAROL
CHAPEL HILL, NC 27514

1 Dr. David J. Weiss
N660 Elliott Hall
University of Minnesota
75 E. River Road
Minneapolis, MN 55455

1 DR. SUSAN E. WHITELY
PSYCHOLOGY DEPARTMENT
UNIVERSITY OF KANSAS
LAWRENCE, KANSAS 66044

1 Wolfgang Wildgrube
Streitkraefteamt
Box 205003
D-5300 Bonn 2
WEST GERMANY

1 Dr. J. Arthur Woodward
Department of Psychology
University of California
Los Angeles, CA 90024

1 Dr. Karl Zinn
Center for research on Learning and Teaching
University of Michigan
Ann Arbor, MI 48104