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EVALUATION

This research has quantitatively established the validity of adaptive
excision of additive narrowband interference from direct sequence spread
spectrum communication signals. More importantly, it has shown that this
strategy is suitable for dispersive channels such as the skywave High
Frequency (HF) radio communication channel. Consequently, this work is
directly applicable to the accomplishment of RADC TPO 1B in the area of
sub-UHF communications, especially HF radio communications. We anticipate
that the research described in this report will be directly applied in
our forthcoming exploratory development work in HF signal processing and

4in our advanced development new initiative in HF communications.

10OHN T. GAMBLE
Project Engineer
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I I NT RO)1JCI [ON

Spread spectrum, direct sequence or pseudo-noise (PN) modulation is

employed in digital connunication systems to reduce the effects of inter-

ference due to other users and intentional janning. Mien the interference

is narrow band the cross-correlation of the received signal with the

replica of the PN code sequence reduces the level of the interference by

spreading it across the frequency band occupied by the PN signal. Thus,

the interference is rendered equivalent to a lower level noise with a

relatively flat spectrlnn. Simultaneousl, the cross-correlation operation

collapses the desired signal to the bandwidth occupied by the information

signal prior to spreading.

The interference immunity of a PN spread spectrum comrnunication sys-

tern corrupted by narrow band interference can be further improved by

filtering the signal prior to cross-correlation, where the objective is

to reduce the level of the interference at the expense of introducing

some distortion on the desired signal. This filtering can be accomplished

by exploiting the wideband spectral characteristics of the desired PN

signal atnd the narrow band characteristic of the inteference. Since the

spectrin of the PN signal is relatively flat across the signal frequency

hand, the presence of a strong narrow band interference is easily recog-

nized. Then, the interference can be suppressed by means of an appropri-

ately designed linear filter.

Our approach to the interference suppression problem has been greatly

in fluenced by the previous work of H{su and (iordano [11. They considered

the problem of narrow, band interference estimation anod suppression by

means of two linear prediction algorithms, the Borgt algorithm 12,31, and

-1-



the levi nson aI 1 ,o ri t urn 1 2,4 1HI lec11,111111 t hlroiwji %hi ch the' PN Sp read

spect til s 'o InIz I is t ranIsmII i tted Was ISs Ire ,I11d to he' mend i spe Fs i C. ReS LIt S

Were presented Oil the effectiveness of' the Ii near predict ion filter ill

supJpress ino the interference. Perfonnaince was mea1sured in termsL of

S i cna 1-to-n1oise rat io at the' outpuLt of the PN correlator.

Ouc research w~ork extends the results obtained hby llsu and Giordano

n)) filter requirements and characteristics in single and multiple fre-

!w.,ncy band interference. In ajddition) to ai nond ispersive L-hanmel , we

cons ider the tr--nsmission of the P\ spread spectrumi s ional over a

channel characteriz2ed hr fadino and itipath (time dispersion). This

4L serves as a model f or radio channels such as HY. The exi stence of time

dispersion in the weeived sigival necess itates some means for deal ingi

with this type of distortion at the receiver. We have considered the use

of- an adaIpt il c decis ion- feedhack equamliz-er preceding the 11N correlator

for mitigating the effects of time dispersion due to multipath and the

linear, interference suppress ion filter.

Section I I of' this report presents the algorithms for estimiating

And suppreT-ss inm, narrow hand interference in a wideband Ph spread spectrumi

s igina I. Per formance resilts aire presented in Section TI1I. Before con-

ci rid inri this sect ion, we present a hr ief description of the mathematical

10del Of- the Ph pica specti-tuen h mlary conlumin i cat ion systemu which is used

in thle aria Ivs i-s and in forte ('a rio s i muiration. A hasehand sys ten]

i I S sed throughou01-t th is repor1t.

1. I lt herirat ical %lode 1 of P\ Spvit , pectrtuii Coimilun icat ion System

rris it ted S~~_

''he tvransmiitted s i i ,1 is4 generaIted as shown in the block,- diagram.



T'he mnme r of F PN chips per in f'oria tion hit is 1,. 1 hius , the s i gna for

the k tI infonato hit can he expressed as

h kjt) (t-

whe re 1) represenit thle otpu)Lt s'Ceece from the PN code, oencrator f-or

thle kt in formation hit and q It) is a rectanQIZlr pulse of duration l

and unit encrtx'. Thec total transmitted sional may be expressed inl the

fo rm

(t I Jh h(t- kT1
k

where I k represents the hi na r inf-ormation sequence and TV ) ];rc is the

hit interval (reciprocali of' the hit rate).

(:h annel-

'Ilme fad i n muit i path channel is mode led as H i no d iscrete muliti -

pa th Components with rel1at ive del a> S m;m Iu to multip1le< of' the Ch ip

dur.It ion T Im e impulse responlse may Iexe.pressed aIs

h1(t; ,. (t) (v - J7 )( 3



where the {a (t)} are complex-valued, statistically independent, narrow band

Gaussian random processes. Since the multipath components cannot be

distinguished with a resolution better than To, this is a reasonable

model for the multipath. The fading is inherent in the time variations

of the narrow band processes {a (t)}.

The signal is corrupted by additive white Gaussian noise n(t) and

by narrow band interference denoted by i(t). The narrow band inter-

ference is modeled as consisting of either a number of CW tones, i.e.,

Q

i(t) = Am cos(2r f mt + ¢m (1.4)
m=l

or a filtered narrow band Gaussian noise process. In some cases it may

be appropriate to model the interference as a narrow band random process

that arrives at the receiver through another statistically independent

fading multipath channel. Although we have not considered this model of

the interference explicitly in our analysis, the algorithms presented

in Section II for estimating and suppressing the interference still apply.

Received Signal

From the description given above, the received signal has the form

K
r(t) = cj(t) s(t - jTc) + i(t) + n(t) (1.5)

j=l j

The receiver attempts to suppress the interference i(t) and then to re-

cover the information sequence by further processing, which involves

equalization and cross-correlation with a replica of the PN sequence.

-4-



Estimation and Suppression of the Interference.

The estimation and suppression of the narrow band interference is

accomplished prior to signal demodulation, as illustrated in general

terms in the block diagram shown below.

r (t) Transversal Dmdlto

L-* ofFite

The estimation of the filter coefficients may be accomplished by means

of a linear prediction algorithm or by means of a spectral analysis al-

gorithm based on the Fast Fourier Transform (FFT) algorithm. In any

case, the objective is to design an adaptive transversal filter that

highly attenuates the received signal in those frequency bands which con-

tain strong interference.

Signal Demodulator

The signal at the output of the interference suppression filter is

processed by an adaptive equalizer operating on a chip-by-chip basis,

followed by a PN correlator which employs a replica of the transmitted

PN sequence. Perfect synchronization of the PN sequence is assumed.

The type of equalizer employed in our performance evaluation is a

decision-feedback equalizer. It serves to reduce the detrimental effects

of time dispersion due to the interference suppression filter and the

LI -O-
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11. AL(GIRI'llNS FOR I'STht.TION .kNI) S1JlPRLZISSfON

OF KARROW IBAD INIT RI-IRI:INCI:

In this section we present a number of algorithms for estimating and

suppressing a narrow band interference embedded in a wideband PN spread

spectrum signal. The algorithms may be classified into two general cate-

gories. 'ITle algorithns in the first category employ the Fast Fourier

Transform (FFT) algorithn for performing a spectral analysis from which

an appropriate transversal filter is specified. These algorithms :nay be

* termed nonparametric, since no prior "ibowledge of the characteristics of

the interference is assumed in forming the estimate. The algorithms in

the second category are based on linear prediction and may be termed para-

metric. That is, the interference is modeled as having been generated by

passing white noise through an all-pole filter [21

2.1 Interference Suppression Based on Nonparametric Spectral Estimates

'l1e basis for this method is that the power density spectrm1 of the

P- sequence is relatively flat while the spectrumi of the narrow hand

interference is highly peaked. The first step in this method is to

estinate the power spectral density of the received signal. The spectral

estimate can be obtained by any one of the well-knoiv spectral analysis

techniquies described in 15]. For illustrative purposes, we have selected

the Welch met hod and we have made use of the computer program listed in

101 to generate the nmerical results presented in Section III.

Oncc the power spectral density of the received signal is estimated,

the interl'erence suppression filter can he designed. A transversal filter

is an appropriate filter structure for this application, since we desire

to use a filter that contains zeros in the frequency range occupied by the



inter ference. A relativclv simple method for designin ti transversal

filter in the discrete-t ime (saImpled-data) domain is to select its dis-

crete ouriCr transform (V1+) to be the reciprocal of the square root of

the power spectral density at equally spaced frequencies. To elaborate,

suppose that the transversal filter has K taps. The problem is to specifv

the K tap coefficients Kh(n) or, equivalentlv, the IFI' ll(k) , defined as

SIlk"k-I -j - olk

11(k) = h(n) e k = 0,1, ... , K-I (2.1)
n= 0

The iD[ tk), k = l, . . . , K-I is selecte(l as

*2n K-1.. IIk) 1 -J T ( - -- )k
I I -k e -(2.2)

/pk

where P(f), 0 <_ f < R, denotes the estimate of the power spectral

density and Rs denotes the sampling rate, which is normalized to unity.
S

It is desirable to have a transversal filter that has linear phase.

This can be achieved if the impulse response h(n) is real and satisfies

the sviunetry condit ion

h(n) = h(K - I - n) (2.3)

The symmetry condition in lq. (2_31 is satisfied if 11(k) = II*(K - k).

But 11(k) as defined in LF(. (2.2) does sat isfy this condition since P(f)

1I0 - f). elnce, h(n is svmmetric.

In effect, the filter ch;racteristic obtained from Fq . (2.2) attempts

to approximate an inverse fi 1 ter to the power spectral dens i ty . That is,

8I



the interference suppression filter attempts to whiten the spect rtl ol

the incoming signal. I'hls, the filter will have a large attenuation in

the frequency range occupied by the interference and a relatively smal I

attenuation elsewhere.

There is an alternatire filter design procedure that may lead to a

relatively smaller transversal filter. The method simply involves the

selection of the position of the zeros so as to obtain an appropriate

set of notches in the frequency response characteristic of the filter.

We have not investigated any ad hoc methods for selecting the zeros of

the transfer ftUIct ion, since the linear prediction approach described in

the following sect ion is a svstematic method for attaining the same goal.

2.2 Interference Suppression Based on Linear Prediction

In contrast to the nonparametric spectral analysis method described

in the previous section, the method presented in this section for esti-

mating the narrow band interference is based on modeling the interference

as white noise passed through an all-pole filter. That is, instead of

using the received signal to estimate the spectrum directly, the signal

is used to estimate the pole positions. This estimation is accomplished

hy means of linear prediction. An estimate of the power spectral density

is easilv obtained from the all-pole model. However, this step can be

omitted. That is, the power density spectrum need not be computed ex-

plicitly for the purpose of designing the suppression filter. The inter-

ference suppression filter is simply a transversal (all- zero) filter

hav incz zero posit ions that coincide with the estimated pole positions.

Thus , the spectrlml of the signal at the output of the transversal filter

is rendered ite



In order to develop the mathematical formllation for the all-pole

model, we assume thaL the channel through which the signal is transmitted

is nondispersive (no niultipath) Let s(t) denote the equivalent lowrpass

transmitted PN spread spectrum signial and let r(t) denote the equivalent

loivqass received signal. The latter is explressed as

r(t) = s(t) + i(t) + 11(t) (2.4)

where i(t) denotes the narrow band interference and n(t) is assumed to be

a sample function of a white Gassian noise process. For convenience, we

4 'sstmie that r(t) is sampled at the chip rate of the PN sequence. l11tus,
Siq. (2.4) can be expressed as

r(k) = s(k) + i(k) + n(k), k 1,2, (25)

We assume that s(k), i(k) and n(k) are mutually uncorrelated.

An estimate of the interference i(t) is formed from r(k). Assume

for the moment that the statistics of i(t) are known and are stationary.

ihen, we can predict i(k) from r(k - 1), r(k - 2), ... , r(k - i). That

is,

i(k) = a r(k -(2.)
2=1

a.

where {a, I are the coefficients of the linear predictor. It should he

cmphasi-ed that Eq. (2.()) predicts the interference but not the signal

s(k), because s(k) is uncorrelaited ith r(k - Ii for Z = 1, 2, . 1..,

.tor convenience, our treatment ol linear prediction is based on real-valued
signals. The extension to complex-valiwd signals is straightforward.

- 10-



as a consequence of the sampling being done at the Chip rate.

The coefficients in Eq. (2.0) are determined by miimi zing the mean

square error between r(k) and itk), which is defined as

E (m) =  l(k) k(kJ12

- irik) - a, rlk - )2 2.7)

Minimization of F with respect to the predictor coefficients {a can

be easily accomplished by invoking the orthogonality principle in mean

.-. square estimation [7]. This leads to the set of linear equations

a, p(k - £) = r(k) , k = 1,2 .... , m (2.8)
Z=l

where

(k)= Er(m) r(k + m)] (2.9)

is the autocorrelation function of the received signal r(k) The

equations in (2.8) are usually called the Yule-Walker equations 121.

They can he solved efficiently by means of the Levinson algorithm [4,21.

The levinson algorithm is an order-recursive method for solvino Eq.

(2.81. That is, it solves for the coefficients of an m-order predictor

recursively from the coefficients of an (In - 1)-order predictor. Starting

with - first-order predictor and introducing another subscript in the pre-

diction coefficients to indicate the order, we have

-11-



; (0) a11 = p(l)

and, hence,

a11 -I) -(2.10)

For a second-order predictor, the two equations obtained from Eq. (2.8)

are

(0) a21 + p(l) a22 =(1)

.(1) a21 + r)(O) a22 = o(2) (2.11)

The first equation in (2.11) can be used to solve for a21 . By substi-

tuting a1 for p(1)/40(() we obtain

a 1 a a2al 2a 1  (2.12)

Thus, a21 is related to all. Next, a22 can be solved from the second

equation in (2.11). By using Eq. (2.12) to eliminate a21 from the second

equation, we obtain a22 in the form

p(2) - (1) 2.13)
22 () 0

Therefore, Eq. (2.13) is used to solve for a,, and, then, a21 is ob-

tained from lq. (2.12). This is the Levinson recursion for order two.

In general, it can he shown1 [2,41, that the Lex'inson recursion for the

--

12-



coefficients of the r-order predictor are

a'ink lm- I k a"nuni Im-1 rn-k , K 1,2, m.,i-i (2.14)

where

p (17n) - f

The vectors >,a and a in F(q. (2.15) are defined as

a nn aa 1n

r a

L ('() _jL al I ann

Ke note from EqIs. (2.16) that thle vector a r-i sml the vco

t~he-c i til (piin) titcorrlziton mtrix is sipvector (.(.o-nn

issqlvtevco )in reverse order. Thtemoe f eepese et(2. swinlthe atrix

ie sipli the vctsor h f inreee oattcreaiato Thes rat ions wleil house

filter.

T'he inilmumi mean squtareC error1 is a measurlle of thle effectiveness; of



the prediction filter. The expression for !K min)(1 is easily shown to

be

m
Eiin (in) = (0) Y a mk (k) (2.18)

k=I

A\ recursion relation can also be obtained for E min(m). Using Eq. (2.18)

we have

rn-i1

"0in) = () =  amk)(k) - a 0(m) (2.19)
in k= mm

If we substitute for ark in Eq. (2.19) the Levinson recursion given in

Eq. (2.14), and rearrange the terms, we obtain

n- 1 m

E min(m) = [P(O) - m a o(k)o -a I[(m) - a m(k)]
k= 1 l m " ak= 1  r-k

-min(m- 1) -a a k(m) 3' a ] (2.20)

From Eq. (2. 15), we note that

p(m) Irm- n-I (2.21)

Ilence, E q. (2.20) becomes

in(m) " (1 aT H, (in - l) 2.22)

-14-
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The reOsult in Lqj. (2.22) implies that INa

Once the predict ion coefficients are dletermlinjed, the estimiate i (k)

of the i nterference , given by Eq. (2.Ul , is suhtracted fr-om rfk) an1d

the di fference s gonal is processecd further in Order to ext ract the L i-i ta I

informiation. Thus, the equiivalent tasealfilter for suppress iulo thle

interference is described by the transfer fuinct ion

1
A ~~(z) m ik z(.3

-l-

where denotes a unit of delay. The corresponding all -pole model for

the inter ference signal is I/A (z) .

TheC s;olutionl Of 1XI. (2.8) for the coefficients ja " of the pre-

diction filter requires knowledge of the autocorrelation function ()

In practice, the au.tocorrelation function of ilk) and, hence, r(ki is

unknown anid it may also fie slowly va rvinw in time. Consequent ly, one

must consider mtho0ds for obtaining the predictor coefficients directly

from the received signal r(k)l. T7his may he accoml i ished in a nrmher

of wax's. In this investigation, three different methods were considered.

In all cases, we obtained the predictor coefficients 1w usin, a block of

N Saiiij) I CS Of' f r Ik) } Te three methods, are described inl the fol1lowi n

sct ion.

2 .; 3 . I or thins for Computing the P'redi ct ion Coe ff icienots,

S i uce the al ocorrel a1t i onl unet ionl (.) (k) i s not knlownl

slii I I desc ribhe t hi rue alIgoor i thins for comput ing the pred i ctionl Coe ffi cijents

fromi the rece ived s i na I rk W . We assume throutchout that a block of- N

samples of r (k) are a'a i lab Ie,



l)iirect Application of the Levinson Algorithm

The first method is simply based on the direct estimation of Q(k)

from the block of N samles. The estimate of (C(k) is

- k

I(k) = i r(n) r(n + k) , k =  0,1, , (2.24)
n= I

The estimate o (k) may then be substituted in Eq. (2.8) in place of i.(h)

and the Levinson algoritm can be used to solve the equations efficiently.

'Ihs, the recursive relations gikyen in the previous section apply with

,dk) replaced by 0dk).

Burg Algori thm

The second method considered for obtaining the prediction coefficients

is the Burg algorithm [2,31. Basically, the Burg algorithm may be viewed

-as an order-recursive least squares algorithm in which the Levinson re-

cursion is used in each iteration. TO be specific, we begin with the

determination of the coeff1icient in a first-order predictor, based on the

method of least squares.

The performance index uksed by Burg is the mean (time-average) square

error, which, for a first-order predictor, is defined as

NI [ i) a ll r(i - 1)1- + [r(i - 1) - i )]-)

N
- I f1( j + bl( i)I (2. 25)
i=2

The fir.st tern in the sum represents the error- in a first-order predictor

opcratin'' on the receixed siginal in the forward direction and, hence, it

-16-



is called the forward error fl (i). The second term represents the error

in a first-order predictor operating2 on the data in the reverse direction

and, hence, it is called the backward error h1 i). Mlinimization of

LB(I) with respect to a11 Yields the predictor coefficient a1 l in the

fonn

N
2 r(i) r(i - 1)

a1 = N (2. 20)

, IrM(i) + r(i - 1)1
i=2

:For the second-order predictor we have the performance index

N =  i2 (2.27
EB2

where f 2 (i) and b2(i) denote the forward and backward errors, respectively,

which are defined as

2
f2(i) = r(i) - Z a2k r(i k)2kl

b,(i) = r(i - a1 -, "2k r(i - 2 + k) (2.28)
- k=l

We use tile L.evinson recursion given in Fk1. (2.12) to express f,(i) and
i)2(i) in terms ot al1 and 12, where a is the coefficient of the first-

order predictor. For f.ii) we obtain the relation

-17
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f2(i) r(i) - a,, r(i - 1) - a2 2r(i - 2) al r(i - 1)]

f (i) - a22 bl(i - 1) (2.29)

and for 1),(i) we obtain the relation

b2(i) h (i - 1) - a 2  fI(i) (2.30)

Minimization of Eq. (2.27) with respect to a22 yields the result

N
2_ X fl(i) bl(i 1)

a 2 1 (2.31)2 - N

~~ [fi(i) + b~ )

i=3

Let us now consider an mth order predictor. The performance index

is defined as

N 2
EB~m) = m [fn(i) + b m(i) (2.32)

i=m+1l

where the forward error f (i) and the backward error bim(i) are defined

a s

I;I

f (i) r(i) - amk r(i - k)
k-l

m I
b (i) r(i - in) Y "Ik r(i - I + k) (2.33)

k=li



flie -enera I Levinisorl recuirs ion, ,ijvefl in I q. ( 2 .11) , i s Used in Eqs. (2.53)

to express tIn ( i ) and 1) In I) t e rms o f the p )red ic torI coe ff ic ieonts a t t he

(in - 1) iteration. The( resuilt of' this suibstitution is

h (i) h f i) - Ia f Mi 2.34
HI Ill- I nulln In

Upon suihst ittingo 1qs . (2. 34) into Eq. (2. 32) and miimizing F B(in) wi'th

respect to a we obtain

N
In- h n (i 1)

*1~L a .=ii I-I n- 235)
f [ 7 (i) + b i )

i=ni' I IT 1)-I

A rOcurs ion relation can also be obtained for the niinimil mean

squai-e error. By substituting Eqs. (2.34) into Eq. (2.32) , expanding thle

squared tenins and ulsing' Eq. (2.35), we obtain the recursive relation

(J (I - a 2 1U-I (23o)
11 11 miinim

The recuirsive relations in EqIs. (2.31)9 (2.. 35) and (2.-3(1 constitute

thle ugaigo i-i tin~ C0or compu)ting thle p redicto r coefficients and tile

in i itin ;iieain skiiiun re error. Thie estimate of the power spectral density

oht a ined bv means of- tile Himir ajQ I ritj tI.biuing a prled I_ or oFLII e rIn is



p' r (inm)

P .f) = B mm 121, I (2.37)

j - k=l amk -

Least Squares _Algorithm

As we indicated in the discussion above, the Burg algorithn is

basically a least squares algorithm with the added constraint that the

predictor coefficients satisfy the Levinson recursion. As a result of

this constraint, an increase in the order of the predictor requires

only a single parameter optimization at each stage. In contrast to this

approach, we shall now describe an unconstrained least squares algorithm.

'That is, the algorithmi computes the optimum predictor coefficients, in

the sense of least squares, at each stage of the iteration.

As in the Burg a]oorithm, we minimize the mean square error perform-

ance given in Eq. (2.32). The forvard and backward prediction errors

are defined in Eqs. (2.33). The global minimization of Eq. (2.32) with

respect to the set of predictor coefficients {a mk yields the set of

linear equations

m

ak }(2,k) = q4O , 2 = 1,2, ... , m (2.38)
k=l

where

N
(Z ,k) = ' [r(i -k) r(i - ) + rti - m + k) r(i Im + 2)]

i =m+ 1

(2.39)

The linear equa t oins in (2.38) can he expiressed in matrix form as

-20)-



I I I t i - - l

where the m'atrix 4T is an (OLxm) autocorre I at ion mat rix k i th elements

(k, ) and n is an I-dimensional vector with elements 0),

m= ,2 ... ,m.The matrix ¢ is synimmetric. However, in contrnst to-ni
the atocorrelation matrix R in Eq. (2.17), which is Toeplit:, the

matrix $ is not Toeplitz. Consequently, the Levinson algorithn cannot

be used to solve Eq. (2.40) recursively. In spite of the fact that

is not Toeplitz, it is still possible to derive a recursive algorithm

for the predictor coefficients based on the least squares performance

index. Norf et al [8-11] have developed such a recursive least squares

algoritlm that not only allows one to recursively increase the order of

the predictor, but also allows one to update the predictor coefficients

recursively in time for a predictor of any given order. A detailed

development of this recursive least squares algoritmi has been given by

Pack and Satorius 1121 and, for the sake of brevity, will not be repeated

here. An order-recursive version of this algorithm has also been de-

scribed recently by Marple [131. The point that we wish to make is that

the prediction coefficients based on the least squares criterion can be

solved efficiently by means of an algorithm that is both recursive in

order and in time. The order-recursive part of the algorithm fits the

lattice formulation described briefly in the following section.

To conclude this section, we observe that the minimuml mean square

error in the least squares solut ion can he expressed as

-21-



N
II tn i ) = f [ (j) r(i) + b (i, ) r(i - )]

i=m+ 1 l l"

In
= q,(O,O) - k a k 1,11) (2.41)

k=l

As a final colunent we mention the well-known property of the unconstrained

least squares solution, namely, that the resulting prediction coefficients

do not necessarily vield a minimum phase filter Am (z). In our case and in

some other practical applications of linear prediction this is not a

problem.

2.4 Lattice Structure for Linear Prediction Filters

In this section we demonstrate that the transversal filter with

transfer function

m -k
A (z) = 1 - a z (2.42)m (k=l

where the faink are the prediction coefficients, can also he realized as

a lattice filter. As we shall observe below, the lattice filter structure

has a number of properties that may prove desirable in a practical imple-

mentation of the interference suppression filter.

The starting point for this development is the Levinson recursive

algorithm for the predictor coefficients {a dk} given in Eq. (2.14). If

we substitute this relation into Eqt. (2.42) and rearrange terms, we

obta i n

-22-



m- -k uI n

k=1 k I

n-I kAm i(Z) - "I k=l

- a \ 1 m-) i2.4n 1
\111- 1 (Z) an z-" Il- I

The filter defined by the transfer finction

m Z-m A 1(Z- (2.44)

is the transversal filter resulting from backward prediction. Consequently,

wc may express Eq. (2.43) in the t1111

-1 6 ()( 5A In(Z) = A Il-l1(z) - a DIM z Gmn-1()(.5

Thus, the transfer function A (z) for the transversal filter arising from

forward prediction is related to the transversal filter resulting from

backward prediction. A similar relationship holds for G In(z) . 'hi s can

be obtained by substituting for A (z- from 1Eq. (2.45) into Eq. (2.441.

This substitut.ion yields

( z) - = -( -  1) - n"  z 'I ( -1)

-1[ - n- 7-1) -(ni-i) -1l

-(Run A I(2.(

= _ I )  a A = (2.4o)
In] il]ll \l-1



Thus, Eq. (2.46) gives the recursive relat ion for- G z

Lot f i) and b II ti) denote the output seqjueceCs of the filters Am(z)

and C II (z) , respect ively, for an iniput sequence x (i) . Since, F 11(z)=

A DI(2) X (z:) aind B m(z) = G; IIz) X (z) , it follows from Eqls. (2.43) and

(2.45) that FtmI(z) and B z) satisfy the recursierlain

Z j F1 .() (7 aflf z-i B (

B(ZJ B z a 1 : ( Z) (2.47)

where in itiailly we have 1: (Z) Bz = B (z) Xz. Alternatively, in the time
0 0

domain the relations in Eqis. (2.47) arc

1) (i) ) h111-1 ( I a IdUIn e-111 () (2.48)

with initial conditions f (i) = h (i) = x(i).

The recursive relations in Eqs. (2.48) describe aI lattice filter as

shown in Figuire 2. 1. in our case the inpuLt to thle lattice is tile re-

ceivred signal sequence r( i) and the dles ired output is f K ( i) .Each stage

of' thc latt ice has two inputs and two outputs. The two inputs and out-

puts are the forward and backwaird predict ion errors defined previously.

These crroi's, usually called the residuals, satisfy a numlber of inter-

est ini. propert ies [1 11, which we state here without proof .

Fi rst of all , there is the orthogonal ity' property between the

-24
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residuals aId the input:

(!i )(  r"i - kj] = 0 , I - k i:

I (i) r( i -k) I =0 1 < k < m-I (2.49)

These relations are simply a restatement of the orthogonality principle

in linear meam square estimation [7]. Secondly, the backward residuals

are scl f-orthogonal, in the sense that

E[h i) b M I (2.50)

1*
where (111) is the minimumU meIa square error for an m-stage lattice or

predictor, and § is the Kronecker delta. This orthogonalitv relation

means that successive stages of the lattice are decoupled statistically.

In terms of the fonard residuals, the expression for the minimum mean

square error is

re14f (i)] (2.51)

Two addit ional express ions for ' mil (n) are

1.(m I f11 ( i ) r(i) (2.52)

(iinj) h (i) r(i - In)] (2.53)



F: ilivIN, thle pred01i ct io OlCoe f fi C je It s [ak Computed at each stage of, tile

lattice arc reclated to the cross-correclat ion between the forwar-d and

backwar-d residuals. Spec i fically, we have

akk kII i b k-l (2.3)1)

~milln

I n usi1no thle lattice Str-ucture instead of the transvrersal structure

for the interference suppression filter, one must compute the lattice

g 1hakk} secid Eq (2.15) or Eq. (2.21) , in conJunction with

thle .0levison recurs ion (2.14) . In this compuitation, the estimate (time-

average0) Of thle autocoreClt ion functionl (k) is Used inl place of thle

statLtical average p(k).

TIhe burg a 1 or ithin as desc ri bed 1w the rcl at ions in hts. (2.34),

(2.35) and (2.,-10) is has icaliv ai Latt ice iinplementat ion of the 1lincar

pr-edictor. TheC Iltt ice stages are Specified by tile recursive relations

inl 1Eqs. (2 .34) for f* Ji and b) (i), with the latt ice g'ains {a1 1  i g ken

hv lq(. (2.35). It is interesting to note that Eq(. (2.35), which was ob-

tained b)y perfonidng aI lea-st squares optimization, is the t inc-average

equivalent of' thle stat ist ical average~ given hy Eq. (2.54) . In fact, the

forard and backwar-d residuals have idetc ical stat ist ical mean square

vales. Consequentl1y, thle demon linaitor inl Eq. (2.35) is equivalent to

twice theC staistical1 mean11 square value. Thus, the factors of two in the

n1uIrIrt or ;Uld den on i nat or cancl.

FI rora a computa t ionar I viewpoint , thle Burg algeriithm has the advanitage'

that thle lattice gains; arc computed d iirec tly from the foivard and back-

warTd r-esiduials, as indicated 1w thle reclation inl FJ. (23),whereas in



the direct appli cat ion of the le inson a Igori thim one must first compute

the est imate of tile autocorrelat ion function from the data. As a con-

sequence, the Burg algorithtn is computationally more efficient.

The Ieast squares algoritlm described in the previous section can

also be formulated in terms of a lattice filter structure. Such a

formulat ion was developed by Morf ct al [8-111 . For a clear tutorial

presentation of the lattice, recursive least squares formulation the

interested reader is referred to the report by Pack and Satorius [12].

2.5 Generalization of Linear Prediction Algorithns

tip to this point, our treatment of linear prediction algoritmus

has been limited to one-step prediction. In the PN spread spectrutn

problem under consideration, one-step linear prediction is appropriate

if the received si-nal is samipled at a rate of one sample per PN chip.

In such a case the predictor forms an estimate of the narrow band inter-

ference ad is insensitive to the presence of the desired signal. As a

consequence, the desired signal is not suppressed.

If, for some reason, the received signal is sampled at a higher rate,

say I samples per chip, then successive samples of the desired signal are

highly correlated. In this case, the one-step linear predictor will

attempt to predict and suppress not only the narrow band interference

but also the desi red signal. Since this situation is undesirable, the

remedy is to employ an M1-step linear predictor, which can be implemented

as illustrated in :igure 2.2.

A similar problem arises in attempting to suppress a narrow band

interference in the presence of resolvable signal multipath. If the

-25
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mu it ipath compIonienits ini th2 F% spreadI spLUCtl-II 5] g "aI n a t imie inter-

va ii o I sanp les, a one-s tcp li near pred i ctoar of order- NI or 1,rea ter will

attempt to est imate anld suppreCss tile HUl t i path coJIIp)onentS inth ece ived

s i onalI Since thle muiit ipathl s i 4nai components rep resent a I oiiin of' s i gnu

div~ers itv , thei r suppress ion by thle linear predictor may be Lundes ilru 1e.

lo avoid this s ituat ion anl -step Ilineair predictor canl be employed. In

thle case of mul tipath , however, the imjor prohl em with this approach is

that if MI is large the interiference components i (k) and i f(k - MI n)

n 0 , L , m -I are hiohly decorrelated. As a conseqjuence , tE- est imate

of the interference is poor uid so is the performiance of thle suppression

f ilter. Mihen the inter ference is much stronger than the des ired signial,

thle mlut ipath Components of the signal are Complete ly masked hy the

4interference. Inl this case a one-step predictor is appropriate, since

thle predictor responds to thle initerference anid is relatively unaffected

hYv the much weaker inIu t ipathl compone-nts of the sigmil . This s ituat ion is

demo1nst rate(I inl Sect ion 111 h\' Some1 nlume)rical results.

In spite of this one shortcoming of the NI-step predictor, it may

still he appropri ate to use it in some situations, as for examlple, in

thle case of1 muIt i pie sampl es per chl n holr this reason we hr ie fi \ outline

the appr-opriate a1olgoithmls for perform1ing" N-step predict ion and Inter,-

F irs t, wec adopt a st at i st ica 1 approach. The I-step lineaIr predict or

ol- order ill is

It -I 1 ,t - I ~ .I + 1 2 5
i k= I ,



ind~ thle corrosponid ino men s~I iar cerror is

M inii:at ion of' K (i) with respeI~ct to the predictor coo ffic ieftsk-

yields, the set of 1linear eqmtiat ions

~ c1 I) -k =( + %1 -1) Z 9= 1,2, .. n 27

The di fference between this set of 1 inear equtat ions and thle set i von

in Lxi. ( 2. 8) For the one-step predictor are the termis in the ri lht -hand

s ide Of' thle Cquttions. The soIlutionl Of EqJ. (2 5) euires a owera il-

z-at ion of the Lev inson a"or i tim] Wiich incorp)orates thle -Creusion inl

1:q. (2. 14) and includes aI second recursive relation. It is straigit -

forward to show, that thle second recursive relation is

1 k - cul am-1 ni-k 'r- .

whore thle coelfficients cis tiven hy the expression

+~) Ill)

The vectors a~ anld in Eq. (25)were prex iouisl\ definecd in IS. 2. 10)

an1d thle vector c 11is the ii -diiions ionl.1l vector of- the coefficienits {c

k ii, ,., . Tihe coef-Ficietts Jai aIre ~ivcmm1 hv q. (2. 15) . I inally,



the initial conditions are

p(1) _ = .I
a. 1 - -() 1 - 3 (2.60)

The above equations (2.58)- (2.60) along with Eq. (2.14) constitute the

,cnerali::ed version of the Levinson algorithm which is appropriate for

solvino the linear equations in Eq. (2.57)

In a practical implementation of the generalized Levinson algorithm

for the M-step predictor, an estimate of the autocorrelation function

p(k) is used in place of p(k) . Furthermore, the interference suppression

filter can be implemented either as a transversal filter or in the form

of a lattice. In the lattice structure, the transfer function

.

II - kC(reZ) = I c11l (2.61)
k=l

can be expressed as

C- () c Z (Z) (2.62)
11m-1 mm iii-1

whlere 1k1. (2.02) follows from substituting EkJ. (2.58) into Eq. (2.61).

z) was defined previously in Lq. (2.44). For an input signal Xz),

let % ( =C ( z) X(--) . Then, the output sequence v (i) can be expressed

v (ii = (if) - c b (Ii 1) (2.63)

.32
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ITh is exprc> ion 4iv ks the nlces5:iry add it 1o;m to the has ic latt ice iII

order to !Clrcrate the output kM i ) of the I-step pred icto'. 1 ci ,ure

2.3 illustritcs ;I typical stage of the l;tt ice implementaition for the

,-step predictor.

The ltirn, algorithui can also be mcifi icd to render it appropriate

for -step predict ion. In this case we define the forward and backa rd

" errors as

"IS

11)1

h'l(i),  r(i m - NI + 1i - y c1> r(i m - ,+ 1 + k)
"I" k=1

, ( 2.0-I4

"nd tile performance index is the mean square error

N.,(nil = y, [f'2U i) ± h'2(i) J (2 .05

k=ta+NI it

1(in is minimized with respect to the sinole I rameter clD: subiject to

the constraint that 9c for I < k_ i - I sat thc generAlie

Levinson recursion oiven by Iqs. ( 2.,) a.nd 2.14) . It e subst itute

l(j. (2.58) into Eq. (2.04) we obtiain the recursive algorithm for the

f'orward ;utd backward res idualis f,(i)I and b I i) it the 1com

l~ l= i-' Ii) - c b ( i - Ni i a- I nun i- 1

'{i) = b i 1) c I - i I + 1) (2.00)
fli ull ill-
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Substituting tLqs. (2.00) into E!q. (2.i) and minimizing the resulting

(1) with respect to c~ yields the ejuat ion for c in the form

N

miii I II-. Ilni-\ N "i+

-1 j - + ) ) (- +
Ini- In Ii-

(2.07)

Thus, LqIs. 2.0I, f2.07) along with (2.34) and (2.3) constitute a

gene rali zed version of the Burg algoritlin appropriate for M-step prediction.

Figure 2.4 illustrates a single stage in a lattice implementation of this

algor i t hm.

IF we drop the constraint that the predictor coefficients {cmk} satis-

fy the generalized Levinson algorithn, and simply i in imi ze the mean square

error in Lq. 12.05) with respect to the entire set of coefficients, we

obtain the solution for the least squares \l-Step predictor. The appropri -

,ite set of equations for the coefficients are

c c1 k (-,k) = 1(Z,O) I = , ... , i( .o8)
k=l

where, by definition,

N

,, , K) j j - 1 + II r(ii , \l + 1
i =II +M

+ r(i i + k) r(i - + ,') , ,k = 1,2, .... in

2.09)

-3m-
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I hle fin li n it-um ean S(Iiiare eriror, i s

The solution to the above equat ion canl be formulated in terms of

recursive relations, which are simply general iza,,t ions oi- the work of

Norf et a 1 18- 111j and Pack and Satorius [ 12] . The rOcurIsiVe reClationIs

represent af lattice formulation of the least squares, Nl-step predict ion

1prob Iem.

When the statistical characteristics of' the rece ived s;iil Iseque1nCC

I i )are clunin u w ith timoe (nonstat i orarv sig nal) o reait care must be

taken iii select ing the block si ze of the dla a record from wh ich the pre-

diction coefficients are determined. In part i cular , N must be smiall

relative to thle number of samples over which a signi ficant changze occurs

in thle stati st ics of the signal . fbi s is af situation where the parametri c

met hods based onl Iinear predict ion show their, super iority over thle con-

vent ional1 nonpa rametric spectra 1 est imat ion methods . That is , for thle

samei spectra l reso lilt ionl, thle parametric met hods require at much smalIler

set of' sampl1e.; in compar ison with convent ionalI spect ra est imat ion. ('.on-

sequenC It I v , th i lep ram11eCt r i c mIIet hod w il a ;c comm oda te mo re rap1 i d Iv cha ng i n g

signal statistics.

A convenient inet hod f-or dea i ing with the slow ly t ime-va riant proper-

ties Of thle rceived s igna II is to emllee\ af weighlt int f-unct ion in) thle

perl fo ma n1e i ndex , %%hicli p1 aces mre empha s is onl e rrors from current

daitim and less oil errors duec to past data. A simple weight ing funct ion

for icc mpIi sh ing t hi s tyepe oi-u~ ti ht ing i s ;in exponenlti al1



In the context of one-step prediction, Morf et al 18-111 and Pack

and Satorius 1121 have presented a recursive least squares algorithm

for an exponentially weighted mean square error. Also in the context of

one-step prediction. Nuttal ! [I 5I has generalized the Burg algorithm by

including a weighted mean square error performance index.

T his concludes our discussion of algorithms for narrow band inter-

ference estimation and suppression. In the next section we present a

number of numerical results that illustrate the effectiveness of inter-

ference suppression.
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This section deals %vith the performance of the interference sup-

pression filter. First, we determine the improvement provided by inter-

ference suppression as measured in terms of the signal-to-noise ratio

(SNR) at the Output of the PN correlator. The output SNR is by far the

most convenient performance index for obtaining numerical results. Th is

performance index is used to assess the improvement in performance ob-

tined bv an interference suppression filter. In addition, we describe

a number of other characteristics of the interference suppression filter,

including its frequency response and the location of its zeros. Fi na I ly

we present some %lonte Carlo simulation results on the performance of

the receiver as measured in terms of the probability of error. A two-

path, Rayleigh fading channel is used in the simulation. The receive r

consists of an interference suppression filter followed by' a decision-

feedback equa lizer and a IN correlator.

3.1 SNR Imrprovement Victor Result i n, from Interfe rence Suppression

In order to demonstrate the effectiveness of the interference sup-

pression algorithms, we shall compare the performance of the receiver

with and without the suppression filter. Since the channel characteristic

is not an issue in this type of comparison, we assume that the channel is

ideal, i.e., nondispersive. Consequently, the received signal, sampled

at the chip rate, can he represented as

r(ki = p(k) 4 i(ki + n(k) , k I ,, .... 3.11

- ;o -



where the binary sequence {p( k)l represents the PN chips, {i(k)' repre-

sents the SO-equence of samples of the narrow hand interference and

•n( k)l represents the sequence of wideband noise samnples.

Let the impulse response of the interference suppression filter be

denoted by {h(k}, k = 0,1, .... , K. In the case of the one-step pre-

dictor of order m, we have h(O) = 1, h(k) = -amk, and K = m. For an

NI-step predictor (MI > 1), we have h(O) = 1, h(k) = 0 for I < k < M-I,

h(k + NI - 1) = -ck for k 1,2, ... , m and K = m + NI -1. The input to

the filter is r(k) and its output is

4L K
v(k) = ) h(Q4) r(k - 24 k = 1,2

' ' =0

K
= i h()) 1p(k - 9) + i(k - 2) + n(k - 2-j (3.2)

It is apparent from FEq. (3.2) that the time-dispersive characteristic of

the interference suppression filter results in inter-chip interference

which can he mitigated by use of some form of equalization [161. In the

followin. computation, however, no equalizer is employed. Instead, the

output of the interference suppression filter is fed directly to the PN

correlator. Thus, the output of the PN correlator, which is the decision

variable Cor recovering the hinary information, is expressed as

1'

t L .(k) p(k) (5.51
k=l

wherc I. represents the number of chips per information bit or the
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p)rocessing gain.

BV substituting- lq. (3.2) into lq. (3.3), the decision variahIe

can he expressed in tile form

1, K
UI(k) 7 h(;') p(k - 91) + i(k - Zt) + n(k

1. -, K 1 , K
- ' p-(k) + / h(-) 7 p(k) p(k - Q_)+ 7 7. h(&j)P(k)

k=l Z=L k=l k=l =o

[.fi (k - 9) + n(k -

K L L K
= K + 7 h(Z) p(k) p(k- Z) + 7 h ) p(k) i(k-

Z=1 k=l k=l 11=o

L K
+ X y h(q.) p(k) n(k - 9) (3.4)

k=l Z=o

The first term in the right-hand side of Iq. (3.4) represents the desired

signal component; the second term represents the self-noise caused by

tie dispersive characteristic of the filter; the third term represents

the residual narrow hand interference at the output of the PN correlator

and the last tenn represents the additive wideband noise.

For the conparison that we wish to make, the SNR at the output of

the I 'N correlator is a mathemat icall y tractable perfonimance index . To

determine the expression for the SNR we must compute the mean and variance

-41 -



of U. NOe aIssumeI that the hma ry [IN SC ejuen1Ce is hi ito, thle interference

ik ) has zeoro mecan and autocorrel1at ion ftilnct ion ( Ck) , and the additive

noi se n (k ) is white with variance c_ Then, the mean o1 Uj is

and thle variance is

K K K
va~L) L h~2)+ W) ~h( h(m) z.(.-m)

1 =0o o

I he tf I rt tern~ onl thle ri Iht hand side of thle expression for the variance

Ires-elits tile mean;Ii sqi;liv valtie of the self-noise due to the time di s-

Iil t I-OdLICed hV tcIW int eteren~uice suppress ion filter. frhe second

!4 I h k,wI )iLi( 'A~w Pie the ies i dna nar-row, band interference.

Aw iJ-4 t, 17. 1.- th* :Ik*f - 1uru e kOl thle Wi dehaNd noiso.

Il "i'll It t hie mu (itt tt the coi reLitter is definled as the ratio of

the square of the mean11 to tihe %viAI unCC. ThIus,

+ + 2

n 7o)

ithei' 1 11i' l~i'~ii ttr, h(t I 1 ti i and zero otherwise.



Thereflore, t he correspondin11 Ou~tj)ut SNP, is

S\R no(
non

where o(0) represent s the tota I power of the na rrow hand i nterference.

The ratio of- the S\P\ in FH. (3jto the SNR in Eq. (.)repre-

sents the improvement in perfCormance dlue to the use of the interference

suppress ion filter. Tlh is ratio, denoted by ,,IS

KK KK
/ (Q)+ h(ml~i) ~ 1- +G h '

~=0 ln=C) =0

(3.9)

We observe tha i ; independent of the processing g-ai n 1-.

in 1(1 o t i n) the i iiprok-emient factor , it is convenieont to use a

)ga r i t h i c scale . Thus , w~e de fi ne

10 logo ( T110

Tb is I act or wil b e p l ot ted aa pinlst thIe norma I i :-ed SNR at t Ie wout put of

the PN corre1 at or % hen there i s no suppression filter. In other words,

the abscis;sa is

A.s a consequ ence , t he graphs of s S\R 'L are u1li iversa 1 plots in



thle senlse t vI t t hely aIpl 1 to Jfl\ PN s1)' cad( spectrtaii sy'stemn A i th arhi t rarn

process il I i2 llII.

.2 harL-tr IStis o thle lInterfrnce- 0 SlaIpre-SSi on F ilter

III thIis sect ion We Shal (Ii scuIss the character isti cs of the inter-

fenesuppress Czion filter and W.e shallI Istl rate its l)0rfOrManICe as-

measured i n terms oC the improvement factn ordb

FirIst we consider two models for the narrow band interference. One

t %pe consists Of I sLuml Of etlually spaced sinuLsoids covering Y,1 of th e

signal hand.

In particular, i (k) is expressed as

ij) LA Cos( 2- f k + (3. 12)
m=l ~ fi i

where thle amlpl1itudes Avl were1- selected to be identical and the phases

aIre Uni formlyv distributed on the i nterV'al (0, 27) . Thle antocorre'lat ioil

Funct ion of- i (k) is

rl(k) 1 7 ~ Cos 2- Ih(.3

He niher of' tones usecd i n i (k ) was ei ther Q(= 1(1( or Q =10. A

second tyvpe ol narvrrow band i1 nter fe rence omp loved was f iltered whi te

noise. The f'ilIter cliaracterI-i st i c was; t ha't of a- B utte rworth f ilter

hal 1h,' a 3dlib 'Hndi dlth Coxeri iio 210 ol' the s i onav I hand.

1:i ollre 3-. I iI lust rate (s thIe improvf(emlent fa;ctor for thle ( 100

Si I so Ida I i nlterI -lrence and th~e I' I t ( red Wh1I te noIl)Iis nteorierence for aI

s i.-Ipole, hiit terwo rth aind ai two - ml e Butterw~ort h fiIt e r. Fhe interference



Figure 3.1 Improvement Factor for Single-Band Interference
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suIppr i5 in filIter Coils i sts 5 a foUr t aJ)5- 1% it h1 e'Xact VA files for- t lie pr-e -

dlict or coeff i ci ents d eteri ined from soiv i n, thle lineat' equa I tis ~'iven

by (.17) . We observe that the improvement fact ors For the snsid

nterference and thle intterfCerence from the six-pole B~utterworth are

fpract i cciii i denti calI. Onl the ot her hand, the i nt er ference suppress ion

Fliter is not qui te as elffect iv\e in suppressing the interference frol

the two-pole Butterworth primarily becauise of the di ffi cult\, in e-stimaint ju

and suppressing the rather significant auItotint Of out-of-hand power.

)~ur .2 illustrates the improvement factor for the sanme conditions as

those in H gure 3.1 except that the predictor coefficients were determined

from s itmulation datta using the Levinson algorithni. Tlhe results of the

sitnulat ion agreed very well with the analv\ti cal results shown in Fig~ure

).I1 except at low values of interference where the inmproveinent factor

approaches zero dR, theoret i cally , hut the sitmul at ion data indicates a

small loss in perfonnaince . We have observed this phenonienon in other

simlulat ion data', Whi ch su(ggests that for smna11 interference it is hest

to arbitrarily set the predictor coefficients to zero. Figure 3.3

illustrates the improv'ement factor for sinusoidal intterference wi thQ

10) aind (~= li0 tones. The suppression filter coinsi sted of either four

taps or- fifteen taps wi th the predictor coefficients estimated froni

s imulated data. There appears to be little difference in performance

between 0 = 10 and ()=100 . Furt hermore , there is very 'i t tl1e gai in in

performanice when the Mmhmer of- taips is increased from four to fi fteen.

The ma Jor colic 1 us i onl that we have reached fromt thle above resulIts i s that

the nodelI for thle i nte rference i s not cri ti cal . iionseqmem't iv, iltl tIost

Of' out' IIItinimca 1 results We used] SiuLSO ida 1 i nteri'ferenice withf 101)



Figure 3.2 Improvement Factor for Single-Band Interference --
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Figure 3. 3 Improvement Factor for Sinusoidal Interference
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tones. To a relativelv sma l interference suppress i on filter such

interfernce is i ndi st ilnguishah le from f i Itored wh ite no i s.

Second 1 y, we have invest i gatod the 1 cngth u the i ntcr ference sup-

pross ion fi I ter roqui red to achieve good perfomance . In this computation

we maintained the 2 bl'. handwidth occupancy for the interference, but we

distributed it equa llV in several non-overlapping frequency h;:nds.

Fiunre )..I illustrates the improvement factor as a function of the number

of filter taps when the SNR per chip without filtering is -20dB. From

the graphs we observe that a filter having about eight taps performs well

when the interference is split into two frequency hands; whereas a filter

having sixteen to eighteen taps is required to achieve good performance

when the interference is split into four frequency bands. Figure 3.5

illustrates the performance as a function of the SNR per chip for eight-

tap and sixteen-tap filters when the interference occupies two bands and

four hands, respectively. The graphs show that the sixteen-tap filter

,ith the four interference hands closely approaches the performance gain

of the eight-tap filter that suppresses the interference in two bands.

The frequency response characteristics of the eight-tap and sixteen-

tap filters for an SNR per chip of - 20dI are shown in Figures 3.6 and 3.7,

respect ively. It appears that the sixteen-tap filter introduces some

distortioni n the frequencv range between notches . On the other hand,

if the numIbe r of taps is increased beyond sixteen, the freiuency response

is improved. For example, Figure 3.8 illustrates the frequency response

char-acteristic of ; 2)9-tap filter when the SNR per chip without filtering

The computat ions reported above were repeated for eight-band and
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Figure 3.4 Improvement Factor as a Function of Filter Order for

8Multi-Band Interference
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Figure 3.5 Improvement Factor for Eight-Tap and Sixteen-Tap
Filters
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sixteen-hand interference. Figure 3.9 shows the improveiient factor as

a function of the number of filter taps when the SNR per chip is -20dB.

There appear to be two threshold regions in these graphs. Mhen the

interference occupies eight hands, the first threshold occurs at 1(

taps, where basically one complex-conjugate zero pair is assigned to

each interference band. The second threshold occurs at 32 taps, in which

case there are two complex-conjugate zero pairs assigned to each inter-

ference hand. When the interference occupies sixteen hands, the first

threshold occurs at 32 taps and the second threshold occurs at about (4

taps. The improvement factor as a function of the SNR per chip without

filtering is shown in Figure 3.1(0 for a 10-tap predictor operating with

eight interference bands and an 80-tap predictor operating with sixteen

interference bands. The performance gain is very similar to that ob-

tained when the interference is spread over fewer hands.

The conclusion that we have reached from observation of the above

results is that the filter will suppress the multi-band interference

provided that it has enough degrees of freedom, i.e., it is sufficiently

long, to assign at least one complex-conjugate pair of zeros to each hand.

This behavior is substantiated further by the following frequency response

characteristics of the suppression filter when there are eight bands of

interference. Figures 3.11 through 5.14 illustrate the frequency response

of filters corresponding to predictors of order S, lb, 32 and 48, re-

spectively. IWe observe that a filter with eight degrees of freedom is

basically an all-pass filter. It does not have enough degrees of freedom

to place notches at the eight frequency hands. On the other hand, with

lb degrees of freedkkn it does place the notches at the desired frequencies.
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Figure 3.9 Improvement Factor as a Function of Filter Order for
8-Band and 16-Band Interference
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Figure 3.10 Improvement Factor for 40-Trap and 80 '~
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For higher-order predictors, the frequency response is improved as

shown in Figures 3.13 and 3.14.

Aknother view of the characteristics of the suppression filter is

providCId hV the position of its zeros in the z-plane. For example,

l'i.urc 3.15 i I lustrates one-half of the unit circle with the positions

O1 the zeros ar the suppression filter corresponding to 2, 4, 6, 8,

l. 12-order predictors. In this case, the interference is concentrated

in tso hands. As shown in the plot, a second-order predictor places its

;i~peX -ce, linugate pair of zeros far from the unit circle and roughly

i idt ,J, (in angle) between the two interference bands. Thus, its per-

uili:ance is poor. lowever, a fourth or higher-order predictor does have

::uros l ithiln the interference regions.

The above results indicate that a prediction filter having a number

of coefficients that is fewer than twice the number of interference bands

is useless, in the sense that it does nothing, i.e., it is an all-pass

filter. Apparently, this is a limitation of the mean square error

criterion used to design the prediction filter. If one knows that the

number of degrees of freedom is fewer than twice the number of inter-

ference bands, an ad hoc scheme such as arbitrarily assigning a complex-

coniugate pair of zeros to each band, up to the maximun number of bands

that can be suppressed with the giiven ntuber of degrees of freedom,

aplears to be better.

Since we are dealing with a digital cominunication problem, we have
a

aIlso investigated the characteristics of the interference suppression

filter as a noi se-whi teni ng filter in a matched filter realization. That

is, we view the combined narrow band interference plus wideband noise as
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all ekji2len~lct colorv.d noi1se process. Now, inl detect ion ()I ;I signal '-)f)

ill colored nlui sk with povxer Spectra I denlsitx' Pi I the oiltit SNR alt thc

rece joer is 11a x in i zd vdluen t ho e Xcic COn.liSIt s ot, a no se -wh iteiling

Citur' ,:SI%, 1j), foi;e i Iter iatie to I I(F Sf if. lia !s, al

matched I ite i th rinny 0 pjOllisu charFacterist ic l1*1 F) S *(O l ill

JnaN i!I z til(' out p It SN.\ IC 11 ( f) riresents the i nt orilerence S5~jPF055 ionI

fi I tor hwith il)A I iSC I-es ponse h f t ,then H* i~CF) represents a Fi 1 ter with

i ~iSe rCSI)OIISe i1( -t ) huLs, the: cascade of these two f ilters is a

l ii tor hav il zil n e LIiC HIIpu ISo 'C )f Sicc i~ e have deteriliined the

odI i cients ui* ii f) by mc~;nm oi- lillner predict ion, the coefficients of'

I 1al se iwpIv tile t 11110 revers )'5 0 t hose, oh 1 2ned for Ii ( I Ihlere tore.,

tile cjscade of 11(1) aiild W1 I f i-esu I tS in 1 1 111021' phase f i IhrCI'. IUse Ci

suich a f ii ter prior to thle P.N correLitoF imlproves pertflhiancO . This5 i5

i l is.t ratod ill iuilure 3. th for a four- tap and a fifteen-tap predictor.

;NC ohserVe that ait -20Ldh per chip S.NR thle four-tap predictor inl cascade

with it s natchied f i ter protvides about 21dB3 of imnprovemfent . Tile fifteenl-

talp pied ictor 1
A ithI its mit ched filter provides OhOUt 2 IdB of' improv'e-

;mlonIt . Ill com-i2Fson * tile iour-tap pr-edictor mIthout its matched filIter

pFOV ides aholit 13idl of- improvement . Th'erefore , the inclusion of the

inatlched fIto has iesulIted inl abouit 8dB gain at a - 20di SNR per ch ip

~LicI 2Ia re",aI il s S gi1 Lll y si gn i f icaint and suggests that thie (Ise of thle

matched Filter is kerly desi rahie.

Iillma liY, w(-' turn oar', aItteit i Lul to the pei'.Ioriiianlce character 1stics

0f the I ii ters dles iogned f 1)11 thle dat"a 1w 11115ll of thle proiedct 1011 2igo ri thills

desc r ibed i n Sect ion I I For thIis diSCLisS ion it Silic S to conIsider ()Ill

Si ile hand i Ielrele. lie nmin iloinit tilat we wish to make wi th reg~ard

.........



Figure 3.16 Improvemnent Factor for Predictor in Cascade with
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to the performance of- thle aligori thins is best ili ustrate-d with the results

Shown i n S.F~ir . 4 le used a block of F iftyv dat a samiples to compute

the cotftc icut s k"' a I eerti- order predictor- by meains of the least

s(quan2e5 Igo-rIthill Lte Burg ailz 7or itljnaiimd the Levi nson al gori thin. For

the latter, the daita was used to %,onoratc the estimate of thle autocor-

rottion "'unct ion. Thie i re'd ictor coefficients oit aimed from the data

were used in the(- Computat ion of the,, improvement factor- given by Eq. (3.9).

Tihe ra i nd ic~r t that ai I three akm rithins pe rformn equal1ly well .I n

other words , t hc di f Ferolnce it) pert ormlance amont- the three ailgoritins is

i ns i- it n ii cantt . 'Phi s hehivi i i Ors f irthei sobst ant iat ed by observ i g the

corresp olig 1 requc% cy 1,11sechacd r ist ics e0F thle si ipprc'ssi on

1-ilIter. For exaimplle, Fioirres 3.18, 3.19 d 3.9illustrate the fro-

IjrccvrSj)OfIise( character 1Stics of the Siipprc:-sjon(11 filtei, des i lned from

fifty samlp les oi- 'data on thle haisis of the2 three ailgorithms. Here, we

a]ISO ohs'rvo cr' iii no-r differences in the frequency response character-

ist ics . (bn the other haild, thien the order of the predictor is aI large

1r'act ion of, the daltz a rcord length N , the ir algorithm anid the least

s(hta res a 1cr ithtiml ale expewcted to yielId better per-formaulce relative to

tile l.cv'inson a 140r ithbi.

3.3Per timmanziQc of' Inuterfoerince Stprcs I ilter Based oi Non'paraitt1'ic

Ipc ra II s t ima tes

Ill "Sect iol n * e dcscci bed :I e thel for des i 211 in,1 all ite Fe frclce

io oi t' -o I t c r based oil convenlt lotla I , ilotlp8rame t r i c nethiods for

sp~c tinl c ('t i matin. As all ill' 1st rat iorl oF' thle effect i xcncss of- this

IP roa wI co, u I% i ed011 tII est i mai tes a o t thIe powerI spectral I delrIS i t f 'rol s SiTlo

I t ed i-CCe i X'Cd dalt a an1d Used the I res I I t Cilt c' t mall]tes to (Spec I y a f-iIte r

-1)1)-



:igure 3. 17 Improvement Factor Obtained with Linear Predict ion
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characterist ic in :ccordance with I . [.2 . ihe hclc h mct hod 1 ,as

used to generate the estimates of the power spectral density. for tilns

computation, the FFT size selected was 6-1 points. The result ;ant inter-

ference suppression filter consists of fifteen taps. The number of

data points used to generate the spectral estimate is 992.

Figure 3.21 illustrates the estimate of the power spectral density

for an SNR per chip of -2nIdB . The corresponding frequency response of'

the fifteen-tap interference supp-ression filter is shown in Figure 3.22.

The interference occupied 2001. of the signal band as shown in the graph of

the estimate, and the filter contains a notch in the desired frequency

hand. For comparison, the spectral estimate shown in Figure 3.23 is for

an SNR of -10ldB per chip without filtering. The notch in the filter is

now more shallow as shown in Figure 3.24. 'lb is behavior is similar to

that obtained by means of linear prediction.

As a final computation, the coefficients h(n) of the interference

suppression filter were substituted into Fq. (3.9) and the improvement

factor was evaluated. Figure 3.23 illustrates the improvement factor

as a function of- the SNR per chip without filtering. When compared with

our previous resuilts for single band interference using linear prediction,

we find that the perfoniiance improvement has simi lar characteristics.

Therefore, it appears that the nonparametric method for spectral esti-

mation coupled with the filter design formula in Eq. (2.2) provides a

v iab m e ean-s for suppressing narrow band interference in a wideband

signal I . The one disadvantage of this method is the relatively large

sauple si:c required to generate the spectral estimate.

-1 "
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. P'er lorm1ance ol j(Ualized PN Spread Spectrum System

This section of the report is devoted to the poerfonnance of the

receix er ii the presence of fading multipath signal components ind narrow

band interference. A. indicated previouslv in Section 2.5, a major con-

Ctern ith the use of interference suppression in the presence of multipath

is the sensitivitv of the predictor to the channel multipath structure.

idealIy, one would like to have the prediction filter respond only to

the interference components. However, this is possible only if (I1) the

delay NM, as illustrated in Figure 2.2, exceeds the duration of the channel

nultipath spread, i.e., use an -step predictor, or (2) the delay I plus

the time span of the prediction filter is less than or- equal to the smal-

lest time interval between successive multipath components of the received

Ssignal. The problem with condition (2) is that it places an umreasonably

severe constraint on the length of the prediction filter. In practice,

the multipath characteristics of the channel are not controllable to the

extent necessary to satisfy condition (2). Consequently, this condition

cannot be achieved realistically. On the other hand, imposition of con-

dition (1) results in relatively poor estimates of the narrow band inter-

ference when the multipath spread is large. This is due to the fact that

the interference i(t) and its delayed version i(t - N) are highly de-

correlated when NI is large. Consequently, the estimate of the inter-

f'erence at the output of the prediction filter is poor. This phenomenoln

was observed in simulation results Onl a tWo-puath channel characteristic.

The conclusien is that imposition of condition (1) leads to such pool-

per toinrince to render it impractical.

Since the M-step predictor .yields poor perfoninrce for large MI due

or
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lhe results of the Monte Carlo s imulat ions are shown in Figures

3.12 through 3.4o. The first two figures illustrate the error probability

for a signal-to-interference ratio of -20dB und -I 0dB per chip prior to

filtering, respectively. In this case, the input to the PN correlator

consists of the chip estimates from the I)F1I prior to binary quantization.

Fig:ure 3.41 illustrates the cffectiveless of the interference suppression

filter. That is, the performance of the system with a signal-to-inter-

ference ratio of -20dB is almost as good as that for -10d113. .1 check of
a.

the slope of these error rate curves indicates that the\, correspond to

the performance of a dual diversity system. In other words, the feed-

forward part of the equal i:er acts as an equivalent (coherent) diversity

combiner. Figures 3.45 and 3.4o illustrate the performance of the re-

ceiver when the input to the PN correlator are the hard decisions from

the I)F. Comparison of these graphs with those in Figures 3.42 and 3.43

leads us to conclude that chip estimates into the PN correlator result in

better pcrf'onm.auice at low error rates.

fihe error rate results givell above indicate that inter-chip inter-

ference caused by channel multipath and the suppression filter can be

compensated 1y the D11. It is import ant to emphasi:c, however, that, for

the DIF to be VC-ectiVC, it m1ust be sufficientl\" long to span the time-

dispersion of the filter and the channel multipath. That is, an increase

in the leigth of the inter ference suppression filter must he accompanied

hw all increase( in the length of the [1FF.
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