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1 INTRODUCTION
As part of a continuing effort to supply the user community with

the best phenomenology codes available for the evaluation of nuclear ef-

=
e
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E
=

fects on sensors, DNA has undertaken the task of expanding the ROSCOE
(Radar and Optical Systems Code with Nuclear Effects) computer programl

to include an optical/SWIR capability.
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An initial program planning phase was initiated in 1976 to formu~

i ,’lllm-l

late the objectives of this model, place bounds on the scope and level
of detail required, and suggest a plan for its development. The plan
called for code development during 1977 and 1978, with a completion date

of approximately January 1979, followed by a code validation and documen-~

tation effort.

General Research Corporation, as part of a team of contractors, has
participated in this program development effort. GRC's responsibilities
have been primarily concerned with the development of the optics system

model and the interfacing of the optics package (both systems and physics)

with the code as a whole.

This paper presents a summary of the optics code structure. In

DR T

Section 2, a description of the optical code interface structure is given;

Section 3 presents a review of one of the major tasks performed by GRC—~

IRTARE]

the modeling of inhomogeneous regions. Appendix A provides some analyti-
cal backup material for Section 3, and Appendix B contains flow diagrams

for the major programs and subroutines which comprise the optics code

SRR I g

interface structure.
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2 SUMMARY OF CODE DEVELOPMENT

The following sections describe the optics code structure, the

system simulation methodology, and some sample outputs.

2.1 OPTICS CODE STRUCTURE

The ROSCOE code is divided into a number of separate computational
blocks which perform various parts of the systems or physics simulation.
Each block is made up of a number of subroutines, and is stored in a
separate overlay. These blocks are referred to as "events." 1In the
execution of the code, a series of computations, or events, is set up.
Each of these events is given a calculation time, and they are processed
(i.e., the proper overlay is called and executed) in a time-ordered
fashion. An initial list of events is set up in the input deck by the
user. Additional events may be added to the list as computa:iions are

carried out to complete the simulation specified.

A block diagram showing the major computational blocks and infor-
mation flow for the optics code is shown in Figs. 1* and 2. The optics
systems blocks, or events, are shown in Fig. 1, and the physics events
in Fig. 2. Some interface blocks whic.. feed phenomenclogy data to the

systems blocks are shown in both figures.

The physics portion of the model (Fig. 2) is comprised of a burst
event which creates the initial burst parameters and several update
events to update the nuclear environment in time. In the low-altitude
region (<90 km), an update event is used to maintain the fireball and
debris region data at two times. The update event calis the fireball
and debris model routines at specified times to updatz these data, and
then they are interpolated at intermediate times as requested for systems

calculations or for printout.

*
A similar diagram for the ROSCOE radar code is given in Volume 1 of The
ROSCOE Manual. )
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The high—-altitude data are also maintained at two times. Here,
because the nuclear effects may be more widespread, a grid of physical
data (chemistry, striations) is computed in addition to fireball and

debris properties (which are treated as overlays on the grid).

LA L et R

The optics system portion of the code consists of (1) an attack E
generation event, which initializes the ambient atmosphere and magnetic '
field models and creates objects to be viewed by the sensor; (2) an
optics look event {OLOOK), which sets up the sensor look geometry; {3)
an optics propagaticn path event (OPROP), which sets up the number and
position of sight paths in the sensor field of view for creating the
“scene" at the focal plane; (4) a sight path calculation event (SPCALC),

which performs the integration of the radiation tramsport equation along

each sight path; (5) a simulated cptics event (OPSIM), which generates a
focal plane array using the sight path data and cimulates the scanning
and signal processing functions of the optical sensor; and (6) a set of
system events (currently there is only an optical track function (QTRACK)
modeled here) to simulate various svstem functions such as track, homing,

or discrimination.

The systems/physics interface structure is much the same as for the
radar code. The propagation and sight path calculation events access

phenomenology region data (e.g., fireball, debris, dust, beta tube para-

P R RN FER TN

meters) by calling a subroutine which interpoiates these data in time.

[NUZ RN

i

= . The sight path calculation event also accesses a point properties module.

It supplies the time and location of the point in space, and the point

IRE IR

= B properties mcdule returns the appropriate data requested. These data

= - include tewperature, mass density, chemical composition, cloud statistics,
= ) sctriation statistics, earth albedo, prompt and delayed ionization, and

- particulate optical properties. 1In additiomn, the sight path calculator

accesses preprocessed band emission data from external data blocks.

Z mre =
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2.2 SYSTEMS SIMULATION METHODCLOGY AND SAMPLE OUTPUT

This section describes the optical system simulation methodology.
The discussion which follows describes the use of the SWIR code by guid-
ing the reader through the simulation procedure block by block, and
displaying some intermediate code outputs.

~

1. Surveillance Sensor Dynamics (OLOOK).A An example of how

the optics look (OLOOK) event sets up the look geometry for a surveillance-
type sensor is illustrated in Fig. 3. The boresight of the sensor is
determined from the sacellite position and a reference position, as shown.
The frame time (the time it takes for the sensor to complete its circular

scan) is input, and must be consistent with the scan rate desired.
Scanning motion is simulated by creating a frozen frame of the
environment at a selected engagement time and then sweeping over this

frame in a circular fashion at the appropriate rate.

2. Object Dynamics (QOPROP). 1In the optics propagation (OPROP)

event, the object motion in the sensor field of view is treated by inter-
polating in time for the position of each object, and then transforming
these coordinates to the sensor coordinate frame. Objects treated include
nuclear bursts and their associated ionization regions, booster plumes, and

natural clouds (see Fig. 4).

The sensor coordinate frame is defined by setting the z-vector
anti-parallel to the boresight. The y-vecter is in the plane formed by
the z-vector and the satellite position vector, and is directed as close
to the satellite position vector as possible. The x-vector is chosen to

complete the right-hand system.

%
The block names are given here so that the radar can refer back to the
block diagrams shown in Figs. 1 and 2.

'This coordinate system is used in generating the focal plane array.

=
==
=
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3. Object Characterization (OPROP). To characterize the objects

in the focal plane of the sensor, the code integrates the radiation trans-
port along a number of paths from the sensor which intersect each object.
Since these path integraticns can be time-consuming, an attempt is made to
minimize the number of paths used by selecting a relatively few paths and

interpolating between them later to generate finer detail in the focal
plane.

Objects or regions are divided into three types: (1) point objects,

which are objects whose dimensions are small compared to the sensor reso-

lution; (2) extended objects (such as fireballs), which may be bright and

cover many resolution cells; and (3) background, or other regions which

are less bright or very extensive (cover the entire field of view).

Point objects can be characterized by a single path, as shown in
Fig. 5. Extended objects are treated by taking the object projection in
a plane normal to the vector between the sensor and the object, and select-
ing a set of points within this boundary. Finally, the background is
treated in as much (or as little) detail as the user feels is warranted
by setting up a grid of points within the sensor field of view. The user

selects the grid spacing in the input deck. A default value of four points
is used as a minimum.

4. Number of Paths/Object (OPROP). The number of paths used to

characterize an extended object is a function of the object size and the

sensor resolution, as shown in Fig. 6. One, five, seven, or thirteen

paths through the region are set up for integration using the scaling
rules shown.

5. Example Sight Paths to a Fireball (OPROP). An example set of
sight paths used in generating the focal plane image of a fireball is

shown in Fig. 7. Here a striated fireball is viewed by a sensor on a

synchronous satellite. The sensor resolution was small compared to the

e
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object dimensions, so thirteen paths were used (denoted by dots in the
figure). A symmetric set of paths were set up in this case to model the

spherical region.

6. Path Integration (SPCALC). As mentioned, for each sight path

specified within the field of view, the equation of radiatiou tramsport
must be integrated from the satellite to the ground. The methodology de-
veloped in WOE II2 for optical sight path integration through multiple

overlapping regions of disturbance has been adopt2d for use in ROSCOE.

The methodology involves generating a cell list of integration
regions along the path (Fig. 8). These regions may be further subdivided
into integration elements. The cell list consists of bounding cells at
the sensor and at some terminator (the ground, in this case), atmospheric
shells of about a scale height in width, and disturbed region cells. A
ranking scheme for determining the relative importance of overlapping

regions has also been taken from WOE.

7. Sight Path List Cell Types (SPCALC). Table 1 shows tha

various sight path cell types that may be generated in the code and the

logical rules used in overlapping regions. Each cell type has a region
code and is given a rank; the higher the rank, the more important the
region. The region codes for all nuclear disturbed regions are identified
by the number 1000 and distinguished by adding a region index. The region
index is merely a counter of the number of "region kinds" intersected.

For example, the first disturbed region intersection has an index of 1 and

a region ccde of 1001, and so forth.

8. Example Cell List (SPCALC). An example cell list generated

in the code for a typical sight path is shown in Fig. 9. The following

information is given:
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o CELL LISTS CONSIST OF -- (1) BOUNDING CELLS

(2) ATMOSPHERIC SHELLS

(3) DISTURBED REGION CELLS
¢ RANKING SCHEME USED FOR OVERLAPPING REGIONS

Figure 8. Path Integration (SPCALC)
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TABLE 1
SIGHT-PATH LIST CELL TYPES

S

Stabe Pac Regton | Regton Coe | Sizturied | Assoctieg | Gemctete Ovctan,

Sun -1 - 100 Kone of lower RANK

Hoon -2 - 100 None of lower RAKK

Earth -3 - 100 Kone of lower RANK

Cloud layer -4 - 100 None of Jower RANK

Galexy -5 -_- 100 None of lower RANK

Target =50 -_ 50 All regions of lower PANK
except ambient atmosphere

Yacuun 0 - 0 A

hdient atzosphere Shell index - 6.0 A1l regions of lower RANK £

m;::gaﬂ“‘“m‘"e‘“’“ NOR + 1001 - 2.5 | pedris particulates é

Fireball Reglon incex| 11 to 15 0.5 | None of lower RANK E |

+ 1000 =

lon-leak and ChIX p2tch - 15 3.5 Debris particulates

l“;;::::“'de cheailizinescent . 17 3.5 Debris particulates »

Mg Al e chenfluaines- . 18 3.5¢ | Debris particulates

Beta tube hd 13 5.5 Debris particulates, fire- E
ball wake, and all other E
beta regions E

Beta sheath . 20 5.5 Debris particulates, fire- E

ball wake, and all other
beta tegions

Shock heated vortex . 21 8.5 Debris particulates, chemi-
luminescent regions, fire-
ball wike, and beta regions

=
-]
S5
=]
=
=]
=
=

Sl

Cust cloud sten . 2 .5 A1l otner dust and particu- =
= late reginns =
Dust cloud cap and condensed - 23 1.5 A1l other dust and particu- —
: debris particulates late regions =

Spheroidal weapon ebris, - 4 12.5 A1l regions of lower RANK

vapor and particuiates except amdbient atzosphere

Toroidal weapon debdris, . 25 12.5 A1l regions of lower RANK

vapor and particulates except 2obient atmosphere —

Fircball ware . 26 4.5 A1l regions of lower RASK Z =
. Dedris loss-cone patch b 27 3.5 Debris particulates %

NOTES:

$3%¢ RANK of disturbed regions decreases linearly with age to a value that is almost one below the
initfal value when the 3ge reeciies onc hour amc ticresfter remains constant.

e

bAppcnd to all cntries "2nd regions of greater AANL.S
Sihe chertluminescent pancale is giver a fixed age of ten &inutes. :

17

"~




&y 4 W e

LI
01120100311730013200
01337700111770011202
0138010011201001330C
01120300133770013602
0133730013201601120¢
0133:300112036013378
01337100133730013312
01333300153110013372
01331500133710013314
03534300133130013316
013355001331500833¢e8
0133410013363001336¢
01335700133650013362
01337500133830013360
0133470013357001337%
01335 700133750013370
01332100133470013320
01332300133170013322
£1339%00133210013324
01333700333230013326
01333100133250013330
0133%300133270013332
01333900133310013334
01333700133330013336
01338100133380013340
01332300133370013342
0133a%00133210013%3a8
0133a7001334300133a8
01338400133450013350
01338300133370013352
0133850013381001338s
011178001338300133%6
0017280013355001117¢
01117300111780011175

DSPul
000%62000607070000000
002%01000000700000C0
01343700000070000000
013+3060000070000000
00377600000070000000
013155000000700000C0
0040ST00000070000000
01316800000070000000
00454%00000070000000
00565100000070000000
01322000000070000000
01321100000070000000
01392700000070000000
01320200000070000000
013146000000670000000
01317300000070000000
006a5800000070000000
01185100000070000000
011%&8200000070000000
011%3300000070000000
011%2600000070000000
211%1500000070000000
011%0600000070000500
C11a7700000070000000
031187000000070000000
01186100000070000000
01185208000070000000
01330100000070000000
013272000000706000000
01356300000070000000
013>%200000276000000
01328%60000070000000
000%0160000070000000
0001230000007000Q000

Figure 9.
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1 Cell number

LINK A packed word used to find addresses of the previous

and next cells {datasets)

DSPWRD Pointer word in the DSA scheme which allows one to

access the dataset for this cell

ICREG Region code for sight path cell terminating on this
boundary
DISTIC Distance alcng the sight path from the sensor to this

cell boundary

KEEPR A packed word containing subordinate region indices

(up to five subordinate region indices can be stored)

KIND (last column shown) Disturbed region KIND

The cell list contains null cells (ICREG = 0) at the sensor and at
the ground (DISTIC = 3.5824E9) and twenty atmospheric cells (ICREG = 1-20)
from the ground to 100 km (DISTIC = 3.5724E9). A target cell (ICREG =
-50) of zero length has been inserted at 100 km, and six disturbed region

cells (ICREG > 1000) have been added between 66 km and 75 km.

The cell list would then be used as a guide for the integration of
the radiation transport along this path. Each path would be integrated

and the resulting information passed to the focal plane generation block

of the code.

9. Focal Plane Generation (OPSIM). To create a focal plane

image of the environment, the code grids the field of view into a fine

mest (the mesh size is taken as something smaller than a detector diarneter),

and then uses the sight path data computed at selected points to map the
intensity. Recall that we previously mentioned that objects or regions
in the field of view are divided into three types: background (grid),

extended objects, or point objects, and that each type was characterized

T

LR ————————
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by one or more sight paths. These are used as follows in the focal plane

development (Fig. 10):

a. The background is generated by taking the sight paths asso-
ég ciated with the grid and using bivariate linear interpolation

to compute the values at each cell in the mesh.

b. Ext ~ded objects are then added one at a time by taking the

sight paths associated with each object and following this

procedure:

= A rotated, magnetic, field-aligned coordinate systen is

set up, called the F-P frame.

. The maximum and minimum region dimensions in the F-P

frame are determined.

. For each cell in the F-P grid, the code determines if
the sight path through this point intersects the object.
If it does, the three path datasets nearest this point
are found and used to interpolate for the mean, the
standard deviation, and the correlation lengths of the
intensity .distribution at the point. A normalized random
sample is generated using the correlation lengths and a
one-point recursion formula. The intensity is then com—
puted as the mean plus the standard deviation times the

random sample.

. The point is transformed back to the sensor coordinate
frame and the intensity at this point is taken as the

maximum of the computed value and the old array value.

c. Finally, point objects are added to the array at the appro-

priate liocations specified by their sight path location in
the field of view.
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¢ PLANAR INTERPOLATION OF GRID DATA

OBJECTS ADDED ONE AT A TIME

P
PLANAR INTERPOLATION OF OBJECT
DATA FOR MEAN INTENSITY
t ‘ﬁ o CONSTRUCTED IN COORDINATE SYSTEM

(FIELD DIRECTION)

-- STRUCTURE

POINTS

Figure 10.

ALIGNED WITH FIELD

o PLANAR INTERPOLATION FOR SIGMA
AND CORRELATIONS

e RANDOM SAMPLES GENERATED USING
ONE-POINT RECURSION AND CORRELATIONS

e INTENSITY AT POINT FOUND BY COMBINING
MEAN AND RANDOM COMPONENTS

o TRANSFORMATION BACK TO SENSOR
FRAME

o FINAL VALUE AT GRID POINT TAKEN
AS MAX OF CURRENT AND OLD VALUES

o ADDED AT APPROPRIATE LOCATIONS
IN ARRAY

Focal Plane Generation (OPSIM)
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A number of test runs

10. Examples--Focal Plane Array (OPSIM).

were conducted to determine whether the code structure up to this point

produced reasonable outputs. The procedure used in this verification

process consisted of (1) inputting fictitious values for the mean and

*
variation of the integrated intensity for each sight path, (2) using
these data to generate the focal plane array, and {3) producing contour

plots of the array. The contour plots are produced by plotting an alpha-

numeric character or blark for successive increments of intensity ("A"

being the lowest intensity, and "Z" the highest). Thus in a region of

increasing intensity, one would see a character (or a repetition of the

same character), followed by a blank region, followed by a repetition of

a higher—~order character, and so forth. A number of these example out-

puts follow.

Contour maps were produced
Two

Variation in Mean Intensity (Fig. 11).
for a case where a single fireball was being viewed by the sensor.

sets of inputs were assumed for the fireball intensity; the first assumed

the mean was coastant and the variation was about 10 percent of the mean,
and the second assumed that the mean varied with the depth of the region

intersected, and again the variation was taken as 10 percent of the mean.
Several key points are shown in these plots:

A reasonable representation of the fireball projection has

been produced. In this case, the fireball dimensions are

large with respect to the sensor resolution, so the maximum
number of paths (13) were used.

The striated nature of the fireball is easily seen in the
first plot. The field direction is abonut -103° ccw from

the horizontal x-axis, and correlation distances of 0.6 km
(equivalent to 0.9167 mrad in this exampie) across the
field and 1000 km along the field were assumed. This shows

that the one-point recursion formula produces reasonable

outputs in the two spatial dimensions.

*
By inputting the data, the mean can be held constant and the variation
displayed relative to this focal background.
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. The striations are somewhat less distinctive in the second
case where the mean falls off from the fireball ceiter; but

the representation appears to be reasonable.

Spatial Correlation (Fig. 12). The correlation distance across the

field was varied to further test the recursioa formula. The plots chow
the same fireball with assumed correlaticn distances of 0.06 km and 0.6
km, respectlively. As one could expect, the plots show that as the corre-
lation distance increases, the spacing between striations in the realiza-

tion increases.

Time Correlation (Figs. 13 and 14). To test the third dimension of

the recursion formula (i.e., time correlation), contour plots at look

times of 0 and 1 second were made with two assumed correlation times.

The first set (Fig. 13) shows contours for a case where the corre-
lation time (10 s) is large in comparison to the look interval (1 s). As

one would expect, the structure within the fireball clanges ounly slightly.

The next set (Fig. 14) shows contours for a correlation time much
smaller (0.1 s) than the look interval. Here, the random samples generated
at the two look times are nearly independent, so that the realizations of

the structure are completely different.

Multiple Fireballs (Fig. 15). Next, a run was performed to test

the logic for generating overlapping fireballs. 1In the upper part of the
figure, the single fireball used previously is shown. In the lower figure,
a second fireball of the same size but displaced to the side has been

generated. This second fireball has the same mean intensity and structure.

The plot shows that the fireball profiles are clearly defined, and

a reasonable realization of the structure has been generated.
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Multiple Objects~—growth with time (Figs. 16 and 17). Another test

of the multiple object logic was made where two different object types
were assumed: a fireball and a beta tube. For simplicity, the fireball
and beta tube were assumed to have the same mean intensity and intensity
variation due to structure. The plots (Fig. 16) show (1) the fireball
alone, and (2) the fireball and beta tube together at a time 10 seconds

after burst.

A second set of plots are shown in Fig. 17 at a later time (20
seconds after burst) to show that the program can produce reasonable
object representations as the regions grow with time. Note here that

both the fireball and beta tube have expanded radially about 30 percent.

11. Censor Scan (SPIRE). As mentioned above, once a realization

of the environment has been created in the focal plane, the sersor scan-
ning motion is simulated by sweeping over this frame with a detector
array. The scanning motion and number and position of the deteztors in
the array are specified by the user. In the example depicted in Fig. 18,
a surveillance sensor which uses a circular scan and a simple linear
alignment of four detectors is assumed. Because the focal plane array
is gridded with a spacing on the order of the sensor resolution, the
scanning process merely consists of picking up focal plane array values
in the proper order for each detector. The output consists of a data

stream for each detector.

12. Optics Data Processing (SPIRE). The sensor data processing

model consists of over thirty processing algorithms which can be used in

‘a building~block approach for modeling a specific data processing system.

A simple example of this approach is shown in Fig. 19 for the sur-
veillance sensor mentioned above. For each detector, the focal plane
array is scanned to produce a data stream of samples, detector noise is
added to each sample, the data stream is smoothed, adjacent samples are

differenced, and a threshold test is applied to detect targets.
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The raw

Outputs are produced at several stages in this process.
signal as it is sampled from the focal plane is output, as well as the
same signal aormalized to the sensor NEFD, the cignal after the addition
of detectur noise and smoothing has been rerformed, the differenced signal,
and finaily, a flag to denote target detections (samples that exceed an

input threshold).

13. Surveillance Sensor--Example Case. The sensor scanning and

processing functions were exercised for the following scenario:

A surveillance sensor attempts to detect a booster which
has been launched just prior to the sensor scan of the

launch site. A nuclear burst which has occurred just 10
seconds earlier is at an altitude just below the booster,

and produces a high level of background radiation.

The scenario is shown in Fig. 20, alorg with the focal plane gen-
erated by the program. The fireball and beta tube were assumed to have
constant mean intensities of 20 dB* and intensity variations due to
striations of 10 dB. The booster consists of a single point in the plane

(the character "D" at the center of the plot) with an intemsity of 30 dB.

The data stream produced by the scanning and processing of the
focal plane data is shown in Fig. 21 for one detector. The output con-
sists of the time at which each sample is taken, the detector number, the
central wavelength for this measurement, the position of the sampled
point in azimuth and elevation off-boresight, and the five processing

outputs mentioned above.

The data show that the sensor is able to detect the target in the

presence of the noisy background created by the burst.

%
The intensity contours are plotted in terms of signal/noise. Signal/
noise is defined here as the irradiance/NEFD.

354

"y

|
,:




TTTe
o

SCENARIOQ

FOCAL PLANE CONTOUR MAP

.81 LLIS0 008

\
\

\
\\

\
AN-48184

SEZNSOR CHARACTERISTICS

A - RAND = 2.5 - 2.6 uM
FIELD-OF-VIEH = 0.8 MRAD x 0.8 MRAD
DETECTOR DIAMETER = 2.7E-5 RAD

NEFD = .56-15 W/CM

SCAN PERIOD = 1.3£-3 SEC

SCAN LENGTH = 0.8 MRAD

SIEa0L/aTINIBE] I0 Tog IB4MlePiseg 4T TS 18.990 ML

Jatds 1

s € eLe  gegLxg £ Lt €
£t eeexee (334

0008 165040085 44508000023 B
b

1825384300088588838 K €
Thasshsssiiasassstatl ¢
Jas8s385a5a0800s8002 CC

Figure 20.

Surveillance Sensor Example




13,2290
[E PRETFTLN
L L S N
-

PR LTS ]
‘f.iéfﬁ’-
1% .= =0y
foorantls
17,2 el
I Sanid B 13
(LY T V4
1%, ~=atel?
13, v=ny B2
‘ﬂ.ﬂ:’!‘!
r.v=00Y)
16,%88202
PPt & 7 )
RS F 1Yo
1E,=2ap0y
PRy T Y
L S t d
LI PY § P

reagdy

PUPEE Y7
18, 72478
18,7038,
]v‘.‘,‘""
N, Treu2s
13,2436
18,2008
E9C 172
1 syl
E Lt LS
11.320818

“.!l-sj‘
P i
1".25rple
12, r7redt
L L 3
1%,558882
P T LTV 4
18, ,22ae8)
12, 200a07
[ R Ll YL ¥
12,2:8737

(RSt ET 2L )
PP T L Y
Pl Ll

e RS GE
R areehn
LEPEFETY $ £
7 clegas
[ A
TE st em e
ezl
L Lt RL PN
[ ML ATETS )
Pt T
TR 2%y
1 = g 15a
1L ey
1E = teiny
Erreing
=, InY
L et R L7 4
$E_mreyT?

E L F2e0c)

12l i -8

LAY S B fretase
LR T X CEST IR RSN I
Ly LT YT P LY
tew™®  LP%%uFapy
1o 7% 2% SeRry
| P R P E b any
L o794 S
LR LT PRy
taat PRSI LY
| Paiat-S AL PEAY
PRI STPTN )

AR L EY
LI peny
2NGspeny
A CSX %X
o I Y
PN, by
LR T Y
PN baty

I8 Fert
2 P8kt Fany
= Lt es PN
s JZNC Sary
PAE AT ary
;T PNk fary
= TGt Taly
= WY Ceny
* LA T Y
e P8 FEary
= ALY PRTY
PFALSILE 1Y
prav e Fi.1Y
LT I TS
PR Fent
«?80 ey
«79858 o)
N ]
PRRifazt
R T P Y
NG AT ety
RasTi Lo}
e, L1 FE LY
<2458 02
L LTT 2L
= JTREIP Sy
=z pe YL PR 1Y
JIRCrSasy
LT P
PEAS S 2 E Y §
AVE oz
PukiFan
PR ATn g
NG B any
298 any
?it 28 any
7S [Fany
a?8CoBany
Prat T4 2T )
ot PLYY
P8Rt any
LUV PN X Y
Nk aTany
e XS PE LY
«PR0r Tt}
STty
«ThCrEu=y
L3N tomy
XY Y
A E g g
PNy
PN TTary
R NI PN LY
AR
IRALEE FLE ]
PEAN LS P
AN X SN Y
AL ARl ]
i VL L
1.7 R AT LR
AR Tt
T = RTINS Py )

Figure 21.

all=: ¥
LN Ty
{23734+ %)

-, arrhesy
Y958t any
PP T Y
LR Y LPR STy
e tatitany
-, 1924fany
e, 13)T1F o0y
.. 35325 any
LS TATS T
*,¥tetfes
*s% =ofoTy
., P08880a8
 delasgr
e 21K F sy
o, Sancbary
. ANLAT ez
e Fui\bazy
., 34133
., 7ty
. 218% 2}y
=e? O1fa-y
e, tefafar}
e 1324l y
- 1%54Fa2}
EORS I1 T AN XY
o, telntany
. iltabany
cslaltfany
., t4i2TEany
-, 128382}
.13V =2t
-, 1r81fanty
LR PLPS S T
., 282 0fe4s
= ¥ys ts
-, 0993Fe%a
*.Sp3efals
o anfyfela
« A12af a3
21 7afens
=, 12228 eCa
., 8081008
«AWCiEaty
138zt eds
«1000E2
2?2%83tata
«i928feta
oaPAFFans
Sot78e2s
anT1)fats
21 00F ey
.l‘."--‘
IR PR TX PPy
L1188 2y
«2i%afany
Blaaiil}
o1 38%Feny
s1d3tieay
19 %afany
<tnipFary
«12275ary
*1m255any
+1VIREerY
Priifeny
2Pt ebary
L3P ey
PV nfany
JPtOnFasy
sdotiiary
w20anfaty
?* 028 0ny
«?1738 00
LI=TiFany
o2WNEFang
-t AlFeZY
PR LLL L
B2 haTary
<itazeny
«tedtBany
«t381Feng
<talntary
S35 ary
et v ity
JAIFF R

Srfvatirs
ST XY 51Ty
issnisryy

220808
oP16)fens
€288t ary
ohd¥abery
B2g2fane
RN
t2nhfang
BELT{IL1Y
PRYR 22 TYYY
etlaitans
s1Csnbany
#2513Eery
22020 eng
o?3nfang
P SEIL LY
Pe7S 21T IR
e PSprEanc
»P0arfany
«3rasters
o31ATFany
Va3 Tenyg
oVa15F0ng
+382cfery
<83 Lany
22715t eng
oinngfers
+8scfeny
10728 ey
trgSfang
+0tr5tang
<23 780erg
37 eis
o2luifarg
sh3giteng
skiniterg
17 iL13
TS TiTN.0Y
PETTILLYTY
o892atary
28833 ene
o83 8T eng
o583 urs
+88a%Lony
ot8a2iens
2StLensg
«a82ifany
«88928ans
+38T7#00nyg
o855 furs
o2b15F0ry
Jattsfene
o3tiFensg
o32nifeng
+823 ary
sttatfeayg
sutnifoay
sargifany
41885 Farg
<A riteny
«X1ASare
PRI T LLTN
Xan2feag
oX&nifazy
oXiWtteng
PRPLY. Z313
Jtiatfeng
otzaileng
retsfang
<O1aifeny
«Pariteny
o2523Fans
238 afene
FIntbony
«d2seny
otaTRFons
ot Tritany
othtrienn
Lt A b eny
att7iFwas
RYEL:ZLTN
VEL It ety
SPEafets
PR T TR P TN
PR LY DTN

36

SCanEn
S1geay
cviset

«2282F 0%
+1031fwta
2ta85tens
LY T
1387 uta
+10%2kera
RYisi T
o108 1tans
2108 1fars
PRTL 03 LT
«12871ats
21097t e0s
«1007f0na
«18%7fata
1082 uta
otrtnfara
211R3 ey
s1t1atens
stibelarg
«15528aru
o $88Stany
98228t u
«2%83€an}
«80Rgfany
«%13afen}
+S53sfeny
oS53ateny
<Sa33tery
«S3%fary
YL L}
«9883Cen)y
oti82fany
oS€¥1fen3
AN FEerY
S383tery
+35%t=03
«SEAgfon}y
«83%3teny
BRI
12385092
«3727tec2
«S18a7es2
«Sed3¥ty02
«11588e42
«85378ens
«3088%any
oSaR1fenty
o3883%any
oSaYefeny
«$S22fens
«S5tgfany
Halufery
Shazfeng
«SA82fany
Badiidddl
+930¢Fery
«$2%qlens
oS2eafeny
«%1270er3
«8281ten]
«232380ny
oP16sfors
«2532Fets
«1¥RMH a0
«115eFanz
tirelens
o1125fena
REL LTS
o1282farz
s1583Fers
12878025
Pef i
21287t
o178 fwss
« 178 eng
o128 ang
128 1fe
JTARTSeng
«IN8Yfars
12870 ans
PRFTIT Y
1nB3Fans
e1211fe*s
eTatafers

aCeugi 12LD
E2EA TS
[ RT

Tetla
5,013
$.2%%
Selae
$.3%
34358
9,35¢
$.35%¢
%.35%
5,18
9,35
$.15¢
9$.3%¢
9,3%
A { L
3.383
3,377
5,258
5,802
1,581
18,38
a8, %
115.%
194,3
252,7
288,
203,
2830
P L TS
26T,y
2780
217,8
75,5
288,0
259,
1,3
285,.¢
322.¢
3T2,.2
(11193

Sulfitetl
SigeaL
P T

Se363
5.58,
Gareg
S.85p
9.37%
SeeTn
S,
Y.712
S.632
S.Tey
S.aep
S.%8n
4.8
S.%5e
LN 34
“, 083
a.hsa
S.188
., Y27
12,0
LEN Y
*5,%y
122,
1R,y
232.8
28,3
263,7
FIT IS
2e%,9
o8,
11,4
Fas WY
209,45
ALV ]
ére .8
218 ,a
3%2.2
357,.3
33z,
STap
1838,
1%y,
1018,
sa) .
alg.e
38,0
277,33
259,38
L Y
2T5,¢
273.7
211,y
Aze
285,
27a,3
85,7
¥59,a
d31.e
231 .=
1Ry
121.9
*2.%
26, %a
“t,7e
1,28y
S.512
S.ade
S.2%
%119
5.12a
Se37a
R 233 L]
S.270
Sarss
S.0%
Sovse
L5t
.29
22 34
Yeasty
5.9%
.00,
3,08
2,070

3L LT IN4T S
SiCnal
ZUTRLY

2,223
1,5
2573
«223€=0y
1380
41738
saal1faly

o, 8130F ey
«15%
1908

.y P20itely

o, Ya0e

-, 5539

., 3607

e 70%¢T el
1732
430
1,982
284
17,08
35,92
LTS 4
e2,07
7,81
2%,.8s
7,.3%%
o8l
1.22%
3,187
3.832
227

5,121

s, 302
1,800
1.0}
23,8
55,0«
173,7
2T 6
55,8
1ie.0

*3%50 .8

as¥i,2

«8%8,9

-309,7

-51,%

8,52y
LyeLYy )
1.3%93
2.13s
&.012
&,

- Yil0e
s, 789
LIPS 3L
-h,1le

-l 008
22,0
wsS ds
epiy Rt
1L
-15,98

PEY N}

e, 31t

.t 373

- 3803

., 1202

- 1848
$3098F<21
e IT1Y
«AAYGEaDy
. 277

o 1588
Prist
«728%

-, TRIT 3P

231

Surveillance Sensor--Example Output

TauSEY
SLIRCYIDe
Sl

[R225228181
1ItaT2esL
titptatses
I1ze31838y
IEI 2T EEET]
1112323312
t1t2881s
1333838182
[E2SEEI RS
1513088181
trtygsesss
IETEETTI ST
118282888
1119388818
11833838102
sttyssetg
(225223883
(EIRTXEEET)
trsststtee
s1s13c838t
1113338801
tEesintse
[ESEEEETT)
$3ss838ie
1323818222
$51a828EsL
(232122821}
sTsgsziite
[RIEEEIRETS
(2212511}
trrgtyanse
tsdgsytity
ser3siiteg
txepenitng
trtadsiise
sEsgsaRNLy
(331131883
Tamgft

Tabgtt

Tagget

Tantt

1322811308
111888913
stresesets
srtgtesesy
13tesstatn
titsrsrean
1383338288
[22E3R1 21T
trrasnses
t111818948
(RS EE
s113838318
t3s9tsiats
[EEEL22501)
TTrstTisNe
TErgIERILL
T3n3iesene
TstasEtyse
223s8de32
13193588 8Y
Tre8Rteg
ErezIsiage
TrIdatssy
[EEETRIITE
TrIsTEILT
(R E37EE
Tersletats
(REER22ER 2
E23212321 1)
[R322215%2}
The3TRILINL
1383812308
13113232111
t1s183938e
TITIEIEs8
TLRLTITINE
stertrsse
Trsttsfass
1233225221
(2333228011
srtetzests
[2EE223 821
[REER2E52E

AN~ 48749

PTRIIRLE




3 MODELING OF INHOMOGENECUS REGIONS

3.1  INTRGDUCTION
In the ROSCOE simulation currently available for radar and satel-

lite communicaticns, two forms of inhomogeneities are considered for the

M, i it !
i b il o 1 e ol et it e ot s i« s L v s sl

lonized regions that affect propagation at microwave frequencies. These
are the fireball surface bumpiness responsible for radar clutter at low

altitudes, and field~aligned striations within and adjacent to high~

oLy & Tt 1 s f

*
altitude fireballs.

Extension of the ROSCOE simulation to include effects of nuclear
detonations on infrared systems has necessitated some additions to the
set of structured regions modeled. Fireballs at all altitudes are ob-
served to show flocculent structure inside the bright fireball, at
frequencies in che visible range. This structure, usually attributed
to Taylor instabilicies during the initial disassembly of the warhead
debris, should be present in the 2-5 um region also, and at high altitude

evolves in time to form striations aligned along the geomagnetic field.

In addition to this structure inside fireballs, other irregular
regions present in the visible and SWIR include beta patcht irregularities
and light reflected from clouds. The beta patch irregularities are pre-
sumably causally related to corresponding structure in the fission debris
at higher altitudes along the geomagnetic field lines, and will be
modeled in some s yet unspecified way within the ROSCOE simulation.
Reflection of solar and bomb~thermal iight from fireballs is being ac-
counted for separately, so this section deals only with the modeling of

radiating structures at high altitude, the striations within and near

o

A i

high-altitude fireballs. =

i

*
Even the surface lumpiness at low altitudes is not modeled directly,
but only ihirough its effects in extending the reflected radar pulse
length beyond the extent of the specular reflection region.
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ROSCOE presently calculates the slow growth rates of striated

regions, assumed field-aligned at all times, from the gradient-drift
instability as described in Volumes 6 and 18 of The ROSCOE Manual. The
growth rate for this instability is

. - . -1
@ (Vo -V) V) tn n,  seconds (3.1)

where Vi - Vn is the relative slip velocity between ions and neutrals
and the component of the logarithmic gradient of electron density n,
perpendicular to the magnetic field is used. Thus striations should

form from the gradient~-drift instability, wherever a gradient in electron
density and a slip velocity between neutrals and ions coexist. Initially
high~altitude fireballs have strong electron density gradients near their
edges (although ROSCOE treats high—altitude fireballs as geometric over-—
lays with constant electron density across planes of equal altitude).
Thus fireballs should striate on the surface soon after magnetic contain-
ment is attained. Other regions identified3 as possible sources for
striation growth by this mechanism are the fireball core and the fireball
bottom after this region has passed through its apogee and falls back

into the atmosphere. 4

L bowne

Thus high-altitude fireball structure of relevance to radiance

variations comprises initial flocculence, presumably isotropic at early

ah o 0 @ o

times, but growing with time along the magnetic field; surface striatioms
. around the periphery of the fireball; and volume striations throughout ;
the body of the fireball. These may all be modeled with different para- i
meters as regards size spectrum, degree of structure (variation of
radiance), and relative correlation distances along and normal to the
geomagnetic field. However, the modeling must be consonant with the
current representation of generalized high—altitude structures, whose

form is discussed in the next subsection.
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3.2  GENERATION OF RADIANT INTENSITIES IN THE IDEAL FOCAL PLANE

During the initial structuring of the optics routines for ROSCOE,

a particular concern was the question
structured radiating regions should be represented in the patch plane,

of how statistical properties of

M Gl

or ideal focal plane, and how specific realizations of how these statis-

tics should be generated. The two basic approaches considered were:

1. Accumulation of statistics along a number of paths, each
corresponding to a particular point in the patch plane.
The number of paths must be sufficient to describe indi-
vidual region boundaries in the plane. A specific

realization is then generated from a recursion formula.

2. Calculation of statistics for a number of lines of sight
within each object separately. A specific realization
is then generated for each object, from a recursion for-
mula, and superimposed on the patch plane along with the

specific realization for other regions.

Ve

0 A Ol ol e ot ), e o o D01

pR——
il

"

e

e

For the specific case of sensors at synchronous altitudes, stria-

tions in regions at 100-km altitude look about like those at 200~km
altitude, because of the great distance to the satellite sensors. It
would, however, be dangerous to capit=lize on this fact by designing
the code in such a specific way that later versions for other sensor

systems would have to be restructured in some major way.

I

We present below a method for genmerating correlated intensity pat-

terns in the patch plane, together with the equations necessary for

e

extrapolating, interpolaiing, and joining different numerical sequences

in several dimensions, when the variance of the computed values is per-

mitted to be any arbitrary function of position, and when the spatial

Il e

autocorrelation function has two orthogonal axes of symmetry. The only as-

sumntions are that the statistics are Gaussian and that the avtocorrelation
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*
with a different (but cons*ant) e-folding length

function is exponential,
along the two space axes. This situacion is felt s appropriate to the

case of an infrared sensor scanning in some arbir:: “‘rection along high-~
altitude striations, where the magnetic field pro. ..:s an automatic elonga-
tion of the luminosity parallel to the field. Time decorrelation due to

relative motion of the line of sight through tl. striations is also assumed

to be exponential in time.

Consider a two-dimensional array of intensities §j j , which we
take as having already been "detrended;'" i.e., the smooth variation of
intensity as the line of sight sweeps through regions of different total

luminosity has been subtracted out so that we need consider only fluctua-

tions about the mean value of zero. As the line of sight moves, the

fluctuations of course change also, so we ascribe a variance oj j to

the signal, and furthermore we assume that there exist two different

exponential correlation distances in the i- and j~directions. The total

intensity (which is assumed detrended) and variance are computed from the
known fireball parameters along a line of sight designated as 1i,j , or

along several lines of sight. Our problem then is to compute a "reasonable'

representation of the expected intensity fluctuations at other arbitrary
points, and to ensure that all points correlate properly with themselves

and each other. We would like to use a simple recursion relation relating

the next value at iin,j+tm only to Si,j by an equation resembling that

for stationary Markov processes. We want .2 computed value to have the

following properties:

_ 2
a. <Si+n,j+m> = oi+n,j-hn (3.2)

where o, . i ianc i .
i4m, §+m ir the variance of the signal

= Fr" o o, (3.3)

b. <s . > =
i4n, j4m 01, 1,3 %i4n, j4m

EY
A discussion of the possible problems engendered by this choice is given
in a later section, with some suggestions for improvements, if desired.
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e—nAx/Ll

e-mAy /Ly

where Ll and L2 are the correlation distances alcng the two axes,

and Ax and Ay are the linear separation of two neighboring points in

the mesh to be computed. The third property,

|j|,L il

<Si,j> = <Si+n,j+m? = 0 (3.4)

i
(g
.

is automatically satisfied by the detrending.

Let us try a recursion relation of the form

s.. . s, .
A, jim o pngm ol g 41 - pinpZm R; (3.5)

o, .
i+n, j+m 1,3
where Ri i is a random Gaussian var’ ate of variance 1, as are the quan-
b
tities Si j/ci j- This equation is seen to satisfy the three conditions
b k4

above. Furthermore, the process may be extended to the values Si+n’,j+m' ,
where n' >n and m' > m , merely by successive application of Eq. 3.5.

Thus

S, . S, .
01+n',3+m' _ Fn'—n Pm'—m 01+n,3+m
i+n', j+m' i¥n, j+m

+J1 - p2n'-n) p2(m'-m) o (3.6)

This clearly satisfies condition (a), and if we compute the correlation
with the previously computed Si 5 it is seen to obey (b) too, since,

?

from Eq. 3.6,
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= F P FP o, . (3.7)

Therefore the sequence may be automatically extrapolated to larger values
of n,m in steps of arbitrary size. (The case where either n' or m'

is less than n or m 1is a special case of the interpolation equations

to be discussed next.) From symmetry, it is also seen that the sequence

may also be extended in the other direction from the lowest values of

i,j . But now the question arises as to how to interpolate; i.e., having
computed Si+n,j+m i4n, j+m-1 ?
The mere fact that we have computed the point at i+n,j+m by drawing

from Eq. 3.5, what do we do about, say, §

from the random variable R automatically sets a constraint on the value
of Siin-1,j4m-1 » Since it must now correlate with si+n,j+m , as well
as with S, . .

1,1

b4

Let us compute the two other corner points, i,j4m and i#n,j ,

which, by Eq. 3.5, are given by

(S/0) = P(s/o). . + y1 - P R (3.8)
)3 j4m 2ESE I | 3 .
(S/o)i_m 3 = F“(s/o)i 3 + y1- an Ri (3.9)

where we are henceforth using the subscripts only on the quantities

S. .Jo. . = (S/o). .
1,1 1] s/ )I,J

These two values have unity variance, and clearly correlate in the ap-
propriate way with §i,j but not with Sj4n j4m in Eq. 3.5. The
reason is clear. Whatever choice was made of the random variate Ri,j

in Eq. 3.5 sets a constraint on the separate values Ri and Rj in
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Egs. 3.8 and 3.9~--which constraint may be easily computed. Thus, apply-~
ing (3.8) and (3.9) successively,

. = pWyay _ pem '
i (8/9) jum, g4m = B (870 gy s+ yi-v R,

= PUFN(S/o). . + {P“‘ 1-F" R +41-p" g
i,j i J]

This clearly satisfies conditions (a) and (b) as applied to all pairs of

YT

points. The term in brackets may then be interpreted as the second term

in Eq. 3.5. A fuller discussion is given in Appendix A.

This then gives us our set of rules about forward versus backward
behavior. As long as both indices increase, Eq. 3.5 may be used to ex-
tend the sequence, as long as no "leapfrogging" occurs. The sequence may
be extended (in either direction) from the end point only. Going backward

in either index demands an interpolation formula, now to be derived.

Let us start with Sij and compute Si+n,j and Si,j+m from Egs.

3.8 and 3.9. Then compute Si+n,j+m by proceeding from either iin,j
- using (3.8) again, or from i,j+m using (3.9). Now from the four corner
E values we interpolate for Si+£,j+k (2 <n, k <m) at any interior point

by the following algorithm:

m‘\.w‘bﬁ o

(S/0)s4q sme = (SI0)y 5+ B(S/o), oo

S
bo

T
il

+ Y(S/O)i_m’j + 6(S/0) R (3.11)

+
i+n,j+m © €

where «,8,Y,8,¢ are constants to be determined, and R is again a

B g P

completely random Gaussian variate of unity variance (i.e., not tied to
any of the random variates used to compute the four corner points).
This is an important point--we never have to "remember" any previously

used random variate, in any step.
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That the value of ({5/0)j4q 54k correlates properly with itself
and the four corner values is the condition that determines the five

constants. This leads to the following equation:

s ]
1 = az + 82 + 72 + 6 + 52 + ZPm(uB + v6)

+ 2F (ay + 88) + 2F" P(By + «b)

o+ BP™ + yF® + SFP™ = PN
oP® + 8 + yFUP" 4+ §F° = PO K
(3.12)
oF" + BFP® 4+ y + 6P = Ot pK
oFP% 4 BF + PR+ 5 = FOF K
whose solution is
.« = Fng(l _ P2m—2k)(1 _ FZn—Zi)!A
T -
y = %0 - Phya - 22y, (3.13)
5 = %R0 - #Pha - oy
s = @-YHa -

These values are readily seen to lead to the correct correlations as

2,k approach any of the four corners.
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Four-point interpolation may in some cases collapse to even two-

point interpolation, as when SZ,l is computed from Sl,l and S,y 5 ,
?

but Egqs. 3.13 represent the most general possible case. The proof that

this solution correlates correctly with previously computed points Si,j

(i' < i, j' < 3j) 1is tedious but straightforward.

We hase thus shown that two-dimensional sequences can be generated
from the end points in both directions, and have given the necessary
equations for interpolating, which is tantamount to joining two separate-
ly generated sequences as they near each other. Note that from the form
of Eq. 3.5, it is perfectly appropriate to generate completely independent
sequences in widely separated regions—the first term in (3.5) then
vanishes and only the random Gaussian is used. Only when the sequences

near each other need any correlation be considered.

The previous discussion may readily be generalized to more than two
dimensions, but the algebra becomes tedious even under the simplifying as-
sumptions of exponential decorrelation. Analogy with sequences in one
and two dimensions would lead us to expect the following results. Extra-
polation of a sequence in a single dimension involves only the end point,
whereas interpolation involves the two nearest bounding values. Extra-
polation in two dimensions can involve up to three previously computed
values (see Eq. A.4), whereas interpolaticn in general demands four other
points. In three dimensions, extrapolation can involve up to seven other
values (to obtain the final corner of a rectangular parallelepiped), and

interpolation demands in general eight other points.

We present below the case of extrapolation in three dimensions to
find the final value at the last corner of a rectangular paralielepiped.
Thus we label points now with three indices, 1i,j,k , the last correspond-
ing to the time. Points separated only in time are related by the

equation

45




T o VR

UL D N LR E T e

A a o

o _ r _ 2r
(“/°)1,j,k+r ¢ (S/U)i,j,k +~J1 ¢ Rk (3.14)

where ¢ 1is the exponential time decorrelation. Egquation 3.5 is replaced
by

’ = n_m r .
“8/0); 10, 4m, ktr P9 (8/0); 5k

2n _2m 2r
+<J' - .
1-F P ¢ Rijk (3.15)

In Fig. 22, let the axes be as labeled. Equation 3.15 is appropriate

Cumaey W

only when no "leapfrogging" over intermediate values occurs. These inter-
mediate values (the other corners shown in Fig. 22) are computed as
follows. In the plane k = k , corresponding to a single instant of time,
we have already shown how to compute the values at (i+n,j,k), (i,j+m,k),
and (itn,j+m,k) , beginning with the point at (i,j,k). Equation 3.14 is

then used to compute the point (i,j,k+r).

i+n,j ,k i*n:j 1k+r %
- = -2
/ /|
// /)
/
/ / :
/ // ]
e // i,j,k // %7 23 ktr k(tim
1+n,34m, /
f— T T T T /
| /
by
} |/
| '//
i,54m.k _}
—————————— i,j4m,kér

Figure 22. Extrapolation of Gaussian Sequence in Three Dimensions
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Equation A.4 is then used to give (Slo)i+n,j,k+r from the three
other corner values (i,j,k), (itn,j,k), and (i,j,ktr); and similarly for
the point at (i,j+m,k+r) in terms of the values (i,j,k), (i,j,k#r), and :

(i,j*m,k). Finally, to fill in the last coruer (i+n,j+m,k+r), we must
write

(519 jam, imy it = A5 5 ¥ B(S/c)i,j,k

+
C(Slo)i+n,j,k + D(Slo)i,j+m,k + E(slc)i+n,j+m,k

+ G(S/G)i+n,j,k+r + H(S/U)i,j+m,k+r + ERijk (3.16)

Insuring the proper correlation with all other points leads to the fol-

lowing values for the coefficients in Eq. 3.16:

A = -FP"

B = F'PUe

c = _Pm¢r

D = -F'"

E = ¢ (3.17)

6 = "

H = F°

1-92 - ~(F2nP2m + P2m¢2r + F2n¢2r) + anszézr
+ F2n + P2m + q,)Zr

The formulas for interpolation inside the rectangular box will correspond-
incly involve the solution of eighth—order determinants.
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3.3 DIFFERENTIABILITY OF FIRST-ORDER MARKOV PROCESSES

The exponential correlation function assumed in the previous sec-
tion is appropriate to first-order Markov prccesses,a and is used
principally for mathematical simplicity in generating random sequences
in three dimensions. Before it can be adopted for use in ROSCOE, we must
find a way of relating it to the expacted variations in intensity, while
scanning across the distribution of Gaussian striations used in ROSCOE,
which is done in Sec. 3.4; we must a so examine more closely another

problem connected with differentiability.

In the linear extrapolation of a sequence of values of some quan-~
tity u(x) , the simplest is the first-order sequence for which u(x + 7)

depends on the previous value u{x) , through

u(x + 1) = k u(x) +41 -k R (3.18)

i
_‘){T

where k = e <1 and R is a random Gaussian variate. This

sequence, represented by an exponential correlation function
2 -vit
8(x) = ¢ e <1

is pathological in being continuous but non-differentiable. Thus, de-

oting expectation values by brackets <>

o]

Julx + 6) - ux)]1D = <ulx + 61> + <[ux)1>

- 2 <ulx + 38) u(x)>

v

= 202(1 -—e ')

2
= 20" vé (3.19)
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and, as § + 0 , the left-hand side gives

du/d> = oy2v Y2 (3.20)

2
¢ being the variance.

The reason for this behavior is well known4 to be the non-existence
of the second derivative B"(0) , caused by the cusp in the correlation
function B(tr) at 1 = 0 . This introduces a high-frequency fuzz or
jaggedness into the function u(x) , manifested by the comparatively

slow high-frequency fall-off of the spectral density S(u) :

S@) = 1/21 f 39T B(1) ar

v/ (% + wd) (3.21)

In this section we attempt to quantify how seriously this jagged-
ness interferes with the differentiation of u(x) , as described by
Eq. 3.18, taking into account the finite detector width. In Sec. 3.2,
we described a technique for generating a sequence of intensity values
simulating a striated field of view with different correlation lengths
along and across the magnetic field, and also a finite decorrelation
time. We consider here only the one-dimensional case, and let the
linear field of view of the slit (at the striated region) be 2 , as-
sumed to be some multiple N of the sequence step-size & . We shall
examine the character of the (expectation value of the) derivative

u'{x) as a function of both A and XN , where u'(x) is defined as

1 .
1 (x =
u'(x) N+ Db < {(uo + ul cee ux)
2
+ (U-N + Ui + ... uc)}“ > 172 {3.22)
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Letting x = ¢ and o =1 , this expression may be shown to

reduce to

a X;; [4(N - I)x

u'(x) = —

N2, a2 |

2 My 2% 1$1,/z {3.23)

5
This is plotted in Fig. 23, and is seen to be very insensitiv: to the
number of points N in the interval 4 , but varies essentizlly as
é‘llz for slit widths small compared to the correlation distance vl s
in accord with Eq. 3.20. Thus as the detector field of view is narrowed
down to values small compared to the correlation length, the derivative

(as defined by Eq. 3.22) becomes indeterminate, as expected.

It is not yet obvious, however, that this spikiness need preclude
the 1 . of an exponential correlation function for generating similar
striated fields of view even in this case (narrow field of view). It
must be remembered that the radiance values described by Eq. 3.18 are
also contaminated by the other various sources of noise (photon noise,
detector noise, etc.), and if the spectral composition of the noise is
much wider in high frequencies than that of the signal, the derivative
is chiefly due to the nnise.s Thus the high-frequency hash in Eq. 3.21
may itself be considered as a kind of noise, which must be zllieviated in

the smoothing process.

The central reason for trying to retain the single-point represen-
tation (Eq. 3.18), with its admitted bad features in differentiabiliry,
concerns the algebraic difficulties of extending and interpolating
sequences of higher order in two and three dimensions. In Sec. 3.2, we
ierived the equations for extending, interpolating, and joining different
numerical sequences in several dimensions, when the variance of the com—

puted value was permitted to be any arbitrary function of position, the
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statistics were Gaussian, and the autocorrelation function was exponen-
tial. Even in this simplest case of a single-point sequence, extrapola-
tion in three dimensions demanded use of seven previously computed

values (to obtain the final corner value of a rectangular parallelepiped),
and interpolation between previou:ly computed values demands the solution
of eight algebraic equations, in order to maintain proper three-dimen-
sional correlation. 1f one were to use a more complicated recursion
formula than Eq. 3.18, involving more than the last previously computed
value, the difficulties of extrapolation and interpolation would clearly

be increased, but it is not yet clear how severely.

Let us consider, for example, an autocorrelation function Gaussian
in shape, since it is the cusp at the origin of e V1%l that introduces
the high-frequency hash that leads to problems in differentiation. Since
a Gaussian correlation function falls off much more rapidly than the
exponential, one might tnink that in this case wu(x + 1) for large =
would be much less dependent on the "past' of the process than for the
exponential, which already corresponds to a single-point recursion rela-
tion (Eq. 3.18). However, the situation is just the opposite:4 for the
exponential correlation, knowledge of previous values of u(x - nt)
provides little information about u(x + nt) , whereas for a faussian
autocorrelation function, the value of the process in the arbitrary dis~

tant future can be approximated arbitrarily closely by a linear combina-~

tion of past values.

With a Gaussian correlation function

2.2
B(r) = o e b U /4 (3.24)
corresponding to a spectral density

2.2
~w /8 (3.25)

$ () w?/ Nt e e
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» We may make a power series expansion of e , retaining only the
R+
’%ﬁ first (n + 1) terms, so trhat the real random stationary process u(x)
,; is replaced by a Markov process un(x) , and Eq. 3.25 becomes
o

wz 1 wZn 2

-+ ... +t= = H = .

1+ 2 n S(u_; w) o“/84f7 (3.26)

The right-hand side of Eq. 3.26 is the spectral density of a delta-
correlated process (white noise), and the quantities un,u;, .o uﬁn—l) :
(i.e., the process un and its first n~1 derivatives) form the -

components of an n-~dimensional Markov process.

The first—order approximation, with n =1, gives i

2
S(u.; w) = g (3.27)
1 B VR (1 + wl/82)

which has a correlation function

g

Al

il i
il

B, (1) = o2\ Bl (3.28)

it
i

which is our familiar exponential. The next and closer approximation

has a correlation function

B (1) = ot a1/ - V) —altl
[cos(b ) + a sin(blT])] (3.29) ;

b

where

E a W(l+ V2 )/2

3¢ byt ottt 5 o bt it

et

b = V(I - 1)/2 (3.30)
a/b = 1+ \ﬁ;

T e —
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The two-term correlation function is seen to be regular at the origin,

and indeed the quantity uz(x) may be shown to satisfy the differential

equation

l}—g—zz 4, +u, = R (3.31)

where R 1is a delta-correlated function, in this Gaussian case reducing
to white noise. Whether this process will actually be conveniently

extendable to two and three dimensions has not been examined. :

n(r) = n0 e

3.4  AUTOCORRELATION FUNCTION FOR GAUSSIAN STRIATIONS - §
We now must examine how to approximate the autocorrelation function §
appropriate to the particular (Chesnut) distribution of Gaussian stria- %
tions used in ROSCOE, by an exponential. Consider a random arrav of é
Gaussian rods, with average axial density Z(km'z) , and with the nor- g
malized sice distribution used in ROSCOE %
Pla) = —— (o /a)® ¢%0/3 (3.32)

3Vio g

packed in a slab of thickness L(km) . Let the electron density in g
each rod be é
a2

2 (3.33) :

!
L

so that the light emission (cm_3) is, assuming for the moment that the

rods do not overlap)

2,2
I(r) = c ni e—2r /a (3.34)
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Consider the integrated intensity along a line of sight (LOS) at P , due
to all the striations in a strip dx wide at a lateral distance X from
P . The probability that a striation of size a is in dxdy is

P(a) dedy . The integrated intensity due to the striation of radius a

is
2., 2 2
I(a,x) = ¢ ni dy e"(z/a )(X + vy )
2,2
= ¢ a\lnlz n(z) e2x /a (3.35)

This same expression is true for all striations, of size a in the
strip, of which there are z Ldx . The autocorrelation function due

to all striations of size a is thus

B(T)

r , 2, .2 2
j:iaP(a) f dx J L c2n:a2-121 o~ (2/27) X+ (xt1) ")

cznz’ 2, 2
fdaP(a) -Z—o- n3/2 z L a3 e_’r /a

(3.36)
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Let us now consider the case for which the detector is so close to
rs along

iy

the striated region that the zngular size of the striations diffe

the line of sight.

e

AN-49607
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Considering again only striations of a given size a in the area

dxdy , the change in "impact parameter" X due to an angular rotation

o« of the line of sight is
X' = X+a(L°+y)

As before (Eq. 3.35),

2,2
I(a,X) = cni a vu/2 e-(ZX /a”)
2 -(2ia2)(X2 + 2aX(L +y) + az(L + )2)
I(a,X') = cn_ a /nj2 e N4 0
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so that

4

I{a,X) I(a,X') = (cznoazn)/Z

] e—(l/az)(4X2 + 4aX(L +y) + az(Lo+y)2) (3.37)

Integrating over all spatial positions for the striation axis, and

over the size spectrum a , gives for the autocorrelation function:

B = § [ dap@ fay [ ax 12,0 I(ax)  (3.38)
o 0 -
2.4 4
SN o €0, M ¢ S 1 0L(Lo«l-L)\ A ¢ aLo\) 5 20N
Blay)y = —mm—— |/ ltan ——7;————} -~ tan \Z?_'IS \3e 07y
3a o o

which may easily be seen by L'Hopital's rule to reduce to (3.36) as

LO + o , since aLo in Eq. 3.39 corresponds exactly to Tt in Eq. 3.36.
Thus we have now formalized the procedure for integrating along a line
of sight that penetrates striated regions at various distances from the
detector. Thus, using a subscript i to refer to the various striated

layers, we have
B = (1] ooc?)/3a

a(lL +L.) al .
) ni %t:an—1 (———2&——£—) - tan! ( 001 ){ (3.40)
i o " Yo ;

One of the objections to Approach 2, the simple superimposition
of bright structured regions (as at different distances) was that it
apparently locked into the code a technique applicable to detectors at
DSP distances, but not for sensors much closer to the striated regions

where nearby striations subtend a much larger angle than distant ones.
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Equation 3.40 removes this objection, and in Fig. 24 we have
plotted Eq. 3.40 in normalized form for a single 1000-km thick cloud
at various distances Lo from the detector, ranging from 100 km to
essentially infinity, together with the single exponential. Note the
similarity of all the curves; this agreement is then a measure of how

well the exponential approximation of Sec. 3.2 can approximate the “true”

autocorresation function.

If the areal density Z of the rod axes becomes great enough
that appreciable overlap occurs, correlations between different rods
must be considered, since the intensity of light emissions is propor-
tional to the square of the total electron density, and thus is not the
same as the sum of the squares of the electron densities appropriate
to the various rods. In this case, the factor 1/(1 + Rz) in Eq. 3.36

(R = T/co) is replaced by the expression

4,35F 1.11F 5.03F l
2 2 257 7
(1 + 2R“/3) (L +R7/2) a+RrR/2))

1/ + R%) +

1+ 4F/3)2

2, ., . . X
where F =1 Z o, is the axial packing density. For F = 1 , this
expression is in general a factor of two or three higher than the simple

1/(1 + R2) . We are indebted to Dr. Peter Redmond for carrying out the

algebra for this relation.
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APPENDIX A

EXTRAPOLATION AND INTERPOLATION OF RANDOM SEQUENCE

We have omitted several steps in the chain of proofs necessary to
justify some of the statements in Sec. 3.2, which we address more fully

below.

First, we must show the independence of extrapclation in two

dimensions. Having computed

(s/0) = F(s/o), . + Y1 - F" R (A.1)
itn,j i,] i ’

bd

can we project ahead in the orthogonal j direction from Sj

without taking account of Si+n 3 ? The answer is in the affirmative, 3
i E

since if we try a solution for §, | of the form £
1,341'1'1 %

= M -+ + . ié

(Slo)i,j-!-m a(8/0); ; S(S/G)i-!-n,' YR, (A.2)

it is easy to show, using Egs. 3.2 and 3.3 of Sec. 3.2, that

bbby il

g = 0
(4.3)
a = Pm

so that the point at i+n,j does not influence that at i,jtm .

Second, we must modify Eq. 3.4 of Sec. 3.2 when any "leap-
frogging" occurs, as in computing the point at i+n,j+m when we
have already computed the other corners of the rectangle, at i#n,j

and i,j4+m , from Eqs. A.l and A.2. In this case we can easily show
that




n_m m
= — <+
(s/o)il 54 FP (S/O)i,j P (s/o)i .3

+ 1?“(3/0)i p + SR, . (A.4)

+m ij
where Rij is a random Gaussian variate of unity variance, and

1= 62 F2n + P2m _ FZnPZm
Note the negative sign of the first term on the right, which is at

first sight surprising, since an exponential decorrelation demands

a positive expectation value for the product of any two terms.

i

. The answer, of course, lies in the positive correlation of all

the terms on the right with each other, which must be considered when

one takes the expectation value

3y
i

I
H h!v‘“ il

<(S/°)i+n j+m (S/cr)i j>

The proof that (S/U)i+n,j+m , as computed in this manner, cor-

relates properly with previously computed values at i-n",j-m"

is

Wi

straightforward.

The interpolation formula (3.10) has some interesting features
that are worthy of note. If the interpolated point lies on an edge,
its value depends only on the values at the two corners 1 and 2
bounding this edge, and not at all on the opposite corners 3 and 4.
But if only three corners, say 1, 3, and 4, have been computed (and
not the corner Sz), in order to compute the same point P cn the
edge 1-2, all three values at points 1, 3, and 4 must be used in a

linear combination, as in Egq. A.4.
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Successive interpolation for points in a rectangle is straight-—

forward, but cannot be done blindly. Having once computed a point P
inside a rectangle, an auxiliary constraint has been set for a sub-
sequent point P' since these must correlate properly with each other.
Thus Eq. 3.10 cannot simply be reapplied for P' . Instead the two
points A and B must be found (A from a linear combination of 2, 3, and
P, and B from a linear combination of 2, A, and P , as in Eq. A.4),
and then the interpclation (Eq. 3.10) reapplied. At each step it must
be shown that any computed point correlates properly with other values

than those used in its determination. See Fig. A.l.

The final step, of joining two widely separated regions computed
wholly independently, is now seen to be straightforward, by a process
of computing successive corner points of the rectangle between the two
regions. Thus if region I has a limiting peint P in its upper right-
hand corner, and region II a limiting point R in the lower left-hand
corner, the other two corners M (a linear combination of P and R)
and N (a linear combination of P, M, and R) are then computed and

intermediate values interpolated as previcusly discussed. See Fig. 4.2.

A

29— 13 3
o P’ 3

B4— P

16 44

Figure A.1. Multiple Interpolation Inside a Rectangle
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FLOW DIAGRAMS
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P

ERa

) g,

{ ENTER )

® ACCESS OL, 0D, Op
OT, ST, BR, FV
DATASETS

]

KFLAG OL OTHERWISE

e

® INITIALIZE |
UPWELLING |
RADIATION |

. i
i CALL UPWELL |
[ -

i ® UPDATE OBJECT &

{NEVENTS)
?

OTHERWI
KTYPE OD (NOD) SE
?

1ACQ B‘,R(N BR)

KTRAK OL

® TIME = CLOCK + FRAME |
® LOOP ON EVENT LIST, } vEs
IF KTYPE = 4, SET !
TIME = TIME E4 ;

t

¢ CREATE NEXT LOCK
EVENT AT
TIME =TIME +
FRAME TIME

]

{ EXIT ’——0———]

TRACK {

ABAF FV (NFV)
2

! ! :

SENSOR POSITIONS

i
g CALL PLTFRM |
| CALL WHERED

R

BVEC. 20

TRUE
KTYPE 00 (NOD)
2 TRACK

<0
(LOOKING | ® POINT SENSCR AT
DOWN) ' _OBJECT STATE

BVEC STATE SENSR

. ‘opow oBIECT |

AJECTORY POS |

AN-58276

Cer D

® CREATE NEXT
OPTICS LOOK
EVENTAT T=T+
FRAME TIME

: » PUT AT TOP OF

EVENT LIST

:E

o CREATE OPTI(‘
PROPAGATION EVENT

o ! l'e CAEATE LIST OF
<~ev§~-s; { FOR POSSIBLE ~ATH DATASETS
| ACQUISITION AT YO TARGFTS INFOV |
TIME, T -

FOR ALL BANDS (ILiST) |
o STORE ANGULAR POS |
IN SENSRCOORD |

» CREATE REAL LOOK I"e cRzATE SPECIAL |
EVENT AT ACQ |  OUTPUTEVENT |
TIME, T !e PUTONTOPOF |

® KFLAG OL (NEV) . EVENTUIST
= 4HLOOK —_—

NOTES: t FOR ALL NEW PATH

DATASETS, WE SET TIME=CLOCK
TNEX = -~ 500C

2 CURRENTLY THERE ARE NO SPECIAL OUTPUT, FOMING, OR DISCRIMINATION
EVENTS. THE CODE HAS BEEN STRUCTHRED FOR THEIR INCLUSION LATER

PROGRAM

OLOOK: Optics Look Event

66

DO YOU WANT KO SIMULATE NO
SPECIAL OPTICS OPTICS
QUTPUT ?

® PUT AT TCP OF
EVENT LiST }

['e create smutate

i OPTICS EVENT

{ & PUT AT T0P OF
EVENT LIST

2

i ® CREATE OPTICAL
COMPUTATION
EVENTS SPECIFIED

(TRAGK HOMING,
DISCRIM,

YES

=

i

b




RN

Eid

TRy

(O "L

ENTER

® ACCESS 0D, ST, Fv,
BR, PR
DATASETS

® ACCESS SENSOR DATA,
LOOK TIME

]

@ JES ~KFLAG PRINEVENTS)
>0?

CHECK THE STATUS OF EACH

PATH DATASET (NSL)
ON ILIST

THIS BLOCK OF THE PROGRAM
SETS UP THE LIST OF PATHS
TO BE INTEGRATED

g

& UPDATE
PHENOMENOLOGY
REGION DATA

CALL INTRP

i

SHOULD WE
TREAT EXTENDED
OBJECTS

NO

® CREATE LIST OF
PATHS TO OBJECTS
FOR ALL BANDS &
PUT ON ILIST
CALL XOBJ
CALL XCLD

{

NO

YES

® CREATE OR ACCESS
LIST OF PATHS FOR
GRID POINTS AT ALL

KNEW=0

OPTARP =3HYES
&

TNEX>0
?

TIME = TNEX
TNEX = CLOCK

KNEW'=1 j

PUT PATH ON
(SLIST)

{

CAN WE

INTERPOLATE:

TIMECCLOCK<TNEX
?

® GET NEXT
UPDATE TIME

CALL MRCUPD

3 !

® CREATE A SECOND
PATH DATASET (MSL)
& TRANSFER TIME 2
DATA (12) TO
TIME1 SLOT (1)

BANDS
& PUT ON ILIST

PROGRAM OPROP: Optics propagation event.

]

YES

NO

® CREATE A NEW
TIME2 DATASET

|

L

® INTERPOLATE
OPTICS PATH
DATA USING (12 &
11 DATASETS)

CALL INTRPO

&)

!

¢ PUT NEW PATH
DATASET (MSL)
ON INTEGRATION
LIST {SLIST)

(12) & PUT ON (MSL)

and/or interpolates these data

Sets up paths to be integrated

AN-56275
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® DETERMINE IF
THERE ARE ANY
PATHS YO BE
INTEGRATED

'

YES
®

NO

TH!S BLOCK OF THE PROGRAM
CLUSTERS CLOSELY SPACED PATHS

FOR EACH
PATH ON SLIST

LPATH SLINSL)=0 1| FOR EACH PATH

DATASET (NSL)

} ON SLIST
TNEX = CLOCK
OR
KTYPE = 6HTARGET | e ( NEXT
PATH
OR
PATH=0
NO| FOR EACH PATH
DATASET (MSL) ON SLIST
TNEX = CLOCK
OR
KTYPE 2 8HGRID
OR
PATH =0 | YES (Next
XLAM SLINSL)# PATH
XLAM SL{MSL)
OR
NSL = MSL
‘NO

COMPUTE DISTANCE
BETWEEN PATHS

IN SENSOR COORD.
(DISTNM)

|

DISTNM2
BLUR ST(NST)
7

PATH SL(MSL)=POINTER
TO NSL

PATH SL(NSL)= -1.

68

® CREATE THE SIGHT |

PATH CALCULATION
EVENT (NPT)
AT TIME = CLOCK

FOR EACH PATH
DATASET (NSL) ON SLIST

AN-56274

ks,

R T AT

PATH SL(NSL)
>0.

NO

® PUT THIS PATH

DATASET (NSL)
ON THE LIST OF
PATHS 7O BE
INTEGRATED
ORDERED IN TIME

CALL PUTORA (ILIST
PT(NPT), NSL, 4)

G5 D i A

]

& CREATE THE RETURN

PROPAGATION EVENT
(NPR) AT TIME =
CLOCK

#

® PUT NPR AT
TOP OF EVENT

TOP OF EVENT
LIST

PROGRAM OPROP (continued)

LIST
® PUT NPT AT EXIT

A IS 0L 400 |4 i a3 11

i ot o i

M iy Bt o kit

i

"l




FOR EACH PATH DATASET (NSL)

( ; ) ON SUIST
6
THIS BLOCK OF THE PROGRAM TAKES THE ® IFLAG=0
NEWLY INTEGRATED PATH DATA PUTS ® TRANSFER (TEM) TC
T IN THE PROPER DATASETS IF CLUSTERING ] . NUYES
IFLAG =1 (11) DATASET
WAS USED AND THEN INTERPOLATES St L At B
THE PATH DATA TO THE CURRENT TIME ! CALL XMIT (NMBR 11,
NO TEM, QINITY
FOR EACH PATH )
DATASET (MSL)
ON SLIST. TIME SLNSU 22| @ PUT (NSL) ON
20 ILIST
< o WTERSOLATE (1)
v 5 DATA TO CURRENT
PATH SLIMSL) Do | NEXT TIME
PA PATH ® ACCESS (I2) DATA AL AR
- & TRANSFER IT 10
NO TEMPORA®Y VECTOR
)
® GET DATASET FROM CALL XMIT (NMBR 12,
WHICH DATA 1S ‘ QN12), TEM)
_ToBEUSED a
CALL INDWRD
{PATH SLIMSL), NSL! ® IFLAG=1
® REMOVE (NSL) FROM
t SLIST & JUST gf.’((;
& TRANSFER DATA ® DSTROY (N|2) &
FROM (12) OF (NSL)
NSL) TO (12)
OF (MSL)
CALL XMIT (NMBR 12, |
QINIZ), QIMIZ) I CLEAN.UP PROCEDURE
! FOR EACH PATH DATASET
(NSL) ON 1LIST
)
OPTRP = 3HYES M iFLag =0 i YES (NEXT
p ! R PATH
o FOR EACH PATH (NSL)
ON SLIST ‘o
® ACCESS (1) & (2) i o Ve NS
DATASETS WHICH i ‘
CONTAIN PATH [ ® DSTROY (NS
DATA AT THE e
TWO TIMES

s !

Q(NI2), Q(Ni1)

® TRANSFER DATA
FROM (12) TO (1)

CALL XMIT (NMBR 11,

)

®

PROGRAM OPROP {continued)
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b T TR

™~
THIS PART OF THE PROGRAM CREATES R
THE IFP DATA (NFA). PATH DATA z
ARE CARRIED IN THREE LISTS: PATHS
TO TARGETS (PLST FA (NFA)), PATHS
TO OBJECTS (PLSO FA (NFA)), AND
PATHS TO GRID POINTS (PLSG FA (NFA)).
]
® WIPE OUT PREVIOUS
LIST OF (FA)
DATASETS
CALL WIPQUT (ILIST
OD(NOD),1)
FOR EACH
‘ SENSOR BAND (NBN;}
® CREATE AN (FA)
DATASET
® PUT AT BOTTOM OF
ILIST OD(NOD) FOR EACH PATH
DATASET (NSL)
‘ ON ILIST
BPAAJS (’F\‘%ﬁ) ® PUT ILIST ON
A —| THE NEXT PROPAGATION
’ EVENT DATASET

YES

IF (KTYPE = 6HTARGET) EXIT

CALL PUTBOT (PLST FA(NFA), NI1)
IF (KTYPE = 6HOBJECT)

CALL PUTBOT PLSO FA(NFA), NI1)
IF (KTYPE = 4HGRID)

CALL PUTBOT (PLSG FA(NFA), Ni1)

PROGRAM OPROP (continuesl)
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For all new path datasets, we set:

CLOCK
-5000.

TIME
TNEX

This part is computed only when path data is to be initialized.

The second path dataset contains the same data as the first for
normal updates. For initialization, however, a new 021 dataset

is required since integrations at two times are required.

The (I1) dataset always carries the path data at the current

time used in the optics simulation.

This part is computed only when path data is initialized. It

sets up the (I1) data for interpolationm.

The path datasets on SLIST are ordered such that initialization
data at two times for the same path are sequential. A single
path dataset (NSL) with pointers to the datasets carrying the

time-varying parameters at two times (I1 and I2) is then formed.

PROGRAM OPROP (concluded)
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ENTER

OTYPE = 9HFIREBALLS
?

=0,

=
g
:2
® ACCESS SENSOR (OD) 3
DATASET 2
® GET SENSOR
POSITION
CALL PLTFAM FOR ALL FIREBALL
} DATASETS (NFB) ON FBLIS
& ACCESS CURRENT
PATH LIST ILIST
® GEY F8 POINTER
DSPFB
FOR EACH PATH DATASET
(NSL) ON JLIST
® ACCESS OBJECT
POINTER:
OBJT SL(NSL)
OBJT SL(NSL)
=DSPFB
® PUT NEW PATH
AST PATH DATASETS ON
DATASET ON ALIST ,
LIST: t
NSL=0
® CREATE PATH
DATASETS TO
BETATUBE
{ CALL PATHS
THIS FIREBALL HAS NOT BEEN (KTYPE = THINITIAL)
TREATED IN PREVIOUS CALLS TO
XOBJ
- l IS THERE A ® PUT NEW PATH
® CREATE PATH @ NO BETATUBE: ~—  DATASETS ON
DATASETS TO THIS \N_y DSPBT DD{NDD) LIST
FIREBALL 20 =
CALL PATHS
{KTYPE = THINITIAL)
' ARE WE ® CREATE PATH
® PUT NEW PATH ONLY TREATING NO IS THERE A YES DATASETS TO THE
DATASETS ON 1= FIREBALLS: DUST REGION: DUST REGION
iLIST DSPDS FB(NFB) CALLPATHS

(KTYPE = THINITIAL)

&
Cer )

SUBROUTINE XOBJ:

Generates sight path datasets to all fireballs, dust
regions, and beta tubes in FOV

TSN

a1

VA 1 1 1

AL syl 3,8

1 b o st 2 s ol
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@ SET REGION PARAMETERS:
KIND=5

POS = BPBS BE(NBE)

HMIN =30.E5

HMAX =120..5

{ ENTER ;

® ACCESS SENSOR
DATA: 0D, ST, FV
BR DATASETS

® PATHLS=0

AN-56270

@ ACCESS REGION
DATA USING
POINTER TO OBJECT
FOR THIS CALL

{ ® SET REGION PARAMETERS:

KIND=4
POS = STATEQR) _
HMIN = XMAG(POS) - R BODY ~ 5E5
HMAX = HMIN ~ .TES
RMAX = Y2°ELSTAR® 5E5
HE: (HMAX + HMINY2
VEC = STATE(S)

HC = jPOS} ~ RBODY
AMAX =165 ¥ RB5N? + RBSES

RMIN = 1.65 YRSON? + RG0EZ

VEC= ANTIPARALLEL TO
MAGNETIC FIELD
DIRECTION

BETATUBE /ReGion
D

e SET REGION PARAMETERS:
KIND=1
POS = FBPOS FBINFB)
HMIN = HMINF FB(NFB)
HMAX = HMAXF FB(NFB)

SET REGION PARAMETERS:
KIND=4_

POS=POS DP(NDP)

HMIN = HMIN DP(NDP)
HMAX = HMAX DP(NDP)
RMAX = RC DPINDP)

HC = IP3S| - RBODY

VEC = UNITY(POS)

RMAX = RVT F B{NFB)
HC = |POS! - RBODY
VEC = FAVEL FB(NFB)

® TRANSFER REGION

P(1.13)
P(1.13)=POS

CENTER POSITION TO

THINITIAL

GHUPDATE

® CONVERY POS TO
_SENSCR COORD
CALL OTRAN

[ e cHECk SIZE OF
' REGION VERSUS

® CREATE A PATH
DATASET (NSL) FOR
EACH SENSOR BAND

SENSOR RESOLUTION

NMAXX = [FiX(2. + RMAXJ
RESOL) -1

NMAXY = IFIX(HMAX - HMIN)
RESOL)- 1

KTYPE =
GHUPDATE

® PUT (NSL) ON PATH
LIST PATHLS

YES
EXIT

SUBROUTINE PATHS:

@ IF PATH IS WITHIN
FOV:

NP=1

Routine which determines number and position of paths
to a specified region
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CREATE ADDIT!ONAL PATH DATASETS
TO REGION

& SET UP VECTORS FROM SENSOR TO
REGION & NORMAL TO THIS VECTOR &
REGION AXIS (VEC).

X = POS - SENSOR

o
g
[
g
s
O
=z
<

-Y-= i x VEC
® SET UP VECTOR ® SET UP VECTOR
- - BETAT REGION DUST OR PLUM = =
NORMAL TO Y & VEC: UBE Type UST OR PLUME NORMAL TO Y3VEC:
Z=YxVEC 2 Z=YxVEC
; FIREBALL ‘
® SET SCALING FACTORS: 1 ® SET UP VECTOR NGARMAL i { @ SET SCALING FACTORS: '
DIST1 =HMAX - HC- RESOL2. | 10 XaY: : DIST = (HMAX ~ HMIN - RESOL}2. :
DIST2 =HC - HMIN — RESOL/2. F-XxV H AMAX = RMAX — RESOLZ2. :

RC = (RMAX (HC - 60.E5) +
RMIN (85,65 ~ HC)Y25.E5

t

{

i

® SET SCALING FACTORS:

® COMPUTE POSITIONS OF CORNER
POINTS OF REGION:

X =POS + DISTI*VEC
P{1.1)= X - AMAX*Z
X = POS ~ DIST2*VEC
P{1.2=X+AMIN-Z
P1.3)= POS + RC"Y
P(14)=POS - RC"Y
NP=5

ALP = SEPAZ.VEC)
AA = AMAX

8B =HMAX-HC
TANALP = TANIALP;

DiIST=AA"88"/  1.TANALRZ
J AAZ+ BBZ < TANALPZ
~RESOUL2.

AMAX = RMAX - RESOLZ.

& COMPUTE POSITIONS OF CORNER
POINTS OF REGION =

X = PGS + DIST*VEC
PA.1j=X - AMAX+Z
X = P0S-DIST-Z
PII2=X+AMIN+Z _
P(1,3)= POS + RMAX"Y
P(1.8)= POS - RMAX"Y
NP=§

t

® COMPUTE POSITIONS OF FOUR
POINTS ON REGION PROJECTION
ON PLANE NORMAL TO X:
P(1.1)= POS + GiST*Z
P(1.21=70S - DIST*Z
P(1.3)= POS + RMAX"Y
P(1.4y= PTC — AMAXY
NP =5
'

® CREATE ADDITIGNAL POINTS ON
RECION PROJECTION INTERMEDIATE
TO THOSE ABOVE AND:
NP =7 IF NMAXX>4
OR

NMAXY 324
NMAXX>4
AND

NMAXY>$

NP=131IF

{

® INSURE THAT AT
LEAST ONE PATH

KTYPE = -~
( EXIT 1} SHUPDATE LIES IN FOV _..( EXiT )
2 ® IF NOT, DSTRGY
PATHLS

SUBRCUTINE PATHS (continued)}




i

AR,

AN-56268

& SET OQUTPUT TIME
TO INPUT + 1 SEC:
TNEX=TNOW +1.

LOOP OVER ALL
EVENT DATASETS (NEV)

Q(NEV)=9
OR
Q(NEV)=15
?

4l

YES

@ SET OUTPUT TIME EQUAL
TO NEXT PHENOM. UPDATE
TIME:

TNEX=Q(NEV + 1)

1

X7
=

B

i
]

SUBRCUTINE MRCUPD: Routine to determine next update time for path
- dataset
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!

® ACCESS THE PATH
DATASET (NSL) &
THE TWO TIME
DEP DATASETS
(NI1 & N12)

® SET INTERNAL
CALC. TIMES:
T1=TIME SL(NSL}
T2 =TNEX SL(NSL}

® SET PATH DATA TIME
TO CALL TIME:

TIME SLNSL)=TNOW

AN-56267

® TRANSFER DATA

FROM (N12) TO
(N11):

CALL XMIT{NMBRI2.
Q(NI2). Q(Nit):

® PERFORM TIME INTERPOLATION TO
BRING (NI1) DATA UP TO “TNOW"
USING LiNEAR INTERPOLATION

FORMULA:
TRP(T1, T2, X1, X2)

=X2-(X2-X1)"(T2- TNOWN{T2-T1)

SUBROUTINE INTRPO:

PATH TYPES:
KTYPE

€& INTERPOLATE FOR POINT

PROPERTIES:
Hi1 {NI1) & HDOT (1%}
—

OTHERWISE

i

& HERE THERE iS SPACE

FOR TUMBLING TARGET
CALCULATIONS

Routine which is used to interpolate path data to
current time

i bbb




|
|
|
|
|
|

AN SA245

o~ CELL BY-CELL /;lEXi\i NOTES 1 PATHS ARE ORDERED AS FOLLOWS
. EVENT - INIEGRATION ¢ ocElL ON LSt
< PRLLLLS s Ll .
~ TYPE_ ON 1 12
T PATH o et PP N
\ {mxmuz,-.nou e a1 a2 A3-ee ALRZ, A3 e
"o INITIAL AuB ATa2 I INTEGRATION IN EMISCAT 1S DONE FOR
PROPERTIES ALL BANDS, SO WE SAVE XLAMI 1O
m“’ —_ TELL WHEN 7O INTEGRATE AND WHEN

T ¥
-@& SET KCALC-0 T0 JUST PUT DATA AWAY

XLAMAY = 15t BAND

- ——

[ INh!ALlZ“ CLObD
COMMONS IF APPROP

CALL CLDGEO™

| ® STORE BAND 10TAL
L—'-f UP 10 TARGEY

" 8KTOT BGNBG) = BRIOT |
Bt scciialabi

e e

—— i —— e — e . s ot i . i i e e St e e )

. CALL CLOUO!
FOR EACH PATH (NSL) & ey s
ON PATH LIST 10:5Y ;‘

—— —_— i N ——————————
I {® accessTra T2 "& VAPEQUT 0LD LBTOY ’O‘LE"CH"CE« s l
I DATASETS ust ‘_0"‘ ATH W E__._.__.._~_.___._.______.__I !

‘._sz_. I—. CALL WIPCUT [ile242]
® SET NSAV=O l I l _0
l e . bsPSave=o _y Y s . Enen fe caente e eFFECTS i | }
) < XLAM SLNELY { | onexa 0 ORISR 5 EMISCAT AND H
l et o R SN B ol S AETURN SPCALC {
~ P e & THE CERLL - s ~. ENTS EOR TH
I > _~ ONTEGRATE) ﬁ“E“gén' nf; £ g N osticnd o (E:\él_ S EOR THIS ; ]
= i = i
GET NEXT (su\-ﬁes {PUT DATA NEW PATH Lo0P cvsﬁ’ -5 T I
I DATASED  fawAv CaLL SPoECH I F_Ar-c wi@y 1 Jamcen } ;
! e " RETURN }
{ GLaiNIZ) = BKTOT BGINEG) ! ‘ | ~ o CoRPAEPLOE i . )] |
l i SIGMA 12N12 = SIGMA acmaa‘t -~ | | : IRRADIANCE 8J) 1 i f
CORX I2NiZi = 1 €8 - ~ ———
COAY 1ZNI2) = RCORE BOINSS)  1Eo ~wearczor > | | L _CALOUGMRRD | P
‘ CORTY 2N12y = TCORE \ - ! ———— T —— *
SEED xzmm sSEED UM . \T 50 H ' F I i !
“TEGAATEs e T 5
(FTEGRATE: b SamwioraL o ! !
NEXT__ 1 ® SKIP ¢ gas:‘g!cgé. feo 1| i BRGNS BINBD= G « | i
et ¥ GEY i} BKGND Bunsy 1
(P»“" | iNTEGRATION | DSPWRD (OSPSAV; 1 I J | ] |
- B R N [ |
i ‘e SULLOVER BAND = © | | i
i {: BxioT-exior- i {
é | | BxGNDBuNE: I i !
I } { i | I
i i ]
" i | ;
H l !
i H
H J , !

____..—_...._...—-._T—_——-————.——-——..——.——_———-—_——-———

P
{ el

:

PROGRAM SPCALC: Sight path calculation event. Initializes sight path

cell list and then creates EFFECTS and EMISCAT events
to process data cell by cell

-,
~.




[

W 10

I ™
ENTER }
\___.__/‘

® INITIAIZE
PARAMETERS
KPRNT =0
FACT=10.
NDR=50
XDELTA =100
INLIST=0

fe COMPUTE COSINE OF
ZENITH:

| = SEPARDVEC SPHAT)

azTima Fla>Ti2)
CSZEN = COS {u}

o CREATE THE
BASIC INTEGRATION
LIST-

3
H
i
CALLISPLST j

l

LIST & THE DSA ¢

i® PRINT THE CELL}

KPRANT =0 LINK WORDS.
? ! GALL USPRT
: CALL LDUMP
YES
fe COMPUTE THE
° ATMOSPHERIC SHELLS .
INTERSECTED: ;
CALL STEP i
FOR ALL ATM
SHELLS
INTERSECTED? @ ADD THE ATMOSP |
SHELLS TO THE
CELL LIST-
CALL INSERT

KPRNT =0

® ADD THE DISTURBED
REGION CELLS.
CALL DRCELLS

YES

‘e PRINT THE CELL|
P UST & THEDSA |
- LINKWORDS -
. CALLUSPAT |
i CALLLDUMP |

® PRINT THE CELL |
LIST 8 THE DSA

CALL USPRT ¥

CALL LDUMP !

ANSSBT B4

UNKWORDS. ! gyt )

—

SUBROUTINE SPGEOM:

78

This subroutine creates the cell integration list
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=

® CHECK LOOK DIRECTION AND
SET UP VECTORS FOR
INTERSECTION CALCULATIONS

SENSVC = RDVEC
OBVEC = 2°RBODY*SPHAT
KFLAG=0&1=0

AN-56264

® SENSOR LOOKING DOWN:

KFLAG =1
a=ACOS(CSZEN)

HBAR = |RDVEC]*SINa } HBARS

SBAR = JRBODYZ — HBARZ RBODY
AR>

SCALE = [RDVECI*CSZEN } RBO i
SENSVC = RDVEC + SCALE*SPHAT

[ ¢ SENSOR LOOKING UF - OBVEC = RDVEG - SENSVC

SEPA (RDVEC,
SPHAT)
<TI2

(CONTINUE)
FOR ALL | CHECK FOR NUC. REGION INTERSECTIONS [~=- @ ‘
= FBS ON FBLIS {
r ' ! :
e COMPUTE EXTENT (PL) OF INTERSECTION I
FIREBALL > AHHIGH OF PATH WITH THESE HEGIONS: i
TYPE? CALL EXTENT - FOR FIREBALL REGION, [ :
HA-CHEM PANCAKE,
SHLOW CHEX-ION LEAK, l
® COMPUTE EXTENT (PL) OF INTERSECTION DEBRIS LOSS-CONE
OF PATH WITH THESE REGIONS: FOR EACH DEBRIS (NDD)‘ l
CALL EXTX - FOR FIREBALL REGION e COMPUTE EXTENT (PLJOF INTERSECTION
CALL EXTENT -- FOR VORTEX, DUST OF PATH WITH THESE REGIONS: l
i
. CHEILUM. SPHERE, WAKE CALL EXTENT ~ FOR DEBRIS (CONTAINED),
CALL SHOCKW - FOR WILSON CLOUD SHEATH. BETATUBE
FOR EACH REGION )
— — ——
I | ® SET FARAMETERS:
| =1+ 1001
INDXW(I, = INDXF FB(NFB)
- f YES KIND()= /10 +KINDF—(FB) [16-{CHX/.L)
21 - (VORTEX) 24 -~ (DEBRIS)
I NE>D._- 26 — (WAKE) 20 - (SHEATH) #4, l
REGIONM 17— (CHM SPHR) } 19— (BETATUBE)
23 -(DUST) 27 - (DEBRS L.C) l
l 22 — (WILSON CLD)\ 16 - (CHM PNCK) |
| ® PUT DISTURBED REGION CELL ON LIST - CALL INSERT _l
N — = ]

SUBROUTINE LRJELLS: Subroutine which creates disturbed region cells for
specified path

W%WWW I A
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CHECK FOR CLOUD INTERSECTIONS

CLOUD BO
(IBASE)

NO (THERE
ARE CLOUDS)

LOOP OVER DETERMINISTIC
DET. CLOUDS

® CALL CLOUD2 TO GET ALYITUDE
i OF INTERSECTION
® SET UP PARAMETERS:

I
|
|
I= -4 I
!
|
|

® PUT DISTURBED REGION ON LIST
« CALL INSERT

AN-56263

LR

i

i

"
il

©® GET INTERSECTIONS OF LOS WITH
12 KM ALTITUDE
® SET UP PARAMETERS
=-6
& PI'T DISTURBED REGION OX
LIST -- CALL INSERT

'
CHECK FOR PLUME INTERSECTIONS
RETURN
LOOP OVER
TARGETS
T e e e "'

BOOSTER

PLUME
?

CALL EXTENT
NO f= .50
CALL INSERT

® COMPUTE EXTENT (PL) OF INTERSECTION
OF PATH WITH PLUME -

® SET PARAMETERS:

® PUT 2M CELL ON LIST -

SUBROUTINE DRCELLS (continued)

80

s g




o

FOR EACH FOIJAL PLANE ARRAY [

DATASET (NFA) ON ILIST

ENTER

{'s access sensor

' DATA SSCDST,

' BRFV DATASETS

| ® ACCESS FOCAL PLANE |

i DATASET LIST iLIST J
e

e seTupnET 8 ':_’
| FOVSIZES FOR
STORED SCHSOR
MODELS !
® COMPUTENR & NC
OF ARRAY

—- [E————

{

}

AN-5626)

CN PLST FA(NFA)

FOR EACH PATH DATASET (NI1) __ ARRAYS

[ zER0 A0g,106)
5 SC(100,100)

r,___.;’

& COMPUTE THE ARRAY
INDICES OF POINT
AND SET ARRAY
VALUE TO PATH
VALUE

ACKK,LL) = HIN{N11}

CTYPE= / CIYPE: OTYPE=
BHPOINTS G et ation ™ SHLOCAL OpJCT THTARGETS

FOR EACH PATH DATASET (Ni1)
ON PLST FA(NFA)

™o GENERATE LOCAL

MQ}DE e M

OTYPE=
GHFIREBALLS

s}
-
2
hel
m
T

i

TN
(A) romeacHpatHmn [OR

o PERFORM SENSOR
PROCESSING

¢ SETUPSPIRE &
RETURN OPSIM EVENTS
AT TIME = CLOCK

REGION ABOUY TARGET
IN FOCAL PLANE ARRAY
CALL ARRAY

i

{

NEXT
NI

i

@._

- K NUMBER
{Next PATHS FOR
NI THIS OBJECT

® GENERATE REPRESENTATION
OF TH!S OBJECT IN
ARRAY USING PTSLS

CALL ARRAY

i

N ® PERFORM SENSOR
frexty_ | @4 PROGESSING
\\NFA \ Nl @ SET UP SPIRE & KRETURN

OPSIM EVENTS

ON PLSO FA(NFA) THOBJECTS ® PERFORM SENSOR

PROCESSING

e — © SET UP SPIRE &

| K=0 RETURN OPSIM
EVENTS AT TIME = CLOCK

® K=K+ ‘
|® PUT (NI1)ON
PATH LIST PTSLS ! N:":T

@._

PROGRAM OPSIM:

Optics simulation event. Generates focal plane array and

calls processing routines
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s ¢ st o st s 3

® GENERATE
REPRESENTATION OF
BACKGROUND USING
PLSG FA(NFA) LIST

AN-56262

o it AN i DT 1 0 0 0

]

K= NUMBER

DO YOU WANT
TO PLOT ARRAY?
PLOT =7HOBJECTS

FOR EACH PATH DATASET (NI1) CALL ARRAY FOR EACH PATH DATASET (NI1)
ON PLSO FAINFA) ] ON PLST FA(NFA)

® K=0  ADD TARGET POINT

e PTSLS=0 | | INTENSITY TO

q FOCAL PLANE ARRAY

, CALL ARRAY

® K=K+1 i

e PUT (NI1) ON o

PATH LIST PTSLS

PATHS FOR E
THIS OBJECT OR SHYES :
) ?
Y
YES ES
® PRODUCE A CONTOUR
® GENERATE PLOT OF THE
REPRESENTATION OF FINAL ARRAY
THIS OBJECT IN CALL PLOTO
ARRAY USING PTSLS
CALL ARRAY T
‘ ® PERFORM SENSOR
PROCESSING
® WIPE OUT PTSLS ® SET UP SPIRE &
RETURN OPSIM
EVENTS AT TIME = CLOCK

DO YOU ™.
WANT TO PLOT
ARRAY AFTER EACH
OBJECT:
PLOT = 7HOBJECTS
?

&

e PRODUCE A CONTOUR
PLOT OF THE
ARRAY AT THIS
POINT

CALL PLOTO

M A b Ayt

PROGRAM OPSIM (continued)
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{ ENTER

& ACCESS SENSOR
DATA: OD, ST, 8R
FV DATASETS

® DIAM =[DIAM STINSTR +
BLUR STINST)?y4

» COMNPUTE INDICES
OF TARGET POINT
{1.J) & PUT POINT
IN ARRAY

AllLJd) = AMAXI{HIT {NIY),

6HTARGET

3HFOV

ARRAY TYPE"
KTYPE?

AlLJ)

FOR EACH CELL (LJ) IN ARRAY

AN-55260

@ ACCESS GRID DATASET
(NGD)

o COMPUTE TOTAL ARRAY
CELLS IN TWO
OIRECTIONS (NX & NY)

6HOBJECT

|
(=)

® GET ILIST=LIST,
THE [ IST OF PATHS
TO THIS OBJECT

® K=0

FOR EACH PATH DATASET (NI1) ;

ON (LIST

® SET UP OTHER PATH DATA"

XJ(K+1)= G 11(NIY)

RA[K + 1) = XXX(1)

RE(K + 1) = XXXI?)

SIGMA(K + 1) = SIGMA 11(N11)
CORX(K + 1) = CORX 11{N11)
CORY(K + 1) = CORY 11(NI1)

® SET PARAMETERS:!
POS = FBPOS
DIST = AMAX1(2, + RVT
(HMAXF HMINF))
STRUCT = 3HYES IF
HB>60

® SEY PARAMETERS.
POS = POS DP(NDX)
DIST = AMAX1{2.°RC,
(HMAX = HMIN))
STRUCT = 2HNO

T

1

T
[l
1

y -

& SET PARAMETERS
POS = POS DC{NDX)
DIST = AMAX1 (CLDA,
CLDB, CLLC)
STRUCT =2HNO

{® SET PARAMETERS
POS =8P8S
DIST = AMAX1 (60 ES,
33°A85)

L STRUCT = 3HYES

® SET PARAMETERS
POS = STATE(R)
DIST = 5€5
STRUCT = 2HNO

l

l

® SET TIME
DELORRELATION.
a = (CLOCK ~ TLASTYCORT
T=0.
T = EXPla) IF a<100
TLAST=CLOCKIF T=0

|

K=K+1

® INITIALIZE REGION
MEX & MIN DIMENSIONS
(AMAX, An'N, EMAX, EMIN) &
SET UP CENTER PATH DATA-
XJ(1)= HI(NI)
RA(1) = XXX(1)
RE(1)= XXX(2)
CORX(1) = CORX 11{NI1VYRAE(Y)
CORY(1)= CORY 11{NI1VRAE(1)
SIGMA(1) = SIGMA H{NIY)
K=1

NEXT
13]

SUBROUTINE ARFAY:

o COMPUTE AZM, ELV

s COORD OF CELL:

RAE(2) = FLOAT(l - (NX + 1)2)
“DIAM

RAE(3) = FLOAT(J ={NY + 3)2)
*DIAM

{N11) ON GRID LIST ILIST

CLOSEST TO THESE CELL
DIMENSIONS:

RA(K) = RAE I1:NI1)
RE(K) = RAE t1(NI1 + 1)
XI(K)= X3 IHNIY)

K=14

& LOOP OVER PATH DATASETS

TO FIND THE FOUR PATHS

® USE 30 PLANAR

A(ld) = XJ1°DY*(1 ~ DX)
+XJ2°DX*DY
+XJ3°DX*(1 - DY)

XJ1=XJ(1), ETC.
DA = DA GINGD)
DE = DE 130YNGD)

INTERPOLATION TO GET ARRAY
VALUE AT THIS CELL LOCATION.

+XJ4*(1. - DX - DY + DX°DY)
WHERE DX = |RAE(Q2) - RA(1)]DA
DY = {RAE(3) - RE(1}{DE

\ CE

,/NEJX?

_®

*THESE COORDINATES ARE IN THE
ROTATED FRAME (ALIGNED WITH

THE FIELD) EPCOR

Constructs the focal plane intensity array, given path
data describing target prints, objects, and grid

VAU o AR
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FOR EACH
IN FPCOR COORDINATES

® SET UP INDICES IN FPCOR COORDINATES
FOR REGION"

NX = IFIX(AMAX - AMINY(2 x DIAM + 1 )% 2+ 1

NY = IFIX(EMAX - EMINY(2 X DIAM + 1) x 2 + 1

CELL (KK, LL)

® CONVERY TO SENSOR
COORDINATES:

® INTERFULATE FOR MEAN INTENSITY,

XXX(1) = RA(1) + FLOAT(KK — (NX + 11/2)*DIAM
XXX(2) = RE(1) + FLOAT{LL — (NY + 112)° DIAM
CALL FPCOR (XXX, RAE, ..}

{

AMEAN = (X31°FAC1 + XJ2°FAC2 + XJ3*FACIVFACAE
ASIGMA =0

STRUCT NO
=3HYES?

YES

CELL IN FOV.
NEXT RAE()>AZMI2
CELL OR
RAEQ)>ELVR2 N
2

YES

® DOES PATH THROUGH
THIS CELL INTERSECT
REGION (PL £0)?

INTERPOLATE FOR INTENSITY VARIATION, AND

SPATIAL CORRELATIONS

ASIGMA = (SIG1 x FACT + SIG2°FAC2 + SIG3*FAC3YFACA
ACORX ={CORX1*FAC1 + CORX2*FAC2 + CORX3° FAC3YFACY
ACORY ={CORY1*FAC1 + CORY2'FAC2 + CORY3*FAC3yFACA

CALL EXTENT

F = EXP(~ DIAM/ACORX}

OR
CALL CLOUD 2

1
&>

NO

|

YES

LOOP OVER PATH
DATASETS (NI1) ON
OBJIECT LIST ILIST

TO FIND THREE PATHS
CLOSEST TO THIS CELL ]

P = EXP{- DIAM/ACORY)

¢ COMPUTE RANDOM SAMPLES
F=0 IF SCKK=-1LlL)=0
P=0 IF SCKKLL-1)=z0
S001=SC(KK-1LL- 1
S101=SC(KK. LL -1}
S011 =SC(KK - 1,LL)
EPS=0

EPS1=(1 ~(F24 P24 724 F2p272_ (F2p2 4 F272 4 P22y
EPS= EPSt IF EPSI>0

EPS2=(1 ~F2. P24 F2pY

EPS=EPS+T"\EPS2 IF EPS2>0.

SCIKK. LL) = — F*P*S001 + P-LS101 + F*S011

XJ(K), RA{K), RE(K)
K=

7

® CALCULATE DIFFERENCES

O |

XJ1=XJ(Y) S1G1 = SIGMA(YY) CORX1= CORY1=
XJ2=X32)  SIG2=SIGMA(Q) !
XJ3=XJ(3)  SIG3I=SIGMA3) i

X24 = RA(2) = XXX(1)
Y23 = RE(2) - RE(3)
X32 = RA(3) ~ RA(2)
Y24 = RE(2) - XXX(2)
X41 = XXX{1) - RA(1)
¥13 = RE(1) - RE(3)
X31= RA(3) - RA(Y,

Y41 = XXX{(2) - RE(1) i
X21=RA(2) - RA(Y)

¥2i = RE(2) - RE(1)

FAGY = X24°Y23 + X32°Y24
FAC2=X31°Y13 4+ X31°Y41
FAC3=X41°Y21 - X21°Y41
FACA = X21°Y23 + X32°Y2s

+ EPS RANV(0.1)

® COMPUTE ARAAY INTENSITY AT THIS CELL

AOLD = A(LY)
A{i.J) = AMEAN + ASIGMA*SC(KK, LL}
A(lLJ} = AMAXHAOLD. A(lJ)

|
i
i
i
H
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SUBROUTINE ARRAY (continued)




ENTER

A
<4
S
® ACCESS SENSOR DATASETS: 2
OD, ST, FV, BR
® ACCESS FOCAL PLANE ARRAY
KAL)

® CONVERT NORMALIZED ARRAY
INTENSITIES TO RADIANCE
IN (WATTSICMZ/SR)
A(LJ) = Al J)* NEFDIDIAMZ
FOR ALL 1,
!

® ACCOUNT FOR BLURRING
OF ARRAY DURING SCAN:

CALL ABLUR

® GET INDEX OF
NEXT TARGET
ON TARGET -
LIST
(DSP PC(NEVENTS)

ﬁ ® CREATE THE OUTPUT
DATASET (NOM)
= @ ZERO THE OUTPUT ARRAY
] Al )= 0.

® FOR EACH PROCESSING BLK
ON SPIRE LIST CALL PROPER
ROUTINE TO PROCESS IT:
CALL sPSuUB1
OR CALL SPSuUB2

NE)A NO

M“ m 1|wr:\;‘,:!;“ NS

i

TYPE
= TARGET?

® CREATE THE TARGET MEAS.:

AZMES OM(NOM) = SUMXO
ELMES OM(NOM)=SUMYO

LAST
TARGET

TARGET ™
ARGE RAD OM(NCM) = ARAD*NEFD
ETC.
( exit )

PROGRAM SPIRE: This program calls the subroutines to scan the focal plane
and process the data. Also produces ome output datasets
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( enter ) B
_‘ -/ =
-
® SET UP YCOORD. !
XFV02, YFVO2
® SET LOGICAL FLAG
FOR INSERTING
ADDIT BLOCKS
HESE WE HAVE LEFT SPACE FOR
| STORED SCAN/PROCUSSING BLOCK
MODELS
GENERAL
THIS PATH FOR SCAN/PROCESSING iF (MODEL SS(NSS) EQ
MODELS THAT ARE READ IN THE 10HSURVEIL - 01) CALL DATA1
INPUT DECK 10HSURVEIL - 02) CALL DATA2 :
10HSURVE!'L - 03) CALL DATA3 :
1 10HSURVEIL ~ 04) CALL DATA4 SE1: SCNFLG = 1 :
* Abcsss SENSOR ‘ COMPUTE: RO, SL, TH, PH &
AND SENSOR TYPE SIN(TH)
DATASETS: 0D, ST / EXIT -1 ARRX(J)= (RO + BLK(2,1)*(J - 1)*
it ARRY{J) = YCOORD - SIGN{(RO+
‘ 3LKR.1)° W - 1)
*COS(TH), YCOORD)

® GET SPIRE PROCESS
BLOCK LIST: CIRCULAR

LHV = SPIRE SS(NEVENTS) SET SCNFLG =2
ARRX(J) = BLK{3.IQUT) LINEAR N
] * _ ARRY(J)= BLK(4.10UT) + SCAN ;c,sms,
® SET PARAMETERS FOR SPIRE BLKE.1) WU - 1 !

SYSTEM BLOCK =
BLKS =1
IBLK =1
BLK(1.1)=3

BLK{2.1)= DIAM ST(NST) .
BLK(3,1)= BLUR ST(NST) :
BLK(4.1} = FLOAT (NDET ST(NST)) :
= BLK(5,1) = DNEF ST(NST)

= BLK(6,1) = DNEFB ST(NST)

FOR EACH BLOCK (ND1)
ON SPIRE LIST LHV

=

g

B

® SET: BLKS=BLKS +1 © READ DATA FROM | SET:
IBLK =1BLK + 1 Q-ARRAY INTO BLKS § T NDET =NDET ST(NST)
& GET NUMBER OF WORDS IN ARRAY L Rext) BLURO = SQRT(BLK(2,1)°*2
THIS BLOCK: T BLK{LIBLK) = f NO! / +BLK{3,1)* *2)4.
< 1DX = IFIX (QNO1)) oQNOLh i SCS=BLURO
® NMBR = NDO{IDX) FOR 1= 1,NMBR ‘ OUTFLG =2. .

SUBROUTINE INSENS: Initializes SPIRE scan/processing computation blocks
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: ( ENTER *SCAN EQUATIONS
.

(SCAN1: CINCULAR SCAN)
X = ARRXISIN(TH) x SIN(TIPH x SL + TH)

AN-56254

- Y = YCOORD - SIGN(ABS(YCOORD ~ ARRY)COS(TH)
® COMPUTE BRANCH
o e apaNe x COS(TIPH x SL + TH), YCOORD)

_ (SCAN2: LINEAR SCAN)
E:“:','NT (BRANCH +.1) X = ARRX + SCRA x T
12 = (SCAN LENGTHISAMP) ¥ = ARRY

(SCAN3: DSP CIRCULAR SCAN)
{ X = ABS(YCOORD - ARRY) x SIN) 62832 x T)
® COMPUTE SCAN RATE (SCRA) Y = YCOORD - SIGN(ABS(YCOORD - ARRY) x COS
SAMPLE TIME (SAMPT), NORM. (62832"T), YCOORD)
FACTOR (DNORM): T=.82832°7
SCRA= SCAN LENGTH {SCANa- DUMMY)
= SCAN PERIOD X=Y=T=0.
SAMPET = SAMP/SCRA
DNORM =6 28°BLURO?*
SQRT(DNEB*2°SAMPTY
DNEF ,/‘—-—\J
¢ EXIT

“L" LOOP OVER NO. .
OF DETECTORS (NDET) ;

® SET BRANCH NO
& 114DICES:
BR=BR1+({L-1)"
BRANCH INTRVL
LA(BR)= L1
LB(BR)=1L2

/) NEXT

“J" LOOP (FROM L1 TO L2)
FOR SCAN INTERVAL

e COMPUTE SCAN POSITION FOR
THIS SAMPLE:
X =ARRX(J) & Y = ARRY(J)
T={J - 100)*SAMPT
® ACCCESS PROPER SCAN FUNCTION
DEPENDING ON SCNFLG:
SCAN1 FOR SCNFLG=1. *
SCAN2 FOR SCNFLG =2.
SCAN3 FOR SCNFLG =3.
SCAN4 FOR SCNFLG =4

: 1
e CONVERT COORD TO ARRAY. ® CREATE A SAMPLE WAVEFORM DATASET (NSW)
X1S = X1 + XFVO2 AND PUT ON QUTPUT (SAMPL OM(NOM)) LIST:
Yi1S=Y1+YFVO2 CALL CHREATE(NMBR SW, NSwW)
® GET ARRAY INDICES AT THIS TIME SW(NSW)=TOUT OM(NOM) + FLOAT(J - 100)*
POSITION: — SAMPT
NX=INT(X1S/SCS +0.5)+ 1 DET SW(NSW) = FLOAT(BR)
NY = INT(Y1S/SCS +0.5)+ 1 K SWINSW)=J
. e COMPUTE NORMALIZED SIGNAL = iggevﬁq";%sﬂf BAND OM(NOM)
A(J,BR) = SC(NX, NY) + DNORM EL SW{NSW) = Y1

. RAD SW{NSW) = SC(NX, NY)
. ( NEXT\ RADN SW(NSW) = A(J,BR}
- W CALL PUTBOT (SAMPL OM(NOM),NSW)

SUBROUTINE SPSUBl —-

(4) Scan Block~-assuming square detector
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e COMPUTE BRANCH & INDICES:
B = INT(BRANCH NUMBER +.1)
L1 =1LA(BR)
L2=LB(BR)
X=0

AN~56256

i Wt

“J” LOOP (FROM L1 TO L2)
FOR SCAN SAMPLES

X=0
]

@ LOOP OVER K TO

FORM GAUSSIAN
RANDOM VARIABLE:
X=X+ RANF(0)-.5
FORK=1, 12

!
e ADD RANDOM ERROR

DUE TO DETECTOR
NOISE TO NORM.
SIGNAL:

A(J,BR)=A{J,BR) + X

G
( EXIT )

i
! "yl

AR
bl ,“% R ‘WM .“\[;w

SUBROUTINE SPSUB1 —-
(5) Detector Noise Block
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e COMPUTE BRANCH NUMBER, INDICES
AND STANDARD DEVIATION FOR THIS
BRANCH:

BR = INT(BRANCH NUMBER})

SIGMA = 1./4./BAND PASS * SCRAISAMP
L1=LA(BR)

L2=LB(BR)

L3=L1-INT(3*SIGMA + 1)

L4 =12+ INT(3°SIGMA + 1)

]

® ZERO THE B()
ARRAY:

8J)=0
J=L3, L4

1

e PERFORM SMOOTHING FOR J=L1TO L2:
J1=J - INT(3"SIGMA + 1)
J2=J +INT(3"SIGMA + 1)
B(K) = B(K) + [EXP(~ (J ~ K)* *2/2./SIGMA" *2)/
SQRT (2x)/SIGMA-S(J,BR)]
FOR K=J1TO J2

)

® RESET THE SCAN INDICES:
LA(BR)=L3
LB(BR)= L4

® AND THE OUTPUT ARRAY:
A(J.BR)= B(J)
FOR J=L3 TO L4

LOOP OVER ALL SAMPLE
WAVEFORM DATASETS (NSW)

AN-56257

® SET OUTPUT VARIABLES:

J =K SW(NSW)
RADS SW(NSW) = A(J,BR)

DET SW(NSW)
= FLOAT (BR)
?

EXIT

SUBROUTINE SPSUB2 —
(6) Gaussian Smoothing Block

it
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SUBROUTINE SPSUB1 -
(26) OUTPUT BLOCK -- DESIGNATES SIGNALS ABOVE THRESHOLD

. ENTER )
—

]
& COMPUTE BRANCH
NUMBER:
BR = INT(BRANCH)
NUMBER)

LOOP OVER ALL
WAVEFORM SAMPLE
DATASETS {NSW) 1

DET SW(NSW)
= FLOAT(BR)
?

YES

® SET OUTPUT VARIABLES:
K =K SW(NSW)
RADD SW(NSW) = A{K,BR)
TARG SW(NSW)=0.

7

(

A(K.BR)>
THRESHOLD
?

YES

® RESET TARGET DESIGNATION
FLAG:

TARG SW(NSW)=6HTARGET

VALUE AS TARGETS FOR OPTION QUT2

USED BY MODEL = SURVEIL —02; OTHER

OPTIONS INCLUDE:
OUT1 - TARG SW(NSW) = 9HBRIGHT PT

FOR SAMPLES ABOVE THRESHOLD

QUT3 - TARG SW(NSW)=6HDIM PT
FOR A(K,BR)>5.6
TARG SW(NSW)=9HBRIGHT PT
FOR A(K,BR)=30.

QUT4 - TARG SW(NSW) = 6HBKGRND

& IN ADDITION CREATES TARGET
MEAS. IN SENSOR COORDINATES

SUBROUTINE SPSUB1 —-

AN-56252

(26) Designates signals above threshold value as targets for option 0072

used by MODEL = SURVEIL-02
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PROGRAM OTRACK - THIS PROGRAM SIMULATES THE TRACKING OF

ENTER

NOB, NOD, NOP, NBR. §
NSE i

i

T
_KIRAK TS
<7 nevents >YES
~. 20 -

\(&o

- ™~

i ® ACCESS DATASETS |

(et N2 laco sriNgRY >

~_ 7 -

—~
YES ‘

— e

AUTONOMOUS SENSOR TRACK - ST LOOK

® GET MEAS DATASET (NOM) FOR
OBJECT CORRESP TO THIS EVENT

® PRODUCE RANGE MEAS & TAKE
ELV & AZM MEAS FROM (NOM)

® CONVERT TO XYZ COORD
- CALL OTRAN

® CREATE A TEMPORY TRACK FILE OF
4 WORDS TO HOLD TIME. POSIT
WITH DSP WORD = KDSPW

@ FIND NEXT LOOK EVENT ON EVERNT ¢
LIST & SET
KTRAK OL(NVNT)= KDSPW i

AN OBJECT BY AN OPTICAL SENSOR. THESE
OPTIONS ARE ALLOWED:
(1 AUTONOMOUS SENSOR TRACK - SENSOR
IS GIVEN SOME RANGE EST. FROM

ANOTHER SOURCE & TRACK IS INITIAYED

AUTONOMOUSLY (IACQ BR{NBR)=3HYES &

SNET BO(IBASE) =2HNO)

(@ NETTED SENSORS - SENSO:" MAY PERFORM

ACQ. & MEAS. ARE NETTED
(IACQ = 3HYES, SNET = 3HYES)

(@ NETTED SENSOR NO ACQ - OPTICAL SENSOR
CANNOT ATQ (IACQ = 2HNQ, SHET = 3HYES)

AN54253

" SUBSEQUENT LOOKS
_ ® COMPUTE LENGTH OF TRACK FILE & SET

KOUNT FLAG =
1 NWDS=4- ONE LOOK
KOUNT = f 2 NWDS.:3-TWO LOOKS
|3 AWDS=12- THREE LOOKS

4 NW/DS>12 - TRACK FiL” ESTABLISHED

® GET MEAS. DATASET (NOM) FOR OBJECT
CORRESP. TO THIS EVENT

¢ PRODUCE RANGE MEAS. FOR KOUNTK3
OTHERWISE USE EST. RANGE & GET
ELV & AZM MEAS.

' @ CONVERT TO XYZ COORD

2ND & 3RD LOOKS

{

® EXPAND TRACK FILE TO INCLUDE
THIS MEAS. -~ NWDS = NWDS + 4 .
® FIND NEXT LOOK EVENT ON EVENT i
LIST 8 SET - |
KTRAK OLINVMT) = KTRAK TS{NEVENTS; |

PROGRAM OTRACK:

91

KOUNT?

>3‘

@ SET UP SIGMAT MATRIX & SIGMA ARRAYS:
SIGMAT(1.1) = RERR TS{NEVENTS)**2
SIGMA(1) = SORT(SIGMAT(1.1))
SIGMAT(J J) = FIXE SE(NSE+J-2)* -2
TSNE SE(NSE +J ~2)**2SNR
SIGMA} = SQRT(SIGMAT{JJ)

r

Simulates the tracking of an object by an optical sensor
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