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1. INTRODUCTION

The goal of this project was the design and development of a
real-time speech coding system that produces high quality speech
at a data rate of 16 kb/s (kilobits/second). The final report of
this project is organized in two volumes. Volume I, which is
this report, describes our work on the development and
optimization of the speech coding algorithm. Volume II deals
with the implementation of the final optimized speech coding
algorithm as a real-time full duplex system on a CSP Inc. MAP-300

signal processing computer and associated hardware.

In this chapter, we state the design requirements on the
speech coder performance (Section 1.1), describe briefly the

optimized coder (Section 1.2), and provide an overview of the

rest of this report (Section 1.3).

1.1 Coder Design Requirements

The input speech of the coder should have a bandwidth of at
least 3.2 KkHz. The encoder and decoder of the speech coder
should operate independently, with the encoder mapping the analog

input signal into an output binary sequence and the decoder

mapping the binary sequence into the corresponding analog output
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speech. In addition to the requirement that the speech coder in
general produce speech of very good quality in the sense that it
has a very high d&egree of user acceptance, there are several

specific requirements on the coder performance as given below:

1. Noisy channel: Produce good quality speech under

conditions of a transmission bit error rate of up to

1%.

2. Acoustic background noise: Produce toll quality speech

under conditions of acoustic background noise such as
office noise with a sound pressure level (SPL) of 60 4B
re 20 micronewtons per square meter, and good quality
speech under 100 4B of acoustic background noise such

as in Air-Borne Command Post (ABCP) environment.

3. Tandem operation with LPC-10 coder: Perform

satisfactorily in tandem (in both directions) with an
LPC-10 speech coder operating at a data rate of 2.4
kb/s. The tandem 1link should ©provide speech
intelligibility with minimal degradation compared with

a single link of the 2.4 kb/s LPC-10 coder alone.

Other objectives of this work have included:

1. Minimize the computational complexity of the speech

coding algorithm.
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2. Identify and explain the features in the optimized 16
kb/s coder and in the 2.4 kb/s LPC-10 coder that
control the quality of the tandem link between the two
coders, and indicate how the tandem performance could

be further improved.

3. Extend the design of a previously developed 9.6 kb/s
baseband LPC coder [3] to the 16 kb/s data rate, and
compare the output speech quality of the resulting
baseband coder with that of the optimized 16 kb/s

coder.

1.2 Summary of the Optimized Algorithm

For the speech coding algorithm, we chose the adaptive
predictive coder (APC). The optimized APC algorithm may be
summarized as follows. In the transmitter, the analog input
speech is lowpass filtered at 3.2 kHz, sampled at 6.621 kHz, and
divided into frames of 32.625 ms duration. Each frame of speech
is preemphasized using the filter (1-0.42'1) and encoded using
the APC encoder, to produce the quantized residual samples for

that frame. The APC encoder employs (1) 3-tap pitch prediction

al

(2)
1Y ’

[¢

and 6-pole spectral prediction to obtain the residual,

forward-adaptive quantization of the residual, and (3) pole-zero
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spectral shaping of the quantization noise to reduce its
perception at the coder output. The parameters of the spectral
and pitch predictors and of the adaptive quantizer are quantized,
coded, partially error-protected, and transmitted along with the

encoded residual samples.

In the receiver, the decoded residual samples are applied to
the input of a cascade of the 6-pole spectrum synthesis and the
3-tap pitch synthesis filters. The output of the cascade is
-1,

deemphasized using the filter 1/(1-0.4z D/A converted, and

lowpass filtered at 3.2 kHz to produce the analog output speech.

1.3 Overview of the Report

In Chapter 2, we provide the rationale for our choice of the
APC coder for this work and of the 6.621 kHz sampling rate for
its input speech, and we describe three input-speech data bases
we employed duriﬁg this work. Chapter 3 reviews briefly the
details of the APC coder. In Chapter 4, we describe three types
of APC coder configurations that we investigated in this work.
In Chapter 5, we define an important quantity called the feedback
gain of the APC transmitter and show how it is related to the

various APC parameters. The feedback gain concept 1is used

throughout the later chapters to 1link the occurrence of

Lmlaaks
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undesirably large amounts of quantization noise with positive
values of the feedback gain. In the next four chapters, we
describe in detail our work on developing the various aspects of
the APC system: quantization of APC parameters (Chapter 6);
methods for adaptive noise shaping (Chapter 7); methods for
coding the APC residual (Chapter 8); and methods for preventing
the "limit-cycle" behavior of the APC system (Chapter 9). The
results of our work on APC algorithm optimization at 16 kb/s are
reported in Chapter 10 for error-free channels, and in Chapters
11 and 12 for noisy channels. Chapter 11 describes several
optimized APC coders, each with bits allocated for error
protection of parameters but operating over error-free channels,
while Chapter 12 contains the results of evaluation of the
performance of these optimized coders in 1% channel error. In
Chapter 12, we also report a single APC system design as being
the most robust and best overall 16 kb/s coder. The performance
of this optimized coder in office noise and in ABCP noise
environments is treated in Chapter 13, while its performance in
tandem with LPC-10 is described in Chapter 14. 1In Chapter 15, we
present a design of a 16 kb/s baseband coder as well as the
comparative results of this coder and the optimized APC coder.
In Chapter 16, we describe several modifications to the optimized

coder to simplify some aspects of the coder and to make

refinements to the coder design. Also in Chapter 16, we
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summarize the details of the final optimized 16 kb/s APC coder
and present the results of testing the coder”s real-time
implementation on the MAP-300, Finally, in Chapter 17, we
summarize the results of this work, and identify explicitly what

we believe are the major contributions of this work.

Contained 1in the appendices are: Specification of the
Optimized 16 kb/s APC Algorithm (Appendix A): User”s Guide for
the FORTRAN Simulation of the Optimized 16 kb/s APC Coder

(Appendix B); and a 1listing of the source programs of this

FORTRAN simulation (Appendix C).
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2. CHOICE OF 16 KB/S CODER

2.1 Rationale for Choosing APC

As candidates for our choice of the 16 kb/s speech coding
algorithms, we considered a number of coders including adaptive
residual coder, APC, delta modulation systems, sub-band coder,
adaptive transform coder (ATC), and baseband coder (BBC). We
investigated each of these coders to see if it could satisfy the
requirements given in Section 1l.1. We concluded that some of the
coders cannot produce toll quality speech at 16 kb/s. The coders
that are capable of transmitting toll gquality speech at 16 kb/s
(assuming good quality input speech and error-free channel) are
APC, ATC, and BBC. Flanagan®s recent assessment is in agreement

with this conclusion [2].

Previous work at BBN has dealt with both APC [5] and BBC
[3,4] systems. The results of this work show that the APC system
with an approrriate noise spectral shaping produces output speech
at 16 kb/s that is almost indistinquishable from noise-corrupted
input speech with a signal-to-noise ratio of 10-30 dB [5]. The
BBC coder produces either background roughness or low-level
tones, depending on the method of high-frequency regeneration

used [3,4]. For the ATC coder [6], proper decoding of the
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transmitted signal data (transform coefficients) requires an
error-free transmission of the side information. This indicates
the strong possibility that the quality of the ATC speech would
degrade drastically in a relatively high channel-error
environment. In contrast, an error in the side information of
the APC coder may change the spectral envelope and cause
perceivable distortion, but the degradation may be much more
graceful than might happen in ATC. Therefore, we chose APC as

the best overall approach to the present application.

2.2 Sampling Rate of Input Speech

One of the requirements on the speech coder is that the
bandwidth of the input speech of the coder be greater than or
equal to 3.2 kHz. The audio signal interface provided by GTE
Sylvania for the MAP-300 array processor provides lowpass filters
with =3 dB cutoffs of 3.2 kHz and 3.8 kHz (Appendix A in [3]).
Therefore, the input sampling rate FS may be chosen to have a
value around 6.67 kHz or 8 kHz. Since the coding and error-
protection of the side information of the APC coder is expected
to take up about 3 kb/s, choosing FS=8 kHz leads to a residual
quantization accuracy of only about 1.6 bits/sample. The
resulting quantization noise may more than offset the advantage

that the choice of FS=8 kHz may vyield slightly higher

o
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intelligibility. Also, the computational load is greater with
the higher sampling rate. Therefore, we chose FS$=6.67 kHz as the

approximate sampling rate of the input speech.

The exact value of the sampling rate has to be selected from
the options provided by the real-time clock in the audio signal
interface for the MAP-300 [3]. The primitive clock rate provided
by the master oscillator within the interface is 384 kHz. A
candidate sampling rate 1is given by 384/D, where D 1is the
programmable, integer divide-ratio. We chose the sampling rate
of 384/58 (approximately 6.621 kHz), since this choice 1) avoids
aliasing and 2) yields a variety of 16 kb/s coder realizations
with different frame sizes and having integer numbers of both
samples per frame and bits per frame. In all the simulations of
the APC coders on our PDP-10 computer, we used a sampling rate of
6.67 kHz (or 150-microsecond sampling period), since it is close
to the chosen sampling rate and since all the simulation results
can be simply carried over to the real-time system. For example,
a frame size of 27 ms contains 180 speech samples at 6.67 kHz;

the corresponding frame size for the real-time system is 27.1875

ms, which also has 180 speech samples.
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2.3 Data Bases

We employed three data bases of 1l-bit linear PCM speech in
this project: a high-quality data base, an "office-noise" data
base, and an ABCP data base. The high-quality data base has 12
sentences of about 2-3 seconds duration each, with equal numbers
of sentences from male and female talkers. This data base is the
same as the one used in a previous DCA contract at BBN [3]. The
signal-to-noise ratio of the speech in this data base is about 60
dB. The office-noise data base has 10 sentences, which we
digitized at 6.67 kHz directly from a sponsor-supplied audio tape
recorded in an office-noise environment (with the acoustic
béckground noise a4t a level of about 60 dB SPL re 20 micronewtons
per square meter). For the ABCP data base, we digitized a number
of utterances from a sponsor-supplied audio tape containing
speech recorded in an ABCP environment. The 1level of the
background acoustic noise in such an environment is typically

about 90 dB SPL.

10
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3. REVIEW OF THE APC SYSTEM

3.1 Basic APC system.

The basic APC system is depicted in Fig. 1. The feedback

l structure, which constitutes the transmitter, encodes the sampled
input speech S(z)1 in terms of the quantized residual &(z) and

the spectral (or 1linear prediction) and pitch inverse filters

A(z) and C(z) given by:

P -k
A(z) =1+ I a(k)z , (1)
k=1
and 1
M+m - 3
C(z) = 1 + I c(kyz o, (2)
k=M-m
where a(k), l<k<p, are the spectral predictor coefficients; c(k), ;
M-m<k<M+m, are the pitch predictor coefficients; and M is the 1

pitch period in number of samples. We refer to the order of the
spectral predictor p as the LPC order and the order of the pitch 1
predictor 2m+l as the number of pitch-filter taps. The spectral

predictor A(z) is designed to remove the redundancy due to

1S(z) denotes the z-transform of the time signal s(n).

11
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spectral or short-term corielations, while the pitch predictor
C(z) removes the redundancy due to 1long-term correlations
produced by pitch periodicity. The early implementations of APC
[7-10] have either used no pitch predictor (c(k)=0, for all k) or
used a l-tap predictor (m=0). Recently, a 3-tap predictor (m=1)
has been used [1l1]. The APC residual W(z) is quantized into
ﬁ(z), which is transmitted across the digital channel. At the
receiver, the decoded signal is filtered by the all-pole spectral
filter 1/A(z) and then by the pitch-synthesis filter 1/C(z), to
produce the output speech R(z). In the absence of channel bit-

errors, it can be shown that
R(z) = S(z) + Q(z), (3)
where Q(z) is the quantization noise:

Q(z) = W(z) - W(z). (4)

The spectral and pitch predictor coefficients and the
parameters of the quantizer are varied adaptively in time to
track the changing properties of the input speech signal. There
are two types of adaptive schemes: (1) forward—adaptive schemes,
which transmit the parameters being adapted, once every frame
[8,9)1; and (2) backward-adaptive schemes, which do not transmit

any parameters and estimate them at the receiver from the decoded

residual samples [(8,12]. Since the performance of the backward-

Py
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adaptive schemes would degrade significantly at channel-error
rates as high as 1%, we chose to consider only forward-adaptive

schemes.

The parameters of the predictors A(z) and C(z) are computed
in such a way that the mean-square value of the quantization
noise Q(z) is minimized. 1In our simulation of the APC system in
Fig. 1, the pitch and the taps are computed from the speech
signal using either the autocorrelation method or the covariance
method of linear prediction [13] (see Section 8.2.1); the speech
signal is then inverse-filtered with C(z) to produce the "first
residual” El(z); the spectral coefficients a(k) are computed from
El(z) using the autocorrelation 1linear prediction method; the
residual signal El(z) is inverse-filtered with A(z) to produce
the "second residual" E2(z); and finally, the parameter(s) of the
adaptive quantizer are computed from this second residual (see
Section 3.2 and Chapter 8 for more details on the adaptive
quantizer). The two inverse-filtering operations just mentioned
and the two prediction operations A(z)-1 and C(z)~1 within the
feedback structure in Figqg. 1 are performed using the
corresponding quantized parameters, to correspond to what the
receiver does; this also yields a smaller mean-square value for
the quantization noise than if we had used unquantized
parameters., Similarly, the parameter(s) of the quantizer are

also quantized before being used in the APC loop.
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3.2 Forward-Adaptive Residual Quantization

The adaptive quantizer that we have used in this work is
shown in Fig. 2. This quantizer has a gain normalization 1/G
followed by an optimum (uniform or nonuniform) unit-variance
qguantizer. Ideally, the value of G is chosen such that the
normalized APC residual a(z) has unit variance. Since the APC
residual W(z) becomes available only as the APC 1loop is in
operation, G is computed approximately as the rms value of the
second residual E2(z). G is transmitted to the receiver along
with the encoded a(z). ﬁ(z) is computed from a(z), both at the
transmitter and at the receiver, by multiplying it with G. The
unit-variance quantizer is usually designed by minimizing the
mean-square error between U(z) and G(z), assuming a certain
probability distribution for U(z) (e.g., Gaussian, Laplacian,

gamma, etc.) [14,15].

The residual quantizer produces two kinds of quantization
error: 1) clipping error, which is produced whenever the value of
signal u(n) lies outside the extreme ranges of the quantizer; and
2) roundoff error or granular noise, which is produced whenever
u({n) lies within the extreme ranges of the quantizer. Granular

noise, which causes a degradation in the output speech in the

form of broad-band background noise, usually constitutes the




Report No. 4565 Bolt Beranek and Newman Inc.

APC n R
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FIG. 2. Forward-adaptive quantizer for the APC residual.

dominant form of degradation. Clipping errors, on the other
hand, cause undesirable degradation in the form of "pops" or
"clicks"; such effects can be perceived even when the incidence
of clipping errors is as low as 0.1% [5]. In Chapter 8, we
present several methods for reducing the clipping errors. In the

next subsection, we review an approach to reduce the perception

of the granular noise.
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3.3 Noise Spectral Shaping

If the adaptive quantizer in Figs. 1 and 2 is designed such
that the quantization noise Q(z) is mostly granular noise, then
Q(z) has a flat spectral envelope, which can mask the speech
spectrum at high frequencies; this causes the perception of a
hissing background noise in the output speech R(z) [5,11]. To
minimize the perception of such noise, proposals have been made
recently for proper shaping of the noise spectrum [5,11],

resulting in the following revised expression for R(z):
R(z) = S(z) + B(z)Q(2); (5)

the filter B(z) is designed to shape the noise spectrum in a way
that yields a perceptually more pleasing output speech. Let us

denote the new output noise as Q°(z)
Q°(z) = B(z)Q(z). (6)

The specific noise shaping methods that we investigated and their

implementation issues are treated in Chapter 7.

3.4 Signal-to-Noise Ratio Considerations p

The signal-to-output noise ratio in 4B is denoted by S/Q°.

This may be computed in one of two ways: long-term method or

segmental (short-term) method. The long-term S/Q° is computed
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from the energies of S(z) and Q°(z) calculated over a 1long
duration (e.g., over individual sentences). The segmental S/Q~
is computed as the average over frames (typically 25 ms long) of
the frame-based ratio in dB [16]. The segmental 5/Q° ratio has
been found to correlate better with subjective perceptual
judgments than the 1long-term S/Q° ratio [17,18]. Although we
computed both ratios in our simulations, we shall give only the
segmental S/Q° values, and we shall also drop the qualifier

"segmental"” and the prime in S/Q°, for convenience.

We make two observations based on the results of our
experimental work. First, the S/Q ratio overestimates the effect
of clipping errors introduced by the quantizer. That is, a coder
with clipping errors will have a significantly lower S/Q ratio
than another coder with only granular noise, notwithstanding that
the first coder may in fact have similar or better speech
quality. Second, the spectral shaping of the quéhtization noise
Q{(z) reduces the S/Q ratio but enhances the perceived speech
guality. Both observations should caution the reader not to take

S/Q ratios, given in this report or elsewhere, as strictly

indicative of perceived speech quality.
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4. DIFFERENT APC CONFIGURATIONS

In this chapter, we present two methods of sequencing the
spectral and pitch predictors and three types of configurations

for the APC system.

4.1 Sequencing of Spectral and Pitch Predictors

For the APC coder in Fig. 1, we have assumed the prediction
sequence of pitch-followed-by-spectrum (denoted by P-~S) in the
sense that this sequence indicates the order, as discussed in
Section 3.1 and as shown in Fig. 3(a), in which the parameters of
the pitch and the spectral predictors are estimated from the
speech signal. The order of predictors, C followed by A in this
case, must be employed in a consistent manner in estimation,
encoding (within the APC loop), and synthesis. Inconsistency in
the ordering has been found to cause perceivable distortions

([5); also see Section 12.5.2).

The first APC work employed the P-S sequence [7]; most APC T
implementations thus far have used this sequence as well. Only '

recently has the S-P (spectrum-followed-by-pitch) prediction

sequence been considered [11]. The APC system using the S-P

prediction sequence is obtained from Figqg. 1 by simply
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FIRST SECOND ;
SPEECH RESIDUAL RESIDUAL !
——— c(2) » A PR, .
s(n) e 1(n) e2(n) .
(PITCH) (SPECTRUM) ?

(a) Pitch-followed-by-spectrum prediction sequence

FIRST SECOND .

SPEECH RESIDUAL RESIDUAL !

—P> A(z) 7 C(z) ————» -

s{n) el(n) e2(n) , 4
(SPECTRUM) {PITCH)

(b) Spectrum-followed-by-pitch prediction sequence

FIG. 3. Two methods of sequencing the spectral {
and pitch predictors.
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interchanging the symbols A(z) and C(z). The order of estimation

of the predictor parameters in this case is shown in Fig. 3(b).

From a mathematical point of view, since the minimum-mean-
square-error estimation of the spectral predictor parameters
results in large residual amplitudes at the pitch pulses, it may
be argued that removing the pitch redundancy first should improve
the subsequent spectral prediction. This viewpoint supports the
use of the P-S prediction sequence. On the other hand, since the
synthesis for the S-P sequence performs the pitch reconstruction
first and then the spectral shaping function, the S-P seguence
corresponds to the way the human speech production physically
happens. These considerations by themselves do not suggest as to
which prediction sequence should be used. Nonetheless, the
prediction sequence, as will be seen in the later chapters, plays

an important role in the design of the /.2C coder.

4.2 Prediction~Feedback Configuration

Figqure 4 shows the APC configuration that we call the
prediction-feedback (PF) configuration, or APC~-PF. This
configuration is the same as the one in Fig. 1, except that Fig.

4 includes noise shaping as discussed 1n Section 3.3. Notice

that the feedback structure in Fig. 4 employs both A(z) and C(z)

AT
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S(2) +~N@ [ ApAPTIVE N(z)

QUANTIZER | 1o i
SPEECH i CHANNEL .
:]’a(z)
| B(2)-1

A(z)-1

C(z)-1

FIG. 4. The prediction-feedback configuration of APC.
The figure shows the transmitter only. The receiver
contains the filter cascade [1/A(z)] [l1/C(z)] as
shown in FIG. 1.
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in a predictive manner, as follows. The output of the filter
fC(z)-1l] is the predicted value of the output R(z) using the
pitch prediction. Since the input to the filter [A(z)-1] is the
receiver”s first residual E1“(z)=C(z)R(z), 1its output 1is the
predicted value of E1°(z) using the spectral prediction. The

APC-PF configuration was originally proposed in [5].

4.3 Noise-Feedback Configuration

The APC-NF (NF for noise feedback) configuration is shown in
Fig. 5. This configuration was originally proposed in [19] and
was used later in [20-22]. Below, we make three observations.
First, we observe that in the APC-NF configuration, the input to

the feedback structure is the second residual E2(z):

E2(z) = A(z)El(z) = a(z)C(z)S(z). (7)

Second, only the dquantization noise Q(z) is fed back to the
input. That 1is, there is no feedback path from the quantized
residual %(z) as 1n the APC-PF configuration. The third
ohservation that follows 1is quite important. The feedback

transfer function Fl(z), which is given by

Fl(z) = A(z)C(z)B(z) - 1, (8)




Bolt Beranek and Newman Inc.

4565

Report No.

SUTPlUOD I9ATSD9I 39Y]

"OId

ut umoys se [(z)2/1] [(2)¥/1] Speosed 1237173 ay3

2anbty 9ayg

*ATuo I933TWSURPII 3YJF SMOYS

*OdVY FJO UOT3eandbIIuod YDOeqpoaJ-asTou ayL

()14
———— e
_
_
1 (2)B 1= ()] (Z))
e L _ Y T
2%
+
TINNVHD ¥3Z1INYNO
0L DOr | 3IAlLdvay

(2)y

(2)13

‘S °OId
H033dS
o
(DS

24




Report No. 4565 Bolt Beranek and Newman Inc.

can be implemented as a single filter by multiplying out the
individual filter functions. But, as simple calculations will
show, this procedure requires additional storage and/or
computations. A simpler procedure is to implement them as a
sequence of 3 filters along with a straight feedforward branch
with a transfer gain of -1, as shown in Fig. 5. But, in what
order should the 3 filters occur? Does it matter? Yes, it
matters. Any order other than the one shown in Fig. 5 will
produce, as we have experimentally found, a significant drop in
S/Q ratio and may produce occasional "squeals" in the output
speech. In one experiment, the S/Q ratio dropped from 18 4B to
16 dB when we switched the filter sequence from BCA to BAC. This
non-commutativity is the result of the frame-by-frame time
variation of the filters involved. The correct filter sequence
can be obtained starting with the APC-PF case and deriving from
it the APC-NF case, either by carefully keeping track of the
orders of z-transformed quantities or through a series of

straightforward block-diagram manipulations.

4.4 Hybrid-Feedback Configuration

An example of the APC-HF (HF for hybrid feedback)
configuration is shown in Fig. 6. For this example, which was

proposed in [11], the pitch predictor C(z) 1is placed in a

25
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C(2)-1
Fl(z)4 +
S oy e ADAPTIVE
égEgTH A QUANTIZER
C
S R,
| (O) A f—B(2)
| .
| |
e e e e e s e -J
F2(z)

FIG. 6. The hybrid-feedback configuration of APC.
The figure shows the transmitter only. The
receiver contains the filter cascade

(1/c(z)] [1/A(z)].
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predictive manner while the spectral predictor A(z) is placed
along with B(z) in a noise-feedback manner. One can verify that
the correct filter sequence in the NF path is B(z)A(z), as given
in the figure. It may also be seen that the example shown in

Fig. 6 employs the S-P prediction sequence.

4.5 Comparison of the APC Configurations

Let us summarize the two conditions under which any two
configurations become equivalent to each other: 1) same
prediction sequence for the two configurations, which is used
consistently in estimation, encoding, and synthesis; and 2)
correct order of the filters A(z), B(z), and C(z) within the APC
encoder. For example, the APC-PF configuration that is
equivalent to the APC-HF confiquration given in Fig. 6 |is

obtained by interchanging the symbols A’z) and C(z) in Fig. 4.

The relative properties of the three configurations (and the
two prediction sequences) are discussed in later chapters with
respect to 1) ease of implementation of noise shaping (Chapter 7)
and 2) insertion of a limiter in the path of the quantization
noise Q(z) in an attempt to prevent the buiid-up of excessive
guantization noise (Chapter 9). The concept of feedback gain of
APC is introduced in the next section, using the noise-feedback

configuration.
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5. FEEDBACK GAIN OF APC

Referring to the APC-NF configuration in Fig. 5, the APC

residual W(z) is given by

W(z) = E2(z) + F(z). {9)

Thus, the APC residual is the sum of two components: the second
residual E2(z) and the quantization noise Q(z) filtered by Fl(z)
= A(z)C(z)B(z) - 1. If the energy of F(z) exceeds the energy of
E2(z) for any frame, then the APC residual contains less speech
information than quantization noise. Carrying this argument
further, if the energy of W(z) is equal to the energy of the
filtered noise, then W(z) becomes totally dominated by noise, and
the output R(z) becomes non-speech and is usually perceived as

"glitches" or "beeps."

To formalize these observations, we define the feedback gain
of APC, Ggp as the F/W ratio in dB. This definition has the
flavor of the definition of the loop gain found in classical
control theory texts, where the signal F(z}) = Fl(z)Q(z) |is
referred to as the return signal, Our experiments have shown
that when the feedback gain Ggp 1is positive for a frame, the
quantization noise builds up to excessive values due to frequent

clipping errors, leading to a "limit-cycle" behavior of the

28
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quantized signal ﬁ(z) and producing glitches or beeps in the
output speech. In one experiﬁent, we found that the supposedly
unit-variance signal a(z) took on large values ranging between
-20 and 40, and that the quantizer output levels exhibited a

limit-cycle behavior, banging between the two extreme levels.

Below, we derive an expression for the feedback gain Ggp in
terms of the contributions from the guantizer and from the filter

Fl(z). Clearly,
Gp = F/W = F/Q - W/Q, (10)

where the W/Q ratio is the signal-to-quantization-noise ratio of
the adaptive quantizer in dB. 1f we assumed that the
guantization noise is uncorrelated, then it can be shown that the
F/Q ratio is the power gain of the function F1l(z); this power
gain is denoted by Gp(Fl) and given by the sum expressed in dB of

1

the squares of the coefficients of powers of z7~ in the function

Fl(z). Therefore,
Gp = Gp(F1) - W/Q. (11)

From the expression (1l1) and the results stated above, a power
gain Gp(Fl) larger than the W/Q ratio will lead to a limit-cycle

behavior of the quantizer output W(z) and produce non-speech

29
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output R(z). Notice that the APC system is always stable in the
"bounded-input-bounded~output" sense. This is because of the

clipping or saturation nonlinearity of the quantizer.

Finally, we make two remarks. First, although we introduced
the feedback gain and derived the expression (11l) for it using
the APC-NF configquration, the conclusions given above are valid
for the other two configurations as well. Second, for the
purpose of investigating ways of reducing the power gain Gp(Fl)

or GP(ABC-l), one can consider the power gain Gp (ABC) .

30
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6. QUANTIZATION OF APC PARAMETERS

6.1 Spectral Parameters |

After the spectral parameters a(k), 1l<k<p, are computed,
they are to be quantized for transmission to the receiver as well
as for use in inverse filtering and APC encoding, as mentioned in
Section 3.1. OQur previous work has shown that optimal
quantization of the spectral parameters can be accomplished by
uniformly quantizing log area ratios (LARs), which are obtained
by first converting predictor coefficients a(i) to reflection ;Q
coefficients K(i) and then using the following logarithmic |

transformation [23,24]:

g(i) = 10 log [1+K(i)]/[1-K(i)], 1l<i<p. (12)

In most of our investigations, we used p<8. The ranges in dB of
the 8 LARs obtained for the high-quality data base are given in
Table 1 for the case when the spectral parameters are extracted
directly from the unpreemphasized speech signal. We used the
ranges in Table 1 whenever the S-P prediction sequence was used,
or whenever pitch prediction was not used. Table 2 gives the LAR
ranges for the P-S sequence. Again, no preemphasis was applied
to the input speech. (The LAR ranges for the preemphasized case

are given in Table 12, Section 16.3.)
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{

Coeff.# # of Bits Minimum Maximum Step size
(dB) (dB) (dB)

? 1 6 -28.039 8.961 0.5781

i 2 5 -7.570 20.930 0.8906

; 3 4 -10.359 9.141 . 1.2187

: 4 4 -5.062 12.937 1.1250
5 4 -7.437 6.563 0.8750
6 4 -5.484 8.016 . 0.8438
7 3 -8.250 3.750 1.5000
8 3 -4.812 6.187 1.3750

TABLE 1. Quantization of the LARs of an APC system that uses the S-P
prediction sequence and no preemphasis.

5 Coeff.# # of Bits Minimum Max imum Step size

. (dB) (dB) (dB)

)

‘ 1 6 -23.816 9.684 0.5234
2 5 -7.547 15.453 0.7188
3 4 -9.500 6.500 1.0000
4 4 -4.219 10.781 0.9375
5 4 -6.563 7.437 0.8750
6 4 -3.516 8.984 0.7813
7 3 -7.031 5.469 1.5625
8 3 -4.812 6.187 1.3750

TABLE 2. Quantization of the LARs of an APC system that uses the P-S '

prediction sequence and no preemphasis.
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We employed a total of 33 bits and optimally allocated them
among the 8 LARs using a method reported in [24]. The optimal
bit allocation and step sizes for the two cases described above

are also given in Tables 1 and 2.

6.2 Pitch Parameters

The pitch parameters are the pitch period M and the taps
c(k), M-m<k<M+m. For the pitch frequency range 50-450 Hz that we
assumed and the 6.67 kHz sampling rate, the pitch period M takes
values in the range 14-133 samples, a total of 120 values. We
used 7 bits to represent the pitch; therefore, M was "quantized"

without error.

Considering the quantization of pitch taps, we investigated
in this work the three cases: 1-tap (m=0), 3-tap (m=1l), and 5-
tap (m=2). We quantized the taps linearly using 4 bits for the
center tap c(M) and 3 bits each for all the other taps. The
ranges for the taps that we used in the quantization are given in
Table 3 for the two methods of computing the "taps: the

autocorrelation method and the covariance method.

33
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Tap ID Autocorrelation Method Covariance Method
Minimum Maximum Minimum Maximum
Center tap -0.93 0.10 -0.99 0.50
Other taps -0.66 0.30 -0.90 0.35

TABLE 3. oQuantization ranges for the pitch taps.

6.3 Residual Quantizer Gain

The gain parameter G, defined in Section 3.2, of the
residual quantizer is quantized logarithmically. Without pitch
prediction, G was found to take values from -5 dB to 45 dB. With
pitch prediction, we used the range -10 to 46 dB. With the
exception of the entropy coding system (see Section 8.4.2), we
used 6 bits for quantizing the gain in all our experimental work;

for the entropy coding system, we used 10 bits.

34
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7. ADAPTIVE NOISE SHAPING METHODS

In this chapter, we describe the methods that we used for
adaptive shaping of the quantization-noise spectrum. As a useful

notation, we define 4

Alz/a) = 1 + a(k)yalz7K, (13)

W ~g

k=1

where O<a<l; a may be expresied in terms of a bandwidth parameter

w:e

@& = exp(-MT), (14)

where T is the sampling interval. We note that the zeros of

A(z/x) have the same frequencies as the zeros of A(z) but have

bandwidths larger by w Hz. We observe that each of the noise-
shaping methods described below has the property that it
simultaneously reduces the S/Q ratin and the perception of the

granular noise in the output speech.

7.1 All-Zero Noise Shaping

This method was proposed in (5] for the APC-PF system
without pitch prediction. 1In this method, B(z) is an all-zero or

FIR filter:
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4 -k
B(z) =1 + % b(k)z X, (15)
k=1

where the leading term is unity so that the filter B(z)-1 is
realizable within the APC loop (see Fig. 4). For the APC system
without pitch prediction (any of the configurations in Figs. 4-

6), it can be shown that

v

W(z) = A(z)S(z) + (A(z)B(z)-1)Q(z). (16)

Reference [5] suggests that B(z) bhe computed as the optimal
inverse filter to A(z). While this noise shaping method reduces
the perception of the granular noise in the output speech, we
note that the particular criterion used for choosing B(z)
produces also a second beneficial effect. This effect may be
explained in two ways. First, from the second term on the right
hand side of (16), we see that the above-mentioned criterion
minimizes the noise contribution to the APC residual. Second,
computing B(z) as the optimal inverse to A(z) is the same as
minimizing the power gain of the filter-product A(z)B(z), for a
given order q of B(z). From the discussions given in Chapter 5,
the minimum-power-gain choice of B(z) will reduce the extent of

the limit-cycle problem.

From our experiments, we found the choice g=1 (l-zero
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shaping) to produce the best perceptual results. For this

choice, the coefficient b(l) is computed as follows:

b(l) = -0 (1)/v(0), (17)
where
P
P(0) =1 + L a“(k), (18)
k-1
and
p~-1
#(l)y = X a(k)a(k+l), (19)
k=0

with a(0)=1.

For the APC system with pitch prediction, the equation (16)

becomes
W(z) = A(z)C(z)S(z) + [Alz)T{(z)B(z)-1]0(2). (20)

This last equation suggests that B(z)} may be chosen by minimizing
the power gain of A(z)B(z)C(z) (or as the optimal inverse to
A(z)C(z)). For the 1l-tap pitch prediction and for the l-zero
noise shaping, the minimization procedure vyields a different

coefficient L{l):

b(l) = b(1) (1+c)/(1+c2), (21)
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where b(l) is given by (17), and ¢ is the pitch tap c(M). For ¢
close to zero or one, 8(1) is approximately equal to b(l). A
brief experimental comparison of the two ways of computing b(1l)
showed that using B caused slightly additional roughness in the
output speech. In all our subsequent work, we used equations

(17)-(19) to compute the coefficient of the l-zero filter.

7.2 All-Pole Noise Shaping

In this method, we set
B(z) = 1/A(z/@), (22)

where A(z/a) is given by (13). For this choice of B(z), we note ’
that the smaller the value of the bandwidth parameter w, the
larger the extent of the noise shaping and the smaller the

resulting S/Q ratio. For this method, implementation of B(z)-1

imbtna il ncin oaniih

for the APC-PF system is shown in Fig. 7(a), and implementation
of B(z) for the APC-NF and the APC-HF systems is shown in Fig.
7(b). It can be shown that this all-pole noise shaping method

: also reduces the power gain of A(z)B(z) relative to that of A(z). '
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(a) Implementation of B(z)-1, for the APC-PF
system.

Alz/oV -1

(b) Implementation of B(z), for the APC-NF
and APC-HF systems.

7. Implementation of the all-pole noise-shaping
with B(z) = 1/A(z/a).
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7.3 Pole-Zero Noise Shaping

In this method, B(z) 1is a pole-zero filter. Following

reference [11l], we considered the special pole-zero filter

B(z) = A(z/x)/A(z). (23)

This choice of B(z) yields the following identity:

A(z)B(z) = A(z/m), (24)

which has two important consequences. First, defining gp(A) as
the power gain in amplitude (rather than in dB) of the filter

A(z), we have:

la(k)12, (25)
1

[ ackt o]

gP(A) =1 +
k

P
gp(AB) = gp(A(z/a)) =1 + I [a(k)ak12. (26)
k=1

Since 0O<a<l, equations (25) and (26) clearly show that the power
gain of AB 1is 1less than the power gain of A. Second, a
configuration in which A(z) and B(z) occur next to each other in
a cascade is best suited for implementing the above pole-zero

method, since the cascade reduces to the single filter A(z/a).

We have two such configurations: APC-HF in Fig. 6, and APC-NF in

<.;(.-.~m3..x:.

O S
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Fig. 5 but with the S-P prediction sequence. For configurations
other than these two, pole-zero noise shaping can be implemented
a’s shown in Fig. 8. Finally, for the choice of B(z) in (23), we
note that the bigger the value of the bandwidth parameter w, the
larger the extent of noise shaping and the smaller the resulting

S/Q ratio.

7.4 Effect of Preemphasis on Noise Shaping

In Section 9.5, we discuss the use of preemphasis of the

input speech with a filter
P(z) =1 -pz L, 0<pel, (27)

and the associated deemphasis of the coder output with 1/P(z).
Here, we consider the effect of using preemphasis on a particular
noise shaping method. For the APC coder using preemphasis, we

can show that the output speech R(z) is given by
R(z) = S(z) + [B(z)/P(2)]Q(z). (28)

Thus, the gJuantization noise is further shaped by the all-pole
filter 1/p(z). This additional shaping decreases the
guantization noise at high frequencies at the expense of

increasing it at low frequencies. For the case where there is no

noise shaping (B(z)=1), preemphasis reduced the perception of the
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background noise bhut caused low-frequency roughness in the output
speech, When we combined preemphasis with noise shaping, we
found that the 1l-zero method suffered the most, in that the
output speech had perceivable roughness. The all-pole method was
affected only slightly, but the pole-zero method was not affected

in any perceivable manner.

7.5 Comparative Evaluation and Experimental Results

Figure 9 compares the different quantization noise spectra
for a typical voiced sound. In this figure, plot (a) is the
spectral envelope of the input speech; (b) is the unshaped (i.e.,
B(z)=1) noise spectrum; and {c) and (4) correspond to,
respectively, l-zero shaping and pole-zero shaping with w=800 Hz.
An inspection of the noise spectra reveals that the S/Q ratio
should be the least for the pole-zero method and the highest for
the case without any noise shaping. Notice from Fig. 9 that the
pole-zero method redistributes the quantization noise so that it

is high at the places the speech spectrum has high amplitudes.

Based on the results of our experiments, we make the

following conclusions:

1. Use of n>ise shaping reduces the perception of the
granular noise in the output speech as well as the

extent of the limit-cycle problem.
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FIG. 9. Comparison of noise shaping methods.
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2. The perceptual effect of noise shaping is the most for

an APC coder that does not produce any clipping errors;
for this case, the pole-zero method produces the best ‘

results (see Section 8.4).

3. For APC coders involving clipping errors, the three
noise shaping methods produce similar speech-quality l
improvements, provided no preemphasis is used; the best |
method for a given configuration may be decided based
on the ease of implementation. When preemphasis is
used, the pole-zero method produces better speech il

guality than either of the other two methods. ;
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8. METHODS FOR CODING THE APC RESIDUAL

Recall from Chapter 3 that the output quantization noise is
wholly the result of residual coding via the APC feedback loop.
Also, the residual constitutes typically about 75-85% of the
total bit rate, with the remainder being used for APC parameter
transmission. Therefore, proper residual ceding 1is very
important. We devoted a substantial part of our effort towards
investigating the existing residual coding methods, developing
new ones, optimizing them individually, and comparing their
relative speech-quality performance. In this chapter, we

describe the various coding methods we investigated.

8.1 Chapter Overview

For the discussions given in this chapter, unless stated
otherwise, we assume that pitch prediction is not used. For all
the coding methods given below, we used the forward-adaptive
quantizer described in Section 3.2, with a uniform or an optimal

Laplacian nonuniform gquantizer.

For the chosen sampling rate of 6.67 kHz, the average number
of available bits per residual sample is about 2 bits, with the

remaining bits used for the transmission of all other parameters
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and their error protection. With only 2 bits available, any
method used for coding the residual must have provisions to deal
with regions of high amplitude residual samples (e.g., during

pitch pulses); otherwise, the resulting clipping errors would ;

significantly degrade the speech quality. Below, we describe
five methods of residual coding: Pitch prediction (PP), entropy
coding (EC), segmented quantization (SQ), pitch adaptive (PA)
coding, and segmented quantization with bit allocation (SQ-BA).
Two of these methods (PP and SQ) use a fixed-length code for the
residual samples, and the other three use a variable-length code.
Given the limited bit resource, each of the five methods attempts
to limit the extent of clipping errors in a different manner.
The two fixed-length coding methods (PP and SQ) have explicit
provisions for reducing clipping errors. The other three methods
combat the clipping problem by varying the length of the codeword p
used for individual samples. Of these three variable-length '
coding methods, one method (EC) uses a large number of quantizer
levels, and the other two (PA and SQ-BA) use only a few possible

codeword lengths.

The three variable-length coding methods require variable-~ '
to-fixed rate conversion, to be useful in the present fixed-rate

transmission application. To avoid involved frame ]

synchronization problems at the receiver [25] and to ensure
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reliable decoding in channel error, we chose to accomplish the
variable~to-fixed rate conversion over individual frames such

that every frame of transmitted data has a fixed number of bits.

Also described below are several composite coding methods
obtained by combining two or more of the five basic methods; the
composite methods yield significantly better speech quality and
higher S/Q ratios. We denote, for ease of reference, the
composite methods in terms of the above-introduced abbreviations.
For example, the method PP-SQ uses both pitch prediction and

segmented quantization.

8.2 Pitch Prediction

8.2.1 The Method

In this method, we use pitch prediction within the APC
feedback 1loop as discussed in Section 3.i, a nonuniform
quantizer, and a fixed-length coder for residual samples. The
fixed length may be 3 or 4 levels, for example. With 3 levels,
we block-code 5 residual samples (a total of 3x3x3x3x3=243

levels) in 8 bits, producing an average of 1.6 bits/sample.

With the use of pitch prediction, we have the choice of

employing the S-P or the P-S prediction sequence (see Section
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4.1). In our work, we 1investigated three cases of pitch
prediction (l-tap, 3-tap, and S5-~tap) and two ways of computing
the predictor coefficients c(k): the autocorrelation method and
the covariance method [13]). We computed the pitch period M as
the nonzero lag corresponding to the peak of the autocorrelation

function of the input speech signal in the P-S sequence and of

the first residual (see Fig. 3(b)) in the S-P sequence. |

Next, we make two observations on the pitch prediction
method. First, the pitch-synthesis filter 1/C(z) has a 1long
impulse response (on the order of several pitch periods) because
of the large-delay terms (z_M, etc.) of C(z). As a consequence,
the speech-quality effect of a channel bit-error or of any other
anomaly (see Section 9.3) is propagated for a relatively long
duration. However, as will be seen in Chapter 12, the
propagation problem in channel error is more-than compensated by

the reinsertion of the pitch or harmonic structure into the

residual, which would otherwise be significantly distorted.

Second, the use of pitch prediction increases the power gain
of the feedback transfer function F(z) in Fig. 5. However, pitch
prediction decreases clipping errors and hence increases the W/Q ?.
ratio (see Chapter 5); this compensates for the power gain

increase and hence limits the net feedback gain.
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8.2,2 Stability of Multi-tap Pitch Predictor

The autocorrelation method of computing the predictor
parameters guarantees the stability of the filter 1/C(z) for the
l-tap case only, and the covariance method does not guarantee
stability at all. The instances of pitch-filter instability were
found to cause pops and beeps in the output speech, especially
when the quantizer used a small number (e.g., 3) of levels per
sample. Our experiments showed that the computed pitch filter
was almost always stable when we wused the §S-P prediction
sequence. For the P-S sequence, we investigated two methods of
"stabilizing"” the multi~tap pitch filter. The 1l-tap filter in
the covariance method is stabilized by forcing the tap
coefficient to be less than 1 in magnitude. These two methods

are described below.

8.2.2.1 Switched Prediction

In this method, we check the stability of the pitch filter
each frame, and if the filter is unstable, we switch to 1l-tap

prediction for that frame. Notice that the additional

computation involved 1in computing the 1l-tap coefficient is

trivial., However, the stability check of the pitct filter
involves a significant amount of computation. A straightforward

method for the stability check is to obtain the M+m reflection
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coefficients of the pitch filter and to check if their magnitudes
are all 1less than 1. The general recursive procedure for
computing the reflection coefficients from the taps or prediction
coefficients requires a number of multiplies proportional to M2,
However, since there are only 2m+l nonzero taps, we can reduce

the number of multiplies to about 6M,
8.2.2.2 Stable Lattice Prediction

Using the lattice method of linear prediction [26]), we have
developed a new pitch prediction method. Below, we consider the
lattice with only 3 nonzero reflection coefficients K(M-1), K(M),
and K(M+l). It is straightforward to derive expressions for
these reflection coefficients in terms of the autocorrelations of
the speech signal. The lattice method guarantees the stability
of the pitch filter. But, the equivalent pitch prediction filter

C(z) has five nonzero taps:

C(z) = l+c(l)z l4c(2) 2z %+c(M-1) 2z~ M-1), (29)

c(M)z'M+c(M+l)z-(M+1).

The expressions for the five taps in terms of the reflection

coefficients are given below:
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c(l) = K(M) [K(M-1) + K(M+1)],

c(2) = K(M-1)K(M+1),

c(M-1) = K(M-1), (30)
c (M) = K(M)[1l + K(m=1)K(m+1)],

c(M+1l) = K(M+1l).

8.2.3 Experimental Results

For the most part in our work, we experimented with the 1-
tap and the 3-tap predictors. We investigated the 5-tap case
during the parameter optimization study only (see Chapter 11).
Using the P-S prediction sequence and a 4-level nonuniform
quantizer, we obtained a S$/Q ratio of 15.7 4B for 1l-tap pitch
prediction and 16.5 dB for 3-tap pitch prediction. The
autocorrelation method was used in computing the tap(s) in both
cases. Perceptually, the 3-tap case produced more clarity of

speech than the l-tap case.

On the matter of pitch filter stability, we found in one
experiment that the 3-tap filter was unstable for about 8% of the
frames. The instabilities caused beeps in the output speech when
the quantizer used 3 levels per sample. The use of the switched
prediction method described above proved to be a successful
remedy to the instability problem: The output speech in this case
did not contain beeps. Even with a 4-level quantizer, the

switched 3-tap prediction method reduced discrete distortions

such as pops and clicks. Using again a 4-level quantizer, we
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found that the stable 3-coefficient lattice method produced a S/Q
ratio of about 15.1 dB, as compared to 15.5 dB in the 3-tap case
and 15.7 4B in the l-tap case reported in the previous paragraph.
Listening tests indicated that the 1lattice method produced
"squeaky sounds" and perceivably more quantization noise than the
3-tap case. To understand why the lattice method gave a low S/Q
ratio, we examined the values of the 5 taps given by (30). We
found that the taps c{l) and c(2) tended to take on values close
to +1, and that the first part of the filter (l+c(l)z"1+c(2)z‘2)
acted as a preemphasis filter, significantly reducing the
spectral dynamic range of the filtered signal. This, in turn,
caused the spectral predictor to produce a significantly higher
normalized prediction error value [13] than observed in the 3-tap

case. This explains the observed drop in the S/Q ratio.

For the P-S prediction sequence, the covariance method of
computing the taps produced the same or a slightly lower S/Q
ratio than the autocorrelation method. Also, the output speech:
for the covariance method had low-level "scratchy noises" and
clicks. However, using the S-P prediction sequence, we obtained
different results. The covariance method produced about 1-2 dB
higher S/Q ratios than the autocorrelation method. (We indicate
here that with the S-P prediction seguence, we had to use several

of ithe methods given in Chapter 9 to prevent the limit-cycle

problem discussed in Chapter 5.)
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In conclusion, we make the following observations and
recommendations, based on our experimental results:

1. 3-tap prediction produces better speech quality than 1-
tap prediction.

2. The pitch filter is almost always stable for the S-P
prediction sequence, but this 1is not so for the P-S
sequence. 3-tap switched prediction is a good solution
for the instability problem in the latter case.

3. The autocorrelation method is recommended for computing
the tap coefficients for the P-S sequence, while the
covariance method is recommended for the S-P sequence.
(For noisy-channel applications, use of the
autocorrelation method 1is recommended with either
prediction sequence; see Chapter 12.)

4. Pitch prediction alone does not provide satisfactory
speech guality, as the output speech contains discrete
distortions such as pops and clicks.

As will be seen later on in this and several subsequent chapters,
pitch prediction, when added to any of the other coding methods,

produces better speech quality.

8.3 Segmented Quantization

8.3.1 The Method

The SQ method proposed in [27] employs a nonuniform
quantizer and a fixed-length code. The analysis frame is divided
into several equal-length segments, and one value of quantizer

gain G is computed for each segment. This makes the quantizer
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step size adapt rapidly to local variations in the energy of the
residual samples. The gain over the whole frame is computed,
coded, and transmitted; in addition, the segment gain parameters
are computed and their deviations from the (quantized) whole-
frame gain (or "delta gain" values) are also transmitted. 1In our

experiments, we used as many as 10 segments.

Ideally, the gain and the delta gain values should be
computed for the APC residual, rather than from the first (or the
second, with pitch prediction) residual. Since computing the APC
residual requires the use of the quantizer, we have a "chicken-
or-the-egg" problem, As a suboptimal solution to this problem,
the so-~called two-spin method is proposed in [27], in which the
APC loop is run once with the quantizer gains obtained from the
first residual and the resulting APC residual 1is used in
computing an improved estimate for the gains. Except on one
occasion (see Section 8.3.3), we used the simple method of

computing “he gains from the first residual.

8.3.2 Pitch Prediction with Segmented Quantization

The development and extensive investigation of the composite
scheme PP-SQ have produced several important results in this
work. First, the PP-SQ scheme is computationally the simplest of

all the composite schemes we have considered. Second, it is the
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only composite scheme that produces a fixed-length code for the
residual samples, albeit it offers only two useful codelengths (3
and 4 levels) for a reasonable 16 kb/s coder design. Third, we
chose the PP-SQ method for the final design of a robust 16 kb/s

APC coder (see Chapter 12).

The SQ method generally provides better results for male
speakers than for female speakers, since the dynamic range of the
amplitudes of the APC residual within a pitch period is larger
for males. The PP-SQ method yields good performance for all
speakers, since pitch prediction removes the large peaks of the
APC residual at the pitch pulses, and normalization over
individual segments rather than over the whole frame provides a

better tracking of the short-term amplitude variations of the APC

residual.

For the PP-SQ method, the values of gain and delta gains are
computed from the second residual E2(z). We found that the delta
gains took values over a wide range from about -25 dB to about 5
dB. But, our experiments have shown that satisfactory
quantization of the delta gains can be achieved using only 2 bits
per delta gain. The nonuniform quantization of the delta gains

that we chose from among several other methods is given in Table

4.
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Quantizer Level Quantizer
Input Output
0 -8.0
-5.0
1 -3.0
-1.0
2 2.0
3.5
3 5.5

TABLE 4. Nonuniform guantization of delta gains

8.3.3 Experimental Results

In one test involving the SQ method with 10 segments and a
4-level nonuniform residual quantizer, we found that the output
speech contained several beeps over the six sentences (from the
high-quality data base) we processed, because of low values of
the W/Q ratio and the resulting excessive quantization-noise
feedback. When we used the two-spin method for computing the
delta gains, the beeps were replaced by loud scratchy noises. We
point out that this excessive noise-feedback problem in this case

can be effectively solved by the use of a limiter as discussed in
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Section 9.3. Although the beeps were not produced at the output
when we used the limiter, the <9granular noise remained at an
objectionably high level. We conclude from this and other testc

that the SQ method alone is inadequate.

Before we present the experimental results for the PP-SQ
method, we introduce a convenient notation. In this notation,
PP3-5Q10, for example, denotes the PP-SQ method with 3-tap pitch
prediction and 10-segment segmented quantization. 1In our initial
tests of the PP-SQ method using a 3-level quantizer, we
encountered severe problems of 1limit cycles at the quantizer
output. In the next chapter, we present effective ways of
preventing the limit cycles. For the rest of this subsection, we

consider the use only of a 4-level guantizer.

To investigate the performance effect of varying the number
of taps and the number of segments in the PP-SQ method, we tested
6 APC coders obtained by considering two values for the number of
taps (1 and 3) and three values for the number of segments (1, 5
and 10). We used a frame size of 25.5 ms and quantized all the
parameters except the delta gains. The S/Q ratios computed over
six utterances are given in Fig. 10 for these <six coders.
Relative speech-quality judgments obtained via informal listening
are also shown in Fig. 10. Adding segmented quantization (SQ5 or

SQ10) to pitch prediction (PPl and PP3) removed certain "tinkling
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FIG. 10. S/Q ratios and relative speech-quality judgments
for 6 PP-SQ APC coders. The number given within
parentheses next to each node is the S/Q ratio
for the corresponding APC coder. The arrow shown
between each pair of APC coders points to the
coder judged to produce better speech quality. :
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sounds"” from the output speech and also provided a clear
improvement in perceived speech quality. Increasing the numbar
of taps from 1 to 3 generally provided clear improvement only for
the 5-segment case. Increasing the number of segments from 5 to
10 yielded a modest improvement for the 1-tap case and only a
marginal improvement for the 3-tap case. Of the 6 APC systems,

PP3-SQ5 and PP3-SQl0 produced the best overall speech quality.

8.4 Entropy Coding

8.4.1 The Method

This method, described in detail in [5], uses a uniform
quantizer with a large (fixed) number of levels to avoid clipping
completely. To obtain an average data rate of about 2
bits/sample, the method uses variable-length Huffman or entropy
coding ([28]. In entropy coding of the residual, frequently
occurring residual values (those close to zero) are coded with a
small number of bits, and infrequently occurring values (large
amplitudes, usually 1in the «clipping range of fixed-length
quantizers) are coded with a large number of bits in such a way
that the average bit rate is minimized. Following reference [5],

we used a (suboptimal) relf-synchronizing entropy code, with

codewords given by: 0, 10, 110, 1110, etc., because of our noisy-
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channel application. Notice that in case of a channel bit-error,
the decoding error is in the form of either merging two residual

samples or splitting one into two.

The fixed step size of the uniform quantizer is a parameter,
whose value 1is experimentally computed to obtain the desired
average number of bits/sample. Increasing the step size
decreases the entropy of the code by forcing more samples into
the level coded with one bit; this decreases the required average
number of bits per sample. Similarly, decreasing the step size
increases the average number of bits per sample. With the
adaptive quantizer in Fig. 2, changing the quantizer step size
can be accomplished by changing the gquantizer gain G. To
interface the variable-rate coder to a fixed-rate channel, we
require variable-to-fixed rate conversion, which is described

next.

8.4.2 Variable-to-Fixed Rate Conversion

The scheme we used for achieving this conversion was
developed as part of another government contract at BBN [29]. 1In
applying this scheme, we made some modifications to improve its
performance. Described below 1is an outline of the rate

conversion scheme.

T
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The scheme forces the number of bits to be a constant at
each frame by changing the gain factor in front of the quantizer

and repeating the analysis of the APC loop for the whole frame.

The new residual thus obtained is coded and the number of bits i
used is computed. The process is repeated iteratively until the
desired convergence 1is achieved. As a practical matter, we
limited the number of iterations to 5. At the end of the 5th
iteration, the method chooses the gain value that yielded a
number of bits that is closest to, but not exceeding, the desired
number; the difference is made up by inserting one-bit codes or
"filler bits." The analysis of the APC loop is then repeated
with this final gain value; this step avoids having to store all
the intermediate residual codewords obtained in the five
iterations. In case all five iterations provided total bits for
the frame above the desired value (which we encountered a few
times in our experiments), the method chooses the one that came
closest to the desired number and discards as many of the
residual samples from the end of the frame as required. The

discarded samples are assumed to be zero at the receiver.

The gain adjustment mentioned above is performed using a )
procedure outlined next. Denote by dB the difference between the
actual number of bits provided in an iteration and the desired

number. During the initial iterations, until a "zero-crossing”

centtiiansiNi,
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is obtained in the sense that d8 changes sign, the method adjusts
the gain using a modified version of the so-called 6 dB/bit rule,
i.e., the gain adjustment in dB is given by (6+|dB|/20)dB/N,
where N is the number of samples in the frame and the term
|dB|/20 is the modification we found to yield good convergence.
Once the "zero-crossing”" is obtained, the method adjusts the gain
using the modified false position method of computing the zero of

a function [30].

Since the number of bits used per frame is quite sensitive
to even small changes in the gain G (e.g., 0.1 dB), we use the
unquantized G at the input of the quantizer and the gquantized G
at its output (see Fig. 2); to minimize the mismatch between the

two gain values, we use 10 bits for quantizing G.

8.4.3 Experimental Results

In testing the variable-to-fixed rate conversion scheme, we
found that the number of levels used by the guantizer had to be
increased from the previously used value of 19 to 43, to produce
about the same perceived speech quality as from the free-running
variable-rate system. The S/Q ratio, however, dropped about 1
dB, because of the gain or step size adjustment required by the
rate conversion scheme. The transmission rate of the filler bits

was found to be about 5 bits per frame or about 200 b/s.
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We combined pitch prediction with entropy coding to produce
the composite scheme EC-PP. Our investigation has clearly shown
that for the same bit rate, EC-PPl produces better speech quality
than EC, and EC-PP3 produces further improvement over EC-PPl. 1In
one test, we used a frame size of 25.5 ms and 1l-zeroc noise
shaping. The three 16 kb/s coders, EC, EC-PPl, and EC-PP3,

yielded the S/Q ratio values: 19.9 4B, 20.8 dB and 21.2 4B.

Use of noise shaping in the entropy coding method produced
significantly better speech quality in the form of reduced
granular noise relative to the case without noise shaping. We
report an interesting experiment that demonstrates the importance
of the type of noise shaping used in the EC method. In the
initial stages of this work, we mostly used the 1l-zero noise
shaping method. With this noise shaping, the 4-level PP1-5Ql0
method with a S/Q ratio of 18.2 dB produced a perceivable speech
quality improvement (in particular, reduced guantization noise)
over the EC-PP3 method with a S8S/Q ratio of 21.2 4B,
notwithstanding the S/Q ratio difference of 3 dB., However, when
we later used the pole-zero noise shaping method we observed a
reversal in the speech quality ordering of the two coders. The
EE~PP3 system with pole-~zero noise shaping (w=800 Hz) yielded a
reduced S/Q ratio of about 19.0 dB, but produced speech tlat was

significantly better than from the same system with l-zero noise

shaping.
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8.5 Pitch~Adaptive Coding

The original idea (see Section 8.5.1) that led to our
development of the PA method described below was recently
proposed in ([31], as a way of efficiently allocating the
available bit-rate resource for time-domain residual
quantization. The basic PA method we describe in Section 8.5.2
is far simpler in both side-information transmission requirements
and computational complexity than the method proposed in [31]).
Also included in Section 8.5.2 is a simple method of obtaining a
fixed number of bits/frame. We have made several modifications
to the basic PA method, producing a viable and effective pitch-
adaptive coding method that includes pitch prediction and pitch-
synchronous segmented quantization (rather than the timé-
synchronous SQ discussed above in Section 8.3). This novel PA-
PP-SQ coding method represents a significant contribution of this
work. This notation, although 1long, allows us to specify
conveniently the number of segments in a pitch period, the number
of pitch taps, and the number of trénsmitted delta gains (e.g.,
PA4-PP3-SQ3). Since the development of the PA-PP-SQ method was
based on the experimental results from our earlier versions of
the PA method, we present below the experimental results as part

of the initial subsections (unlike in the previous Sections 8.2-

8.4).
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8.5.1 1Itakura’s Method

This method divides each pitch period of the first (LPC)
residual into a small number, e.g., 4, of equal-length segments.
The energy per sample E; is computed for each segment. Let B; be
the number of bits used to quantize the residual samples in the
ith segment, where i =1,2,3,4. For convenience, the indexing is
chosen such that E;>E,>E;>E,. Let By be the average of the four
B; values. If the pitch period is M samples, the problem is then
to allocate the MB, bits so that the mean-square quantization
error is minimized. It can be shown [6] that for the optimal

case, the mean-square errors in individual segments should be

equal, and B; is given by

I = >

1/4
E ) /4. (31)

k

This means that the segment containing the pitch pulses (segment
numbered 1) 1is assigned the maximum number of bits, and the

segment numbered 4 is usually assigned the fewest bits.

The side information transmitted to the receiver consists of
the following quantities: pitch period value(s) and as many sets
of E; and of locations of segments as there are pitch periods in

the frame. The method requires the calculation of one bit

assignment per pitch period at both the transmitter and the
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receiver, The details of locating pitch periods and locating
segments within a pitch period are not given in [31l]. Also, the

reference does not consider the issue of fixed-rate transmission.

We make two remarks on Itakura“s method. The first remark
deals with the apparent similarity between this method and ATC.
There is an important difference between the two methods: ATC
operates in the frequency (transform) domain, while the above
method functions in the time domain., In ATC, some formant peaks
may fade in and out of a frequency band, which causes time-
varying effects usually perceived as clicks. Such fade-in and
fade-out events can also occur in the above method, but they
happen in the time domain and thus may not produce a perceptually
degrading effect. Second, although Itakura’s method computes

pitch, it does not use pitch prediction.

8.5.2 Basic Pitch-Adaptive Method

The basic PA method employs a forward-adaptive nonuniform
quantizer that uses a variable number of bits/sample. Unlike the
EC method, this method uses only a small number (e.g., 4) of

code-lengths for the residual samples.

Figure 11 illustrates the basic PA method by means of a 4-

segment example. As shown in the fiqure, one value M of the
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'

pitch period is used in dividing the whole frame into segfents of
M/4 samples each. The segment at the end of the frame has fewer
than M/4 samples. We explain later how to acccmmodate cases
where M/4 is not an integer. For the example in the figure,
segments numbered 1 are quantized using 3 bits, segments numbered
2 and 3 are gquantized using 2 bits, and segments numbered 4 are
quantized using 1 bit. The average number of bits per szmple is
approximately 2. This allocation of bits among the segments,
denoted by {3,2,2,1} for this example, is fixed in time, so that
this information is not transmitted to the receiver. The side
information to be transmitted to the receiver consists Qf three
quantities: the pitch period M, the location L of the beginning
of the very first segment numbered 1, and a 1-bit code to be
defined in the next subhsection. Notice that L can take only 4
values: 0, M/4, M/, and 3M/4. For the frame shown in the
figure, L=3M/4. For the 4-segment example, L is transmitted

using 2 bits.

Let us consider the case when M/4 is not an integer. If
(M-J)/4 is an integer, where J can be 1, 2, or 3, then 3 of the 4
segments over each pitch period are chosen with (M-i)/4 samples.
The segment with the assigned bits per sample closest to the
tesired average bits per sample is made to contain J+(M-J)/4

symples,
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The above discussion has considered only voiced frames. The
case of unvoiced frames is treated as part of the next subsection

dealing with the procedure used to compute L.
8.5.2.1 Computation of the Location Parameter

Using optimal nonuniform unit-variance Laplacian
quantization, we have precomputed and stored in memory the
quantization tables corresponding to the varicus numbers of
bits/sample and the corresponding mean-square quantization
errors. For a given frame, we determine the optimal value of the
location parameter L as follows. For each allowable value of L,
which uniquely defines the segmentation procedure as discussed
above, we compute the average over different segments of the
quantity which is the product of the sum of the sqguares of the
residual samples in a segment and the stored mean-square
quantization error for that segment. This average error measure
is computed for two cases: nonuniform bit allocation among
segments (e.g., {3,2,2,1}), and uniform bit allocation (e.g.,
{2,2,2,2}). The two cases are coded using a l-bit code U/NU
(uniform/nonuniform). The values of L and U/NU that yield the
least average quantization error are used in the PA scheme for
that frame. The inclusion of the uniform bit allocation case

allows handling of the unvoiced frames as well. The example
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uniform bit allocation given above, namely {2,2,2,2}, is clearly
for the case when the desired average over the frame is 2
bits/sample. If this average 1is not an integer, say, 1.75
bits/sample, then a bit allocation such as {2,2,1,2} may be used
for the "uniform"” option. 1In this last case, choosing an optimal

value of L is meaningful even for unvoiced frames.

Two remarks are in order. First, since L can take only a
small set of values (e.g., 4), an exhaustive minimization over
this set to compute the optimum L is quite reasonable. Second,
computation of segment energies for each L can be simplified by
computing once and storing the squares of all the samples over
the frame. (Segment energies by themselves cannot be stored

since segment widths and locations change with L.)
8.5.2.2 Variable-to-Fixed Rate Conversion

This procedure yields a fixed, prespecified number of bits
over each frame. Let B, denote the average number of bits per
sample corresponding to this desired total number of bits. For a
given value of L and the associated segment assignment, the
"ideal” periodic bit allocation is assigned for the same, and the
total number of bits used for the frame is computed. If this
total exceeds the desired number, the following action is taken.

Starting from the beginning of the frame, a search is made for a




..,
. —

.

Report No. 4565 Bolt Beranek and iJewman Inc.

segment boundary where a segment with its assigned pits/sample
less than the average By precedes a segment with its assigned
bits/sample equal to or greater than Bj. This segment boundary
is then shifted to the right (more precisely, towards the end of
the frame), to increase the size of the first segment by one
sample. If the resulting total is still too high, the segment
boundary is shifted again at a place one pitch period later. At
the end of the frame, if the total is still too high, the above
process is repeated. On the other hand, when the ideal bit
allocation mentioned at the beginning of this paragraph leads to
a total number of bits that is less than the desired total, then

the shifting of segment boundaries 1is done in the opposite

direction.

The above iterative process typically converges within a few
iterations. Unlike the procedure used in the entropy coding
method (see Section 8.4.2), this procedure does not actually
quantize the residual samples until the proper segment and bit
assignment have been decided; also, the individual iterations in

this method are relatively simple to perform.
8.5.2.3 Comparison with Segmented Quantization

For the PA method described above, each segment is made up

of similarly located samples from the successive pitch periods of
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a frame. 1In this sense, the PA method employs pitch-synchronous
segments. In contradistinction to this, the SQ method uses time-
synchronous segments. More important, on the one hand, the SQ
method, by using different quantizer gains over individual
segments, tracks the residual amplitudes by expanding or

contracting the quantizer step size. On the other hand, the PA

method uses the same gain and hence the same step size over the

whole frame, but tracks the residual amplitudes by increasing or
decreasing the number of bits., One can show that the PA method
gives a higher S/Q ratio than does SQ. The above interpretation
of pitch-synchronous segments was used in developing the PA-PP-SQ

scheme described in Section 8.5.3.
8.5.2.4 Experimental Results

In our experimental investigation of the basic PA method, we
found that the output speech contained occasional bheeps. When we
added pitch prediction to the PA method, this limit-cycle problem
was eliminated. However, in our tests, a 4-segment, l-tap PA4-
PPl method produced a S/Q ratio of only 17.1 dB. One reason for
this may be that the residual samples within a segment are
quantized using a unit-variance quantizer, but they do not have
unit variance. A solution to this problem, discussed in the next

section, is to employ segmented quantization, but using the pitch

synchronous segments just defined above in Section 8.5.2.3.

&
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8.5.3 Pitch Prediction and Pitch-Synchronous Segmented
Quantization

In this method, the quantizer of the APC residual uses for
each pitch-synchronous segment: (1) a different gain G, which is
computed from the second residual for the same pitch~-synchronous
segment; and (2) in general, a different number of bits/sample.
For those frames for which the uniform bit allocation is chosen
(see Section 8.5.2.1), the time-synchronous segmented

quantization method is used.

The resulting pitch-adaptive method, denoted by PA-PP-SQ,
was found to provide a significant increase in perceived speech
quality and S/Q ratio over the PA-PP method. For the l-tap, 4-
segment case with the fixed bit allocation {3,2,1,2}, the PA4-
PP1-SQ4 method produced a S/Q ratio of 19 dB, which is 1.9 dB
higher than the S$S/Q ratio of the PA4-PP1l method. As another
interesting comparison, the l-tap pitch prediction alone produced

a S$/Q ratio of only 15.3 dB.

We performed several experiments to investigate various
aspects of the PA-PP-SQ method. The results of all but two
experiments are stated below briefly, followed by a discussion of
the other two experiments.

l. Transmission of M/4 (for the 4-segment case) instead of

M, to save bits required for pitch transmission,
produced perceivable speech-quality distortions.

.-
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2. Transmission of the location parameter L using 3 bits
instead of 2 bits, for the 4-segment case, did not
yield any perceivable improvement 1in the speech
quality. (Note that by increasing the accuracy of L,
the segmentation procedure allows the frame to begin
with a less-than-full segment.)

3. For an average of about 2 bits/sample, out of the
several 3-, 4-, and 5-segment cases we tested, we found
that the 4-segment case with the nonuniform bit
allocation {3,2,1,2} produced the highest S/Q ratio.

4. No perceivable speech-quality degradation resulted when
we combined, for the purpose of segmented quantization,
segments within a pitch period with the same number of
bits per sample. This means, for the example with the
bit allocation {3,2,1,2}, only 3 delta gains need be
transmitted., We denote this case explicitly with the
notation PA4-PP1-SQ3, for example.

S. Delta gains can be coded using 1 bit for the 1l-bit and

2-bit segments, and using 2 bits for segments with
larger number of bits/sample.

Comparison with Time-Synchronous Segmented Quantization: In

this experiment, we used time-synchronous segmented quantization
for all frames rather than only for frames using uniform bit
allocation. The segments that this method considers for
amplitude normalization are different from those that the above
PA method considers, for nonuniform bit allocation. The results
of our experiments showed that for the 4-segment case, pitch-
synchronous SQ was better than time-synchronous S5Q. The former
method produced, as noted above, an S/Q ratio of 19 4B. To
produce the same value, the number of segments for the time-

synchronous method had to be increased to 10.
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Adaptive Bit Allocation: In this experiment, we used an

adaptive, rather than a fixed, bit allocation, to track frame-by-
frame variations in the residual amplitude envelope. A two-bit
code was transmitted to indicate which of the following four bit-
allocations the current frame employed: {3,2,2,1}, {3,2,1,2},
{3,1,2,2}, and {2,2,2,2}. The adaptive scheme produced only a
slight improvement in perceived speech quality (and about the
same S/Q ratio) over the fixed case, We feel that the added

complexity is not justified by the small improvement.

8.6 Segmented Quantization with Bit Allocation

8.6.1 The Method

The SQ-BA method employs a nonuniform quantizer that uses a
variable number of bits/sample. This method divides each frame
into a fixed number, N, of equal-length segments. The samples in
segment 1 are quantized using B; (an integer) bits. The bit

" allocation to be used {Bi' 1<i<N} is coded and transmitted each
frame as side information. A set of optimal n nonuniform unit-
variance (Laplacian) quantization tables are stored in memory,
where n is the number of distinct values of B;. In the coding
and decoding of the residual samples in the i-th segment, the

quantizer gain corresponding to that segment and the quantization
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table corresponding to B; are used. For the case B;=0, all
samples in that segment are decoded as zero. Thus, we have
combined adaptive bit allocation with segmented quantization,
using the same segments for both operations. As discussed below,
the quantizer gain of each segment can be obtained from the bit
allocation {Bi} and the overall gain of the frame. Therefore, a
single set of codewords is used to transmit both the bit

allocation and the segment gains.

Figure 12(a) depicts an APC-NF system using the SQ-BA method
(with pitch prediction). In the figure, Q; indicates an i-bit
quantizer, and the segment bit allocation indicated by the dashed
double lines controls the choice of the quantizer via the switch
arrangement shown. Figure 12(b) shows the bit allocation for the

10 segments for a frame.

The bit allocation in each frame is chosen to minimize the
mean-square guantization error under the constraint that the
total number of bits per frame be equal to a given value. The
method we have used for determining such an optimal bit
allocation is similar to the one used in ATC [6]. Briefly, the
optimal allocation is B;=By+(P;-P)/S, where B, is the average
number of bits per sample, P, is the gain Gy in dB of segment i,

P is the geometric mean of the segment gains, (i.e., the average

of Py 1<i<N), and S is a constant equal to 6 (dB/bit) for fine
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uniform quantization. For coarse or nonuniform quantizers, the
value of S must be chosen experimentally. The set ofBi'snmst be
rounded to integers and still satisfy the constraint on the total
number of bits per frame. To do this, a simple iterative
algorithm is used, which typically requires only a small number
of iterations. A step-by-step description of the bit-~allocation
algorithm is given in Fig. 13. Notice that Steps 9 and 10 in
this figure give the expressions for the segment gains to be used
in the amplitude normalization of the segment residual samples.
Since the bit allocation {Bi' 1<i<N} and the gquantized frame gain
5 are transmitted to the receiver, the segment gains éi are also

computed at the receiver from the same expressions.

Below, we make several remarks comparing the SQ-BA method
just described and the other coding methods. First, the SQ-BA
method is different from the SQ method in at least two ways: (1)
a variable number of bits/segment rather than a fixed number and
(2) transmission of the segment gains via the bit allocation

rather than via the delta gains.

Second, although the SQ-BA method uses a bit-allocation
procedure similar to the one used in ATC, there are significant
differences between the two approaches. The question of time-
domain versus frequency~domain coding has already been discussed

in Section 8.5.1. With the algorithm used in ATC, the segment

79




Report No., 4565 Bolt Beranek and Newman Inc.

4. B; = By + (Py-P)/S
B = [Bi] (truncation)
N

Bi—BO

Zl

6. &g
k=1

7. If |M| >e (tolerance), go to Step 3
8. Quantize P to P

9. PBj = P + S(By-By)
10. G; = 10Pi/20

FIG. 13. A step-by-step description of the bit-allocation
algorithm used in the SQ-BA method.
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gains would be coded and transmitted directly; the bit allocation

would then be determined from the set of decoded segment gains by

means of the algorithm, which would be used 1in both the

transmitter and the receiver. In the SQ-BA method described
above, the bit allocation is computed only at the transmitter
from the unquantized segment gains and explicitly transmitted to \
the receiver. Segment gains to be used in both the transmitter
and the receiver are computed from the bit allocation as
explained above. The difference between these two approaches is
apparent in the presence of channel bit-errors. In the ATC N
approach, a single bit-error on a segment gain may cause errors
in any or all of the Bi's computed at the receiver. Thus, the ‘
single bit-error can 1lead to erroneous decoding of all the :
samples in that frame. In the approach we have used, a single
bit-error causes erroneous decoding of only the samples in the

corresponding segment and in the segments that follow.

Finally, we have developed the SQ-BA method (1) as an
alternative to the entropy coding method in terms of producing
both less computational complexity and potentially better

channel-error performance and (2) as an alternative to the pitch- LA

adaptive method in terms of providing an easier implementation on 4
the MAP-300 array processor. The data-dependent segment sizes

and locations, among other things, make the PA method extremely

difficult to implement on the MAP.
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8.6.2 Experimental Results

The SQ-BA method without pitch prediction produced
noticeable roughness in the output speech; the roughness was
eliminated when we added pitch prediction. The effect of the
number of pitch filter taps for the PP-SQ-BA system on speech
quality was found to be the same as for the PP-SQ system. Under
the 16 kb/s constraint, 3-tap pitch prediction produced better
speech quality than 1l-tap prediction. We briefly experimented
with the choice of the possible values for the number of
bits/sample B;. Considering 4 values, we tested the two sets:
{0,1,2,3} anda {1,2,3,4}. The first set produced significantly
higher S/Q ratios than the second set, under all conditions we
tested. We also investigated the use of only 2 values {1,2} for

B.

i* This case produced lower S/Q ratios than the above two

cases.

If 10 segments are used, the average number of bits/sample
By can be any multiple of 0.1 (e.g., 1.8, 1.9, etc). This
flexibility gives a wide choice of systems for investigating the
tradeoff involving frame size, number of taps, and B, (see
Section 10.5 for more results). 1In one test, we employed 5-tap
pitch prediction and found that at 16 kb/s it produced similar
quality to that from the 3-tap case. In another test, we

observed that using a frame size of 27 ms or larger caused
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"clicks" and "dropouts"™ in the perceived speech. These
degradations were mitigated but not eliminated by increasing the

number of segments per frame,

We experimented with different types of nonuniform
quantizers, We found that using a Gaussian quantizer produced
speech of similar quality but a slightly lower S/Q ratio than
using a Laplacian quantizer. In another experiment, we used a
Gaussian 1-b;t quantizer, a Laplacian 2-bit quantizer, and a
gamma 3-bit quantizer. This resulted in lower speech quality but
a slightly higher S/Q ratio, as compared to the case of all
Laplacian quantizers, We used the original scheme wusing
Laplacian quantizers in our subsequent work. For Laplacian
guantizers, the value S5=4.0 dB/bit was found to give the best
results. (The parameter S is used in Steps 4 and 9 shown in Figqg.

13.)

In all our tests of the PP-SQ-BA method, we found that it
produced S/Q ratios approximately equal to or less than those
from the PP-SQ method under similar conditions, although the
speech quality produced by the former method was similar to or
sometimes better than that given by the latter method. While we
have not thoroughly investigated this issue of unexpectedly low
S/Q ratios, we feel that a possible explanation for its cause is

that the bit allocation computed from the second residual does
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not adequately match the APC residual, since the two residuals ?1

can have different segmental amplitude variations.

[
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9. LIMIT-CYCLE BEHAVIOR OF THE APC SYSTEM

9.1 Discussion of the Problem

As reported in Chapter 5, when the feedback gain Gp of the
APC loop is positive, the gquantization noise Q(z) builds up to
excesive values, causing the quantizer output &(z) to exhibit a
limit-cycle behavior. Depending on the severity and duration of
this behavior, the coder output is perceived as the non-speech-
like sounds beeps and glitches or as speech containing discrete
distortions e.g., clicks, pops, etc. We noted in Chapter 5 that
positive values of Gp are caused by excessive values of the power
gain of the filter F1 = ABC-~1l, inadequate quantization accuracy
(which results in low values of the W/Q ratio), or both. In the
last chapter, we reported that the basic versions of several of
the residual coding methods provide inadequate quantization
accuracy and hence cause varying extents of the limit-cycle
problem. The various composite coding methods, on the other
hand, were found to nearly eliminate the limit-cycle problem,
provided the coder uses (1) the P-S prediction sequence and (2)
an average number of bits/sample close to 2. Considering the
issue of power gain, we reported in Chapter 7 that noise shaping
helps to reduce the power gain. In fact, it was found that

increasing the amount of pole-zero noise shaping by increasing
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the bandwidth parameter w from 200 Hz to 800 Hz eliminated the
limit-cycle problem in an entropy-coding APC system, in which,
because of its high W/Q ratio, the limit-cycle problem occurs
only very infrequently. For all other coding methods we
investigated, noise shaping by itself does not provide sufficient
reduction in the power gain. In this chapter, we discuss two
other methods for reducing the power gain: high-frequency

correction (Section 9.4) and preemphasis (Section 9.5).

The limit-cycle behavior can also be triggered if the pitch
prediction filter used within the APC loop is unstable. (The
spectral filter is always stable since we use the autocorrelation
method of linear prediction.) As we reported in Section 8.2, the
switched prediction method provides pitch filter stability

without perceivably degrading the coder performance.

Another approach towards solving the 1limit-cycle problem,
discussed below in Section 9.3, is to limit or clamp the filtered
guantization noise at some value when it is building up. Before
we discuss this approach and others mentioned above, we present
in the next section our experimental observations regarding the
extent of the 1limit-cycle problem for the ¢two prediction
sequences. Throughout our experimental investigation of the

limit-cycle behavior of APC, we used several test cases to

examine if and how a given approach to cure the problem

i O it
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controlled the extent of the problem. Some of these test cases
are mentioned below as part of our presentation of the

experimental results.

9.2 S-P versus P-S Prediction Sequence

At the beginning of this project, we used only the S-P
prediction sequence. While the entropy-coding method with a
large number of Gquantizer 1levels produced no limit-cycle
problems, the fixed-length coders that we subsequently
implemented caused severe distortions to be perceived in the
output speech. For example, the PPl system using 2 bits/sample
and 25.5 ms frame size produced loud beeps in the output speech
at the rate of one or two per sentence, with each beep lasting
about 50 ms. Even with 4 bits/sample, we encountered one beep
over 6 sentences of a total duration of about 15 sec. Limit-

cycle problems were also encountered with the PP-SQ system.

When we switched to the P-S prediction sequence, we found
that for the case of 2 bits/sample, all non-speech-like sounds
were eliminated, and the discrete distortions were significantly
reduced. The primary reason for this improvement is that using

the P-S sequence produced power gain values that were about 1-2

dB lower than those obtained using the S~P sequence. However,
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the PP3-SQ10 system with the P-S sequence, a 3-level quantizer,

and a frame size of 18 ms still produced beeps at the output.

In summary, the S-P prediction sequence is more 1likely to
encounter the limit~cycle problem than the P-S sequence, since

the former yields higher power gain values.

9.3 Saturating Limiter

In this method, the magnitude of the filtered quantization
noise is limited to some reasonable value [1l1]. The APC-NF
configuration shown in Fig. 5 serves best to explain the idea of
this method and to suggest a way of computing the value of the
limit, Since the APC residual W(z) 1is given by Egq. (9), by
limiting the magnitude of the filtered noise F(z), we can ensure
that W(z) is not dominated by the quantization noise. Eq. (9)
also suggests that the filtered noise samples f(n) may be limited
in magnitude to O times the rms value of the second residual
E2(z). Notice that this rms wvalue is already computed for
setting the quantizer gain. As in [11], we used a value of 6=2.
We interpret the saturating limiter as serving the role of a

"safety valve."

We implemented the limiter first in the APC-NF configuration

and investigated its effectiveness in several test cases. The
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first case we considered is an SQ10 coder (with no pitch
prediction) using 2 bits/sample and 25.5 ms frame size. Without
the limiter, this coder produced about 1~2 beeps per sentence. |
Use of the limiter in this coder was found to entirely eliminate

all beeps and other discrete distortions. The S/Q ratio dropped

slightly from 16 4B (no limiter used) to 15.8 dB (limiter used).
Another interesting case we tested is a PP3-SQ4 coder using the
P-S sequence, with 3-level quantization and 19.5 ms frame size.
In this case, we found that the limiter was activated for about
0.3% of the filtered noise samples., The S/Q ratio dropped from
ﬁ 14.9 dB to 13.2 dB because of the limiter. Using the limiter in
this case eliminated all the beeps and other discrete
distortions, but some of the processed sentences sounded
objectionably reverberant. The reverberant quality is due to the
periodic propagation by the filter 1/C(z) of the clipping
"errors" introduced by the limiter. This fact can be easily

shown as follows. The limiter”s output can be written as
F”(z) = F(z) + D(z), (32)

where D(z) is the limiter-caused clipping noise. From Fig. 5, we

obtain

E2(z) + F (2)
A(z)C(z)S(z) + [A(z)C(z)B(z)-1]Q(z) + D(z). (33)

W(z)

89

A




E

Report No. 4565 Bolt Beranek and Newman Inc.

From the receiver shown in Fig. 1, the output speech R(z) is

given by

R(z) = [1/C(z)][1/A(2)][W(z)+Q(2Z)]. (34)

Using (33) in (34), we obtain

R(z) S(z) + B(z)Q(z) + [1/C(z)][1l/A(z)]D(z). (35)

Thus, the reconstructed speech has a component that is the
clipping noise D(z) filtered by 1/A(z) and 1/C(z). This explains
the cause of the reverberant quality mentioned above. It can be
easily seen that the only way to avoid this problem is to avoid
placing the limiter in the path of the pitch predictor within the
APC loop. Such a limiter placement is possible for the APC-PF
system with either of the two prediction sequences and for the
APC-HF system with the S-P sequence. The output speech

expressions in the two cases are given below:

R(z) = S(z) + B(z)Q(z) + D(z), (APC-PF) , (36)

and

R(z) = S(z) + B(z)Q(z) + [1/A(z)]D(z2), (APC-HF). (37)

Notice from (37) that the clipping noise 1is shaped by the
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spectral filter for the APC-HF case. Our experiments showed that
the limiter used in the APC~PF configuration did not produce any
appreciable effect in terms of alleviating the limit-cycle
problem. As expected, using the limiter in the APC-HF system did
not produce any reverberant guality, and it reduced the severity

of (and in some cases eliminated) the limit-cycle problem.

9.4 High-Frequency Correction

This technique, proposed in [11], is a way of reducing the
power gain of the predictor A(z), Gp (A) . Notice that Gp(A) is
simply the integral of the power spectrum of A(z). This inverse
spectrum has large amplitudes at the high frequencies near the
cutoff frequency of the anti-aliasing (A/D) lowpass filter; the
large amplitudes are primarily due to the nonideal lowpass
filters. Reference [1ll] suggests a simple and effective method
of reducing Gp(A). 1In this method, the high-frequency amplitudes
of the power spectrum of the signal used for LPC analysis are
increased ("corrected") by digitally adding to that signal a
highpass-filtered white noise. Since we use the autocorrelation
method of LPC analysis, the high-frequency correction (HFC)
method reduces to a simple procedure of modifying the
autocorrelation coefficients R(k), O<k<p, used for LPC analysis

as follows:
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R(k) = R(K) + W,R(0)B(k), 0<k<2,
R(k) = R(k), 3<k<p, (38)

where
p(o) = 3/8, B(l) = -1/4, B(2) = 1/16,

and Vp is the normalized error [13] of the linear predictor for
the unmodified case, which is computed by solving the
autocorrelation normal equations. Thus, the above HFC method
requires solving the normal equations twice, once for the
unmodified case and once for the modified case. (See Section
16.1.1 for a simplified HFC procedure that we have recommended
for the real-time implementation.) Notice from (38) that the
parameter XA controls the amount of high-frequency correction.

From our experiments, we found that the choice A=0.05 suggested

in [11] was quite reasonable.

When we used the HFC procedure in the PP and PP-SQ systems
using 2 bits/sample and the S-P sequence, the intensity of the
beeps heard at the output was reduced, but the beeps were not
eliminated. For the 4-level PP-5Q systems using the P-S
sequence, adding HFC eliminated several of the discrete
distortions. However, for the 3-level PP3-SQ4 system mentioned
above in Section 9.3, the use of HFC was found only to reduce the

number and intensity of beeps in the output speech. While the




Report No. 4565 Bolt Beranek and Newman Inc.

HFC technique by itself does not solve the limit-cycle problem,
it is quite effective 1in reducing the power gain, and yet it
gives only a small drop in the S/Q ratio for frames not having

excessive power gain.

9.5 Preemphasis

1

Preemphasizing the input speech with a filter (l1-gz2~
reduces its spectral dynamic range and hence reduces the power
gain of A(z). The decoded speech at the receiver is deemphasized
using the filter 1/(1-Yz"1). There are several ways of choosing
B and Y: B fixed at a chosen value, £ adaptively chosen as
-R(1)/R(0), where the R”s are the autocorrelation coefficients of
the input speech signal, ¥ =g, ¥ = 0 (no deemphasis), Y < g.
The adaptive preemphasis method has the effect of maximally
reducing the power gain, but, as it employs values of B close to
1 for most voiced sounds, the deemphasized output speech was
found to have a significant amount of low-frequency roughness and
rumble. We found that a fixed value of B=0.4 is a good
compromise in that when used in conjunction with HFC, preemphasis
eliminated all the discrete distortions in the output speech and
introduced only a small amount of roughness. The choice of Y<8
was found to reduce the roughness slightly relative to what we

perceived for y=8, but the S/Q ratio was significantly lower for
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Y<g.

We used $=y=0.4 in all our subsequent experiments involving

preemphasis.

Below, we summarize our experimental results on preemphasis:

For systems using 3-level quantization (e.g., the PP3-
SQ4 system mentioned in Section 9.3), the use of HFC
and preemphasis effectively eliminated the beeps and
other discrete distortions. Even for 4-level systems,
the wuse of ©preemphasis reduced certain discrete

distortions.

With preemphasized input speech, the number of
instabilities of a multi-tap pitch filter (used in the

P-S sequence) was reduced.

The S/Q ratio was reduced by as much as 1 dB.

The output speech was perceived to be slightly rough.

When using preemphasis, as mentioned in Section 7.4,

pole-zerc noise shaping produced better speech quality ;‘

than the all-pole method, which produced better speech

quality than the l-zero method.
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6. Use of preemphasis in the PP-SQ-BA method (see Section

8.6) produced noticeable degradations at the output. |
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10. OPTIMIZATION OF CODERS FOR ERROR-FREE CHANNELS

Although the final goal of this work has been to develop a
robust APC coder for use over noisy channels, initially we
conducted the speech-quality optimization study for error-free
channels to investigate the speech quality that ¢the various
coding methods are capable of producing at 16 kb/s, without the
burden of the error protection bits. Also, we felt that
parameter tradeoff relations obtained in this study could be used
in narrowing the range of parameter values to investigate in the
subsequent optimization study for noisy channels. The results of
the study reported in this chapter and the recommendations given
in Section 10.6 should be useful in the design of 16 kb/s systems

for speech communication over error~free channels.

As we explained in the preceding chapters, there are several
residual coding methods and noise shaping methods to choose from,
and there are several parameters that affect the performance of
the APC system. Important among these parameters are: input
sampling rate FS, frame size (or transmission frame rate of coder
parameters), number of quantization levels per residual sample,
LPC order p, number of pitch-predictor taps, and parameters

required by individual residual coding and noise shaping methods

(e.g., number of segments). Parameters such as bandwidth w used
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in noise shaping are not transmitted and, therefore, are not
considered in the bit~rate tradeoff study. We reported our
choice of FS=6.67 kHz in Section 2.2. When we investigated the
choices p=6,8 and 10, we did not find any perceivable difference
between the three cases. We decided to continue the use of p=8.
The bit allocation for the various coder parameters is another
dimension that affects transmission rate. As reported in earlier
chapters, we chose a bit allocation that produced good results.
Table 5 summarizes the bit allocation for the different
parameters. Notice that individual APC systems use different
subsets of parameters given in Table 5. Below, we report the
results of our optimization study involving the remaining
parameters, separately for each of the four coding methods.
Since this study was conducted before we successfully resolved
the 1limit-cycle problem, we used the P-S prediction sequence,
without preemphasis, HFC, and limiter. Subsequent to the work
reported in the last chapter, we ran the optimized P-S coder
designs but with the S-P sequence. The results of this
experiment are reported in Section 10.5. Informal 1listening

tests were used to make all quality judgments reported in this

chapter.




e e .

Report No. 4565 Bolt Beranek and Newman Inc.
Parameter Name Bit Allocation Remarks
8 LARs 33 see Tables 1 and 2
Pitch 7 no gquantization needed
Quantizer gain 10 for entropy coding
6 for other methods
Pitch taps 4 for l~tap case
10 for 3~tap case
16 for 5-~tap case
Delta gains 2 each see Table 4
Location parameter 2 see Section 8.5.2
Segment bit allocation 2 each see Section 8.6

TABLE 5. Bit allocation for various coder parameters

10.1 Entropy Coding with Pitch Prediction

For entropy-coded systems, we conducted a tradeoff study
involving a total of 9 coders, obtained from three values of
frame size (19.5, 25.5 and 30 ms) and three conditions of pitch
prediction (no pitch prediction or 0O-tap, l-tap, and 3-tap). For
each of the 9 coders, we used l-zero noise shaping and the
variable-to-fixed rate conversion algorithm to adjust the
quantizer step size to produce a 16 kb/s data rate. The S/Q
ratios obtained for these 9 systems are given in Table 6. For

each frame size, we preferred the 3-tap system over the O-tap and
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l-tap systems. For the three 3~tap systems, the average number
of bits/sample used was found to be 1.9, 2.01 and 2,07,

respectively. Two 3-tap systems, one with 25.5 ms frame size and

the other with 30 ms frame size, were found to produce the best
overall speech quality. We investigated these two systems
further, using pole-zero noise shaping with various values of the
bandwidth parameter w. We found that the choice w=800 Hz produced
the best perceptual result, which was much better than what we .
obtained with l-zero noise shaping. The two 3-tap systems with
800 Hz pole-zero noise shaping produced S/Q ratios of about 19.0
dB (25.5 ms) and 19.3 dB (30 ms). We found the second 3-tap
system (30 ms) to produce marginally better speech guality than
the first (25.5 ms). For comparisons with other optimized

systems, therefore, we chose the EC~PP3 system with a frame size

of 30 ms.
Frame Size (ms)
No. of Pitch Taps 19.5 25.5 30
0 19.5 19.9 20.0
1 19.7 20.8 21.2
3 20.0 21.2 21.6

TABLE 6. S/Q ratios for the 9 entropy-coding APC systems, all
using l-zero noise shaping
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10.2 Pitch Prediction and Segmented Quantization

In Section 8.3.3, we reported the results of an experiment
involving 9 PP-SQ systems (three values each of the number of
pitch taps and the number of segments), all using a frame size of
25.5 ms. Although these systems did not have the same bit rate,
the individual bit rates were close to 16 kb/s. The two systems
PP3-SQ5 and PP3-SQl0 produced the best overall speech quality.
We then conducted a tradeoff study involving the three 16 kb/s
systems: PP3-8Q5 (25.5-ms frame), PP3-SQ10 (29.25-ms frame), and
PP1-SQ4 (22.5-ms frame). Comparative speech quality evaluations
indicated that the PP3-SQ010 system was the best. This system
produced an average S/Q ratio of 18.2 dB with the use of the 1-
zero noise shaping. The other methods of noise shaping did not

produce any perceivable speech quality improvement.

10.3 Pitch-Adaptive Coding With Pitch Prediction and Segmented
Quantization

For pitch-adaptive coding, we considered three 16 kb/s
systems trading off frame size, average number of bits/sample,
and number of pitch taps: (1) PA4-PP3-~-SQ3, bit allocation =
{3,2,1,2} with the average being 2 bits, and 25.5-ms frame; (2)

PAl10-PP1-SQ3, bit allocation 13,3,3,2,2,2,2,1,1,2} with the
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average being 2.1 bits, and 30-ms frame; and (3) PAS5-PP3-SQ3, bit P
allocation = {3,2,1,1,2} with the average being 1.8 bits, and

19.5~-ms8 frame. Since we combined segments with the same bit

allocation for the purpose of segmented Qquantization, we
transmitted only 3 segment gains in each of these three coders
(see Section 8.5.3). 1Informal listening tests indicated that the
first coder produced the best overall speech quality. This coder

produced an average S/Q ratio of 18.8 dB with the use of l-zero

noise shaping.

10.4 Segmented Quantization With Bit Allocation and Pitch
Prediction

For the PP-SQ-BA system, we investigated frame sizes less
than 27 ms (see Section 8.6.2), number of pitch taps equal to 1,
3, or 5, number of segments up to 10, and various segment bit

allocations. From this investigation, we found that the PP5-

SQ10-BA system with a frame size of 25.5 ms and bits/sample from
the set {0,1,2,3} produced the best overall speech quality. This
system used an average number of bits/sample By3=1.9 and produced 4

an average S/Q ratio of about 14.8 4B with l-zero noise shaping.
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10.5 The S-P Prediction Segquence

We re-investigated the above-described optimized coders
using the S-P prediction sequence and the APC-HF configuration.
For the EC-PP3 and the PP5-SQl0-BA systems, we used HFC, and a
limiter. For the PP3-SQ10 and the PA4-PP3-SQ3 systems, we used
preemphasis, HFC, and a limiter. 1In all the cases, we used pole-

zero noise shaping.

By and large we cobtained about the same speech-quality
performance from the S-P sequence as was observed using the P-S
sequence. However, there are three noteworthy differences
between the systems resulting from the two prediction sequences.
These differences, reported 1in the preceding chapters, are

summarized below:

1. Since the multi-tap pitch filter was found to be stable
for the S-P sequence, the switched prediction method,
which requires checking the stability of the pitch
filter and which is necessary for the P-S sequence (see

Section 8.2), is not needed for the S-P sequence.

2. With pole-zero noise shaping, the 5-P sequence leads to

a simple implementation, since A(z)B(z) reduces to

A(z/a) (see Section 7.3).

NPT
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3. With the use of the S-P sequence and the APC-HF
configuration, a limiter can be effectively used in the
noise-feedback path as a worthwhile precaution (see

Section 9.3).

10.6 Comparative Evaluation and Recommendations

We conducted informal listening tests to compare the four
optimized coders: (1) EC-PP3, (2) PP3-SQ10, (3) PA4-PP3-SQ3, and
(4) PP5-SQl10-BA. The output speech from the systems (2)-(4) was
slightly bhetter than from the system (1), but occasionally it
contained low-level discrete distortions, In contrast, the
entropy-coded system produced relatively smooth speech. While
the perceived speech-quality differences among the four systems
were small, three subjects, upon careful listening, rated them in
the following order from best to worst: EC-PP3, PA4-PP3-5Q3,
PP5~SQ10-BA, PP3-5Q10. From the viewpoint of minimizing
computational compluxity, the ordering of these systems is just
the reverse of the above order, with EC-PP3 being the most
complex system (because of its variable-to-fixed rate

conversion).

Comparing the output of each of the four systems against the

input speech using high-quality headphones with good low- and
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high-frequency response, we found that the EC-PP3 system produced
speech closest, but not identical (or transparent), to the

natural speech.

For 16 kb/s speech communication over error-free channels,
if computational complexity is not an issue, we recommend the use
of the EC-PP3 system. As for the specific configuration to use,
from the observations given in Section 10.5, we recommend the
implementation of this system using the S-P prediction sequence,
APC-HF configuration, high-frequency correction, and a limiter.
For noisy-channel applications, as will be seen in Chapter 12,

both the recommendations have to be modified.
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11. OPTIMIZATION OF ERROR-PROTECTED CODERS

In this chapter, we present the results of our parameter
optimization study, performed in the absence of channel errors,
of 16 kb/s APC systems in which bits have been allocated for the
error protection of coder parameters. The performance of the
error-protected APC systems in 1% channel error is the topic of
the next chapter. The objective of our work reported in this and
the next chapter was to develop a robust 16 kb/s APC coder to
operate over channels with bit-error rates of up to 1%. To meet
this objective, we experimentally optimized (1) the tradeoff
between the voice data rate and the error-protection data rate,
and (2) the amount of <error protection for individual
transmission parameters. In this chapter, we present several
error-protected APC systems for investigating the tradeoff (1)
above. We did not protect the coded APC residual. To partially
protect important parameters of the coder, we used the Hamming
(7,4) code, which protects 4 data bits by adding 3 parity bits;
this code detects and corrects all single bit-errors in the
resulting 7-bit codeword. In the APC systems reported below, the
number of protected bits per frame varies from 28 to 68. Our
choice of this moderate to substantial protection of the side-
information data was based on our previous experience [3]. We

conducted informal 1listening tests to compare these error-
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protected APC systems in the absence of channel errors. The
results are presented below separately for the three residual
coding methods discussed in Chapter 8. We did not include the
pitch-adaptive coding method in the channel-error study, since we
felt that its implementation on the MAP would be extremely
difficult. For the systems described in this chapter, we used

the P-S prediction sequence.

11.1 Entropy Coding with Pitch Prediction

To study the tradeoff between frame size and the number of
pitch-filter taps, we considered four systems: EC, EC-PPl, EC-
PP3, and EC-PP5. The details of these systems are given in Table
7. Notice that Items 3 and 4 given in the table are both EC-PP3
systems using different noise shaping methods. We used high-
frequency correction with »3=0.05 for all five systems in Table 7.
Notice that each of these systems protects a relatively large
number of parameter bits. To obtain a 16 kb/s data rate, we used
the variable-to-fixed rate conversion algorithm described in
Section 8.4.2. Table 7 also gives the average bits/sample used
by the individual coders. Systems 1-3 in Table 7 use l-zero
noise shaping. Among these three systems, we found that the EC-
PP3 system {(System 3) produced the best overall speech gquality.

When we used 800 Hz pole-zero noise shaping for the EC-PP3
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system, the S/Q ratio dropped from 20.1 dB (for System 3) to 17.7

e~ PP o ——— e o,

dB (for System 4), but the perceived background noise was
significantly reduced relative to the l-zero case. Comparing the
3-tap system (System 4) with the 5-tap system (System 5), we

found that the former system produced slightly better speech

guality.
|
Frame Parameter Bits Avg.Bits Noise S/Q Ratio

No. System Size(ms) Total Protected Per Sample Shaping (dB)

1 EC 25,5 43 32 1.97 l-zero 18.6

2 EC-~PP1 27.0 54 40 1.89 l-zero 19.5

3 EC~PP3 30.0 60 44 1.90 l-zero 20.1

4 EC-PP3 30.0 60 44 1.90 pole-zero 17.7
(800 Hz)

5 EC-PP5 30.0 66 48 1.86 pole-zero 17.6
(800 Hz)

TABLE 7. 16 kb/s error-protected entropy-coding systems

11.2 Pitch Prediction and Segmented Quantization

For the tradeoff study involving LPC order, number of pitch-
filter taps, frame size, number of quantizer levels per residual
sample, number of segments, and number of bits protected, we
considered eight 16 kb/s PP-SQ systems given in Table 8., For all

eight systems, we used preemphasis (8=0.4), high-frequency
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correction (a=0.05), and pole-zero noise shaping (w=800 Hz). The
first two systems use 3-level quantization and provide
substantial protection of parameters as in the entropy-coding
systems considered above. Of these two systems, the PP5-SQ10
system was found to produce speech with more clarity. Notice
that these two 3-level systems require block-coding of residual
samples; five residual samples are <coded wusing 8  bits,
Therefore, a single bit-error causes wrong decoding of five
samples. From our experience with the design of the 9.6 kb/s
baseband coder [3], we anticipated that such a block-coding
method would result in poor channel-error performance.
Therefore, we considered six systems (Systems 3-8 in Table 8)
using 4-level quantization. In choosing these six systems, we
varied the different coder parameters and provided, for the ratio
of the number of protected bits to the total number of parameter
hits per frame, a range of values from 28/58 (System 3) to 44/56
(System 8). Of these six systems, we found that the PP1-SQ4
system had the highest level of background noise. Comparing the
four systems with 33.75 ms frame size, we noted that the speech
from the PP3-5Q2 system (System 4) was somewhat rougher than from
the other three systems, and that these latter three systems
(Systems 5,6, and 8) produced about the same speech quality. The
speech from System 7 lacked the clarity produced hy the other

systems with smaller frame sizes, which indicated that the update
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rate for the parameters in that system was not adequate.
Therefore, Systems 5, 6, and 8 are our preferred choices of the
4-level systems. Of these three, System 8, which is the 6-pole
PP3-SQ3 system, provides the largest protection of parameter
bits. When we compared this 4-level system with the 3-level
system PP5-SQ10 (System 2), we found that the 4-level system
yielded slightly more natural-sounding speech than the 3-level
system. We note that the low S/Q ratio values for the systems in
Table 8 are primarily because of the noise shaping used.
(Without any noise shaping, the S/Q ratio of System 8 was found

to be 17.3 dB.)

LPC Frame No. of Parameter Bits sS/Q

Order Size Levels/ Total Protected Ratio
No. System {p) (ms) Sample (dB)
1 PP3-SQ4 8 19.5 3 64 52 13.9
2 PP5-SQ10 8 25.5 3 82 68 12.9
3 PP1-SQ4 8 30.0 4 58 28 13.2
4 PP3-5Q2 8 33.75 4 60 36 13.4
S PP3-SQ3 8 33.75 4 62 36 13.6
6 PP3-5SQ4 8 33.75 4 64 32 13.8
7 PP3-SQ3 8 36.6 4 62 44 12.9
8 PP3-5Q3 6 33.75 4 56 44 13.8

TABLE 8. 16 kb/s error-protected PP-SQ systems
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11.3 Segmented Quantization With Bit Allocation and Pitch
Prediction

The results reported above for the PP-SQ system simplified
the problem of choosing the PP-SQ-BA system(s) appropriate for
the channel-error study. Recall from Section 8.6.2 that frame
sizes larger than 27 ms lead to perceivable distortions in the
output speech of the PP-SQ-BA system. Based on these
considerations, we chose for the channel-error study the PP3-
SQ10-BA system with frame size = 25.5 ms, LPC order p = 6,
segment bit allocation {0,1,2,3}, and By=average bits/sample=1.7.
This system protects 64 bits out of a total of 70 bits/frame of
side-information data. Using high-frequency correction (»=0.0%5),
no preemphasis, and 400 Hz pole-~zero noise shaping, we obtained

an average S/Q ratio of 13.8 dB.

11.4 Comparative Evaluation

We compared the three error-protected systems in the absence
of channel bit-errors: EC-PP3, PP3-SQ3 (System 8 in Table 8),
and PP3-5Q10-BA. We found different types of distortions in the
output speech from the three systems. The EC-PP system had the

highest 1level of background noise, but it produced a more-

pleasing smooth speech. The PP-SQ and PP-SQ-BA systems had
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"choppy" background noise, but their output speech was perceived
as more natural than that of the EC-PP system. The PP-SQ-BA
system had a "scratchy" gquality. Despite these differences, we
felt that the three systems were of roughly equivalent overall
quality. The final choice of a robust APC system should be
determined only after comparing the channel-error performance of

these three systems and others described above in this chapter.
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12, EVALUATION OF ERROR-~PROTECTED CODERS IN 1% CHANNEL ERROR

One of the requirements of this project has been to design a
robust 16 Kkb/s APC system that tolerates adequately channel bit-
error rates of up to 1%. We used the following engineering
criterion suggested by the COTR as a specific measure of the
i extent of robustness required of the final APC system design: The

speech quality of the error-protected 16 kb/s coder at 1% channel
error should be about the same or better than the speech quality
of the same coder when it is operated without error protection in
0.1% channel error. Notice that the unprotected, engineering-
criterion system will have a bit rate less than 16 kb/s, since it
is obtained by discarding the error-protection bits of a 16 kb/s

coder.

In the last chapter, we considered the tradeoff between the
voice data rate and the error-protection data rate. In this
chapter, we present the results of our work on the following
issues: (1) distribution of the allocated error-protection bits
among individual transmission parameters (Sections 12.2-12.4);
(2) selection of the coder having the best channel-error
performance for each of the three coding methods considered ,

{(Sections 12.2-12.4); (3) effect of the prediction sequence on

the channel-error performance of a coder (Section 12.5); (4)
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comparative evaluation of the optimized coders and choice of the
most robust 16 kb/s coder (Section 12.6); (5) effect of using the
so-called folded binary code for encoding the residual (Section
12,7); and (6) investigation of the performance of the robust
system over higher-error-rate channels (Section 12.8). Before we
proceed to present the results on these topics, we provide in

Section 12.1 a brief description of our channel-error simulation.

12.1 Channel-Error Simulation

In our simulation, we used the binary symmetric channel in
which independent, identically distributed random errors are
introduced into the transmitted bit stream. A bit error simply
changes the state of the bit from 0 to 1 or from 1 to O. Our
simulation system permits the user to vary both the bit-error
rate and the amount of error protection separately for each
parameter. We used this feature to (1) examine how each
transmitted parameter, when subjected to 1% channel error, would
independently affect the output speech and (2) investigate, as a
diagnostic tool, the cause of the perceived distortions in the
output speech. In general, we found that channel bit-errors on
the (unprotected) APC residual samples caused the output speech
to have a continuously rough or "raspy"” character and a

reverberant quality. 1In contrast, uncorrected bit-errors on the
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side-information data caused discrete distortions such as pops
and clicks in the speech. Specific results are given in the

following sections.

12.2 Entropy Coding with Pitch Prediction

For the entropy-coding systems, as mentioned in Section
8.4.1, we used the self-synchronizing code with codewords
0,10,110,etc. Clearly, one bit-error in a codeword can cause one
of two decoding errors: splitting a sample into two samples, or
merging two samples into one. This will cause the total number
of decoded samples in a frame to be larger or smaller than the
desired, fixed number. In view of a requirement stemming from
the real-time implementation on the MAP, we chose to discard
samples at the end of the frame if a larger number of samples
were decoded and to append zero samples to the end of the frame

if a smaller number of samples were decoded.

Initially, we conducted our experiments using the EC-PP3
system reported in Section 11.1, to determine the amount of
protection required by the individual parameters and to
understand the source of each of the different distortions

perceived in the output speech. We found that the amount and the

specific distribution of error protection of parameter data of
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the EC-PP3 system given in Table 9 was guite effective in coping

with 1% channel bit-errors; when the residual samples were not

subjected to channel error, the performance of this coder was ]
found to be approximately invariant as the bit-error rate on the
parameters was varied from 0% to 1%. However, with the j

introduction of 1% bit-errors on the residual samples, we found

that the output speech had a "ringing" or reverberant gquality.

In our subsequent experiments, we compared the 1% channel-
error performance of the entropy-coding systems reported in
Section 11.1. The specific error-protection allocations used for v
these systems are given in Table 9. Listening tests showed that
the ringing or reverberant dquality was substantially worse for
the EC-PPl system than for the EC-PP3 system. The EC-PP5 system ﬁ
produced slightly less reverberant quality than the EC-PP3 system
did but caused perceivable distortions such as pops. The EC
system (which does not use pitch prediction) did not produce a ﬂ
reverberant quality but exhibited a continuously rough or raspy
character, which degraded the speech quality substantially. The
output speech of the EC system sounded almost 1like whispered
speech, without proper pitch periodicity. From the results of iv

these tests, we make the following two conclusions: (1) Although

using pitch prediction causes the output speech to sound

reverberant, it yields significantly better overall speech
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Parameter EC EC-PP1l EC-PP3 EC~PP5
Quantizer gain 10(9) 10(9) 10(9) 10(9)
Pitch 7(6) 7(6) 7(6)
c(M-2) -- -- -- 3(2)
Taps c(M~-1) -- -- 3(2) 3(2)
c (M) -- 4(3) 4(3) 4(3)
c (M+1) -- - 3(2) 3(2)
c (M+2) - -- -- 3(2)
1 6(5) 6(5) 6(5) 6(5)
2 5(4) 5(4) 5(4) 5(4)
3 4(3) 4(3) 4(1) 4 (3)
Lo .
Arga 4 4 (3) 4(3) 4(3) 4(3)
Ratios 5 4 (3) 4(3) 4(3) 4(3)
6 4(3) 4(2) 4(2) 4(2)
7 3(2) 3(2) 3(2) 3(2)
8 3 3 3 3
—_— S SUS——
Error Protection:
Total protected (32) (40) (44) (48)
Cost 24 30 33 36 l
|
Sync 1 1 1 1
e
Total bits/frame 68 85 94 103

TABLE 9. Error-protection allocations used for four
entropy-coding systems. Numbers given within
parentheses indicate the number of the most
significant bits protected.
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quality than the scheme without pitch prediction; and (2) 3-tap
pitch prediction produces the best overall speech quality.
Combining these results with the results reported in Section 11.1
for the 0% error case, we chose the EC-PP3 system as the most

robust 16 kb/s entropy-coding APC system.

12.3 Pitch Prediction and Segmented Quantization

Although we tested in channel error several of the PP-5Q
coders described in Section 11.2, we present below the results
for the two interesting systems: 3-level PP5-SQ10 (System 2 in
Table 8) and 4-level PP3-SQ3 (System 8 in Table 8). Both systems
provide for substantial error protection of side-information
data. Table 10 gives the amount of error protection we used for
individual parameters in each of the two systems. We obtained
this error protection allocation among parameters through several
experiments. We found that full protection of the 2-~bit segment

gains was necessary to reduce unpleasant pops and clicks.

Output speech from the PP5-8SQ10 system operating in 1%
channel error contained discrete distortions and had a
continuously rough and reverberant quality. To examine the
extent to which these quality degradations were caused by the

block-coding of the residual samples used in this 3-level systenm,
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F’ Parameter

PP5-5Q10 PP3-503 PP3-SQ10-BA
Quantizer gain 6(6) 6(6) 6(6)
Pitch 7(7) 7(7) 7(7)
c(M-2) 3(2) --= -
c(M-1) 3(2) 3(2) 3(2)
Taps c (M) 4(3) 4(3) 4(3)
c(M+1) 3(2) 3(2) 3(2)
c{M+2) 3(2) -- -
Segment| Delta gains 10 x 2(20)| 3 x 2(6) -
Bit allocation -- -- 10 x 2(20)
1 6(5) 6(5) 6(6)
2 5(4) 5(4) 5(5)
3 4(3) 4(3) 4(4)
Log 4 4(3) 4(2) 4(3)
Area 5 4(3) 4(2) 4(3)
Ratios 6 4(3) 4(2) 4(3)
7 3(2) - -
8 3(1) -- -
Error protection:
Total protected (68) (44) (64)
Cost 51 33 48
Sync 1 1 1
Total bits/frame 134 90 119

TABLE 10.

Error-protection allocation used for two PP-SQ

systems and one PP-SQ-BA system. Numbers given

within parentheses indicate the number of the
most significant bits protected.
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we simulated the same system without block coding (i.e., we used
2 bits to encode the output of the 3-level quantizer). It was
noted that the output speech from this latter system was less
rough and reverberant. Also, several discrete distortions,

observed in the block-coded case, were removed.

The 4-level PP3-5Q3 system, on the other hand, produced
speech that was 1less reverberant and substantially less rough
than the PP5-SQl0 system. Any significant reduction in the side-
information protection for the PP3-SQ3 system was found to
increase the number and the intensity of the perceived discrete
distortions in the output speech. Also, recalling from Section
11.2, this PP3-SQ3 system performed at least as well as any other
PP-SQ system that we tested in 0% channel error. Therefore, we
chose the 4-level, 6-pole PP3-SQ3 system as the most robust PP-SQ

system.

12.4 Segmented Quantization with Bit Allocation and Pitch
Prediction

For the PP3-SQl0-BA system described in Section 11.3, we
protected fully all ten 2-bit codes representing the segment bit
allocations, since errors in these codes cause wrong decoding of
some or all of the residual samples of a frame. The error

protection we chose for other parameters is given in Table 10.
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The output speech from this coder in 1% channel error was found

to have several discrete distortions and be somewhat reverberant.

12.5 Effect of Prediction Sequence on Channel-Error Performance

The APC systems considered in the above-described channel-
error study used the P-S prediction sequence. We investigated
the channel-error performance of some of these systems using the
S-P prediction sequence. The results of this investigation are
given in Section 12.5.1. In an attempt to improve the inferior
channel-error performance caused by the S-P sequence, we
incorporated at the receiver means of smoothing the decoded
residual samples. The results of this study are given in Section

12,5.2,

12.5.1 The S-P Prediction Sequence

For the S-P prediction sequence, we used the APC-HF
configuration with a 1limiter in the noise-feedback path.
Preemphasis and high-~frequency correction were used in the same
way as with the P-S prediction sequence (see Chapter 11). Since
we found that using the autocorrelation method of pitch-tap

computation yielded fewer discrete distortions in 1% channel

error than using the covariance method, we used the
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autocorrelation method in the subsequent experiments. Listening
tests comparing the 1% channel-error performance produced by the
two prediction sequences for otherwise identical APC systems
showed that the speech from the S-P system was slightly less
reverberant than from the P-S system, but it contained
objectionable discrete distortions. The overall speech quality
from the S-P sequence was found to be inferior to that from the

P-S sequence.

12.5.2 Receiver Smoothing of the Decoded Residual

In an attempt to improve the channel-error performance
produced by the S-P sequence, we investigated two modifications
to the APC system. Both modifications were motivated by the
following considerations. The channel bit-errors may be thought
of as an additive random noise corrupting the transmitted bit
stream. FPor the P-S prediction sequence, which leads to a good
channel-error performance as we noted above, this additive noise
is "smoothed" by the spectral filter 1/A(z) before it |is
processed by the pitch filter 1/C(z). Although the pitch filter
propagates a bit-error in a periodic manner and with a relatively
long time constant, the effect of this smoothing provided by the
spectral filter may be responsible for the observed good channel-

error performance of the coder using the P-S sequence. With the

121




Report No. 4565 Bolt Beranek and Newman Inc.

S-P sequence, the additive noise mentioned above 1is processed
directly by the pitch filter. This may be responsible for the

resulting poor channel-error performance.

First, we reversed the order of the pitch and spectral
filters in the receiver of the S-P system so that the receiver
processed the channel errors on the residual samples the saine way
as in the P-S system. Although this change should introduce some
additional distortion in the output speech for error-free
channels, we hoped that the possible improvement in the coder”s
channel-error performance might outweigh that bad effect.
However, our tests showed that the output speech contained severe
distortions and frequently had reverberant quality both in the

presence and in the absence of channel bit-errors.

Second, we investigated the effect of inserting a smoothing
operation in the receiver, to smooth the decoded residual samples
{32j. We investigated two types of smoothing: linear (average)
and non-linear (median). We used a 3-point average smoother and
both 3-point and S5-point median smoothers. In the presence of
channel bit-errors, smoothing reduced some of the discrete
distortions in the speech. In this regard, average smoothing was
preferred over median smoothing. However, both types of
smoothing introduced substantial smearing and muffling of the

speech, thus lowering the overall speech quality significantly.
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Since neither of the above two modifications improved the
channel-error performance of the coder using the S-P prediction
sequence, we chose to use the P-S prediction sequence (without

smoothing) in our optimized design of the robust APC coder.

12.6 Comparative Evaluation and Recommendations

We compéred the three optimized systems, EC-PP3, 4-level
PP3-SQ3, and PP3-SQ10-BA, in 1% channel error. A general comment
should be made regarding comparisons of different systems in the
presence of channel bit-errors. The perceived quality of speech
transmitted over an errorful channel depends on the particular
realization of the random process causing the channel bit-errors.
In comparing two systems, therefore, the speech-guality judgments
should be made over a large amount of speech, instead of on a
sentence~by-sentence basis. Following this method and using the
12 sentences from the high-quality data base, we found the PP-SQ
and PP-SQ-BA systems to be very similar in overall quality. The
PP-SQ-BA system produced more discrete distortions and less
reverberant quality than the PP-SQ system did. Tne EC-PP system
produced much more reverberant speech and was clearly inferior to

the other two systems.

We then tested each of the three systems to check if it
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satisfied the engineering channel-error criterion mentioned at
the beginning of this chapter. For the EC-PP system, the
unprotected system operating in 0.1% channel error produced less
reverberant and better overall speech quality than the error-
protected system did in 1% channel error. For both the PP-SQ and
PP-SQ-BA systems, the protected and unprotected systems yielded

roughly the same overall speech quality.

In view of the performance equivalence of the PP-SQ and PP-
SQ-BA systems in both error-free and errorful channels, we have
chosen the PP-SQ system for real-time implementation. We feel
that this is the safer choice, since the PP~SQ system was found
to be more robust in the sense that it performed in a more
consistent and uniform manner over individual sentences than the
PP-SQ-BA system did. The reason for this difference is that
while channel bit-errors on the transmitted bit-allocation
parameters of the BA scheme can cause erroneous decoding of a
part of the residual samples, proper decoding is always ensured
in the PP-SQ system. It is therefore reasonable to expect that
the PP-SQ system will continue to perform well for speech
utterances other than those we used in our study. The PP-SQ
system 1is also 1less complex and uses a larger frame size,

simplifying the requirements on the real-time computation speed.

Finally, we compared the output speech from the chosen PP-SQ

el e
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system obtained for two cases: 0% and 1% channel error. Quite
impressively, the degradations caused by channel error were found
to be perceivable but small; the degradations were in the form of

roughness and a slightly reverberant quality.

12.7 Folded Binary Code

In all our channel-error simulations reported thus far, we
used the natural binary code (NBC) to encode the gquantized
residual samples. To improve the robustness of the PP-SQ system
further, we investigated the use of an alternate encoding method
called the folded binary code (FBC). For FBC, the most
significant bit gives polarity information; the remaining bits
represent the sample magnitude in natural binary code. Figure 14
illustrates the difference between the two encoding methods, for
the 4-level quantizer. For NBC, going from the most negative to
the most positive level, the 4 codes are: 00,01,10, and 11. For
FBC, the 4 codes are: 01,00,10, and 1l1l. We note that the word
"folded" comes from the fact that the codes for the first two
levels of NBC have been reversed in FBC. To show when and how
FBC yields better performance than NBC, let us assume that only
single bit-errors occur within the 2-bit residual code.
Referring to Fig. 14, a bit-error causing 00 to be received as 10

results in a decoding error of 2.238 (=0.419+1.829;

see Fig. 14)
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for NBC, but results in a decoding error of only 0.838
(=0.419+0.419) for ¥FBC, both decoding errors computed for the

Laplacian quantizer shown in Fig. 14. It can be shown that for

gsingle bit-errors in the residual code, the mean-square decoding
error is the same for all the four levels and equal to 3.52 for
NBC. Using FBC reduces the mean-square decoding error of each of
the two inner levels to 1.35 at the expense of increasing the
decoding error of each of the two outer levels to 7.68.
Therefore, if the combined probability of occurrence of the two
inner levels is greater than 0.5, which is the case in the PP3-
SQ3 system, then using FBC produces a smaller overall mean-square

decoding error than using NBC.

When we used FBC in the PP-SQ system for encoding the output
levels of a 4-level Laplacian quantizer, we obtained perceivable
improvements in the output speech quality in the form of a
reduction in both the reverberant quality and the raspy

character.

12.8 Performance Over Higher Error-Rate Channels

Since certain Department of Defense applications may have
the need to operate 16 kb/s APC coders over channels having error

rates higher than 1%, the COTR suggested the testing of the

126 ’




Report No. 4565 Bolt Beranek and Newman Inc.
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01 ~0.419 INPUT
FBC 0l 4-1.829
NBC 00

FIG. 14. 1Illustration of the difference between natural binary
code (NBC) and folded binary code (FBC), for a 4-
level Laplacian nonuniform quantizer.

chosen robust coder in channel error rates of 2% to 5%. of
course, the design requirement of this project was to achieve a
robust performance only for channel error rates of up to l%. For
the higher error rate channels, we obtained the following two
results: (1) the output speech intelligibility is satisfactory
for 2% bit-errors; and (2) the output speech is not acceptable
for 3% and higher bit-error rates, with loud pops and frequent
drop-outs of entire words. The reason for this poor performance

may be that the effectiveness of the Hamming (7,4) code used in
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the APC coder breaks down at these high error rates.

Mathematically, it can be shown that the average error rate of

the decoded bits is about 0.2% for 1% channel error and about 3%

for 4% channel error. We conducted another experiment to
determine if the poor performance of the coder was caused by the
breakdown of the effectiveness of the Hamming code or by the l
effect of the channel errors on the unprotected residual signal.
Using the FORTRAN simulation of the PP-SQ coder (see Appendix B),
we simulated a coder in which only the residual signal was
exposed to channel errors, and we processed six sentences at
error rates of 3%, 4%, and 5%. The processed speech was quite

intelligible even at the 5% error rate. With respect to speech |

quality, the processed speech sounded generally more raspy as the
error rate was increased from 3% to 5%, and the speech from
female talkers exhibited more reverberant qgquality. The
perceptual effect of channel errors on only the residual signal
seemed similar to that of the quantization noise. From the
results of this experiment, we conclude that for an application
involving high error-rate channels, more powerful codes than the
Hamming (7,4) code and a larger amount of error protection of
coder parameters than we have used in the above PP-SQ system are

required to yield satisfactory speech intelligibility.
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13. ACOUSTIC BACKGROUND NOISE

We tested the performance of the optimized, robust PP3-5Q3
coder for 1input speech <corrupted by one of two acoustic
background noise types: office noise (about 60 dB SPL) or ABCP
noise (about 90 dB SPL). For these tests, we used sentences from
the office-noise data base and from the ABCP data base described
in Section 2.3. For the office-noise case, the coder produced
output speech with very good quality. For the ABCP noise, the
output speech of the coder was found to have good quality and
intelligibility. We noted that the output speech quality in the
first case was found to be closer to the input speech quality
than we observed for the case using the high-quality speech
input, and the input-output quality comparison was even closer

for the ABCP data base.
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14. TANDEMING WITH LPC-10

14.1 Simulation of LPC-10

We installed on our DECSystem-20 the PDP-11 FORTRAN
implementation of 2.4 kb/s the LPC~10 (version 42) coder [27].
The process of bringing up the LPC-10 coder simulation on our
computer involved, among other things, the following two tasks:
modification of the input/output sections to accept our formatted
speech waveform files and modification to the subroutine "CHANL",
which assumes a l16-bit wordlength, to operate properly on our 36- {}
bit computer. The output speech from this implementation of LPC-
10 was compared against the audio tape recording of the output
from the original PDP-11 implementation of LPC-10. This H
comparative evaluation and subsequent consultations with the DoD §
agency that supplied the LPC-10 program clearly indicated that

our implementation of LPC-10 was functioning correctly.

Before we present the detailed results of our investigation
of the tandem link between APC and LPC-10, we point out that this
tandem produced satisfactory performance in either direction i

unlike the tandem connection between 16 kb/s CVSD coder and LPC-

10 [34).
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14.2 LPC-APC Tandem

Since the LPC-~10 coder employs a 8 kHz sampling rate and our
FORTRAN simulation of the APC coder employs a 6.67 kHz sampling
rate, the digital tandem interface between the two coders must
have provisions for changing the sampling rate. For the LPC-APC
tandem, shown in Fig. 15(a), the interface must reduce the
sampling rate from 8 kHz to 6.67 kHz; we performed this sampling
rate reduction by 5:1 interpolation followed by 6:1 decimation.
We used high-order FIR 1lowpass filters for the operations of

interpolation and decimation.

Since the LPC-10 coder uses, as excitation for voiced
sounds, a stored version of the impulse response of an allpass
filter, its output is not expected to have a high peak factor
({peak-to-rms ratio). Signals with a high peak factor may in
general increase the clipping errors in an APC system and hence
introduce additional distortions in the APC speech. However, the
optimized coder design obtained in this work employs 3-tap pitch
prediction and 3-segment segmented quantization to track the
varying signal amplitudes. In fact, the output speech from the
LPC-APC tandem had about the same perceived speech quality as the
LPC-10 speech band-limited to 3.33 kHz (shown in dashed lines in

Fig. 15(c)). The single-link LPC-10 output was slightly more
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"crisp" than the tandem output. Since the LPC-10 speech has
energy in the frequency range 3.33-4.0 kHz, potentially it may
have a slightly higher speech intelligibility than the speech from
the tandem 1link. We did not conduct any formal speech

intelligibility tests.

14.3 APC-LPC Tandem

Because of the difference in the sampling rates of the two
coders, the tandem interface must increase the sampling rate from
6.67 kHz to 8 kHz, as shown in Fig. 15(b). We achieved this
sampling rate increase by 6:1 intefpolation followed by 5:1

decimation.

The output speech from the PP3-SQ3 APC coder has granular
noise and some clipping noise. One effect of noise in speech is
to reduce its short-term spectral dynamic range. The linear
prediction analysis of LPC-10 on APC speech would, therefore,
overestimate formant bandwidths, and the resulting speech would
in general sound buzzy and be of lower quality than speech from a

single LPC-10 link.

In our testing of the APC-LPC tandem, we obtained results

very similar to the ones reported above for the LPC-APC tandem,

with one difference. The APC-LPC tandem produced output that was
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slightly inferior to the output from the LPC-APC tandem. Let us
consider ways of improving the performance of the APC-LPC tandem.
One method that we suggested in our proposal [l] is to enhance
the APC speech through a spectral subtraction method given in
[33], before processing through the LPC-10 coder. This method
should reduce the distortions caused by the noise in the APC
speech. However, we feel that a more serious source of quality
problem is at the digital tandem interface. The speech coming
out of the interface has a spectrum with a sharp amplitude change
(discontinuity) at about 3.33 kHz and with very small amplitudes
in a region just below 4 kHz. The subsequent LPC analysis would
unduly "spend" some of its resources in attempting to model the
spectral discontinuity. Said another way, the LPC analysis makes
effective use of fewer than 10 coefficients (which is the number
of poles used in LPC-10, for voiced frames). A reasonable
solution to this problem would be to "fill in" the spectral gap
between 3.33 kHz and 4 kHz using, for example, the high-frequency
correction method [1l1] that we have described in Section 9.4.
This spectral correction can be done as part of the interface or
as a user-selectable option within the LPC-10 coder. In the
latter case, the HFC method can be implemented by simply
modifying the elements of the covariance matrix as suggested in

[11].
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15. 16 KB/S BASEBAND CODERS

As we mentioned in Chapter 2, the baseband coder is one of
the three types of coders capable of producing toll quality
speech at 16 kb/s. Since we recently designed and implemented on
the MAP-300 a 9.6 kb/s BBC system as part of a DCA contract {3],
we proposed to extend this design to the 16 kb/s case and compare
the performance of the resulting BBC system with that of the
optimized, PP3-SQ3 APC system. The results of this work are

reported below.

Based on our ©previous experience [3], we chose to
investigate two 16 kb/s baseband coder designs. Both coders use
a baseband width of 1.67 kHz, encode the baseband residual using
an APC coder with pitch prediction and no spectral prediction,
and perform high-frequency regeneration at the receiver using the
perturbed spectral folding method [3]. The ¢two 2-band BBC
systems are defined in terms of their parameter values, as

follows:

System 1

21 ms frame size, 11 quantization levels per baseband
residual sample, 3-tap pitch prediction for the baseband
APC coder, and 44 of 55 parameter bits protected against
channel error.
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System 2

27 ms frame size, 16 quantization levels per baseband
residual sample, l-tap pitch prediction for the baseband
APC coder, and 28 of 49 parameter bits protected against
channel error.

In the error-free channel, System 2 had less background noise and
was judged to be of higher quality than System 1. We compared
System 2 with the optimized fullband APC coder (PP3-SQ3). The
fullband APC coder had noticeably more background noise,
particularly at low frequencies, but had better overall speech
quality because of the unnatural high-frequency distortions
produced by the baseband coder. We repeated the same comparison
in the presence of 1% channel error. 1In this test, the fullband
APC coder speech quality was clearly superior to that of the

baseband coder.
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16. OPTIMIZED, ROBUST 16 KB/S APC CODER

In this chapter, we report the results of further work on
the PP3-SQ3 coder that we chose as the most robust coder. This
work consisted of 1) making some performance-preserving
simplifications to the coder design for facilitating real-time
implementation on the MAP -300 and 2) providing some refinements
to the coder design, to improve the coder performance further.
Then, we summarize the details of the final design of the coder
and introduce Appendices A-C, which <contain a detailed
specification and FORTRAN simulation of the coder. Finally, we
present and discuss the results of our tests on the real-time

implementation of the coder.

16.1 Simplifications for Real-Time Implementation

16.1.1 High-Frequency Correction 1

Recall from Section 9.4 and Eg. (38) that HFC requires
solving the linear prediction normal equations twice, once using !
the computed autocorrelation coefficients, and once using the

modified autocorrelation coefficients. The first of the two

solutions is required only to compute the normalized error Vp of
3

the p-the order linear predictor (p=6é in our case). To reduce
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the complexity of the first step, we used V, as an estimate of
Vg, where V, can be computed explicitly in terms of R(0), R(1)

and R(2) as given below:

2 2
#%(1)-R(0)R(2)
v, = (1-[R(1)/R(0)12) s (39)
R (0)-R" (1)

Using this second-order estimate, we reoptimized the parameter A
in Eq. (38) to be A = 0.035, the previous choice being A = 0.05.
The original and the simplified HFC procedures were found to
yield the same S/Q ratio and speech quality for the PP3-SQ3
coder. Therefore, we recommend the use of this simplified

procedure in the real-time coder.

16.1.2 Pitch-Filter Stability Test

Since the optimized PP3-SQ3 coder uses 3-tap pitch
prediction, it requires checking the stability of the pitch
filter every frame and switching to l-tap pitch prediction for
frames for which instability is detected (see Section 8.2.2.1).
The (exact) method of testing the pitch-filter stability requires
6M multiplies/frame, where M is the pitch period in number of
samples: a nontrivial computation, especially for male speakers.
To simplify the stability testing procedure, we considered an
orthogonal linear transformation {35] of the three tap

coefficients given below:
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Tl =Cl +C2 + C3,
T2 = Cl - 2C2 + C3, (40)
T3 = C1 - C3,

where we have denoted the tap coefficients C(M-1l), C(M), and
C(M+l) as Cl, €2, and C3, for convenience. (This notation is
also used in Appendix A.) Initially, we investigated a procedure
that declared the pitch filter stable if the transformed

coefficients satisfy the relations:

IT1] <1, |r2| <1, |T3]| <1; (41)

l-tap pitch prediction was used when the magnitude conditions
{41) were not satisfied. Mathematically, the conditions (41) are
neither necessary nor sufficient for pitch-filter stability.
Experimentally, we found that as a detector of pitch filter
instability, the above procedure yielded very high probability of
detection (one error in 1200 frames) at the expense of a high
false-alarm rate (declared instability for 20% of frames, while
only 8% of frames had an unstable filter). Relative to the exact
method, this simplified procedure yielded about 0.3 dB decrease
in 8/Q ratio and slight but audible speech gquality degradation
for 0% channel error, and it produced slightly more reverberant
speech for 1% channel error because of the increased use of l-tap

prediction (see Section 12.2). Upon closer examination of the
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false-alarm cases of the above procedure, we found that in each
case T2 was in the range =-2<T2<l. Therefore, we modified the

"stability conditions" to be:
|Tl] <1, -2 < T2 <1, |T3|] < 1. (42)

This modified procedure yielded only 2 errors in the detection of
instability out of the 1200 frames we considered. More
important, this modified procedure yielded the same coder
performance as the exact method both in the absence and in the
presence of channel bit-errors. Therefore, the stability testing
procedure involving Egs. (40) and (42) is recommended for the

real-time implementation.

16.1.3 Noise Shaping

The optimized PP3-SQ3 coder employs the pole-zero noise
shaping method with a bandwidth parameter w of 800 Hz. Pole-zero
noise shaping requires more computation and more coefficient and
data memory than other types of noise shaping. The memory
requirement is quite important for implementation on the MAP.
The computational complexity of pole-zero noise shaping is
roughly twice that of all-pole noise shaping and 2p (p=6 in our

case) times that of 1l-zero noise shaping. In an attempt to

simplify the implementation, the all-pole and the one-zero noise
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shaping methods were re-examined in systems otherwise identical
to the optimized coder. For the all-pole method, w=200 Hz
produced the best output speech quality. We then compared the
speech produced by each of these two noise shaping methods
against the speech produced by the pole-zero method. The speech
for the all-pole method sounded more raspy and rough, and the 1-
zero method produced noticeably more roughness (because of the
use of preemphasis) and more background noise. The output speech
obtained without noise shaping contained discrete distortions
(e.g., clicks) and an increased level of roughness and background
noise. Therefore, the complexity of the pole-zero method is

worthwhile to keep in the real-time coder.

16.2 Refinements to the Coder

16.2.1 Laplacian versus Gaussian Quantizer

For the error-free channels, we had previously found that
both Laplacian and Gaussian optimal nonuniform residual
quantizers produced essentially the same perceived speech
quality. We used the Laplacian gquantizer in most of our
simulations, because it produced about 0.5 dB higher S/Q ratio

than did the Gaussian quantizer. However, when we repeated the

same comparison for 1% channel error, we found that the Gaussian
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quantizer produced a noticeable improvement in the speech quality
over the Laplacian quantizer. The extent of reverberant quality
and the loudness of discrete noises in the output speech were
reduced with the use of the Gaussian quantizer. The observed
difference in channel-error performance may be explained as
follows. Using the decoded values for the two guantizers shown
in Fig. 16 and assuming single bit-~errors in the residual code,
we can show that the mean-square decoding errors for the four
levels in FBC (01,00,10,11) are 7.68, 1.35, 1.35, and 7.68 for
the Laplacian case and 5.39, 0.96, 0.96, and 5.39 for the
Gaussian case. Therefore, for each level, the Gaussian quantizer
produces a lower mean-square decoding error than the Laplacian
quantizer. This, therefore, explains the observed improvement

produced by the Gaussian quantizer over the Laplacian quantizer.

Also, we observed that the benefit provided by the folded
binary code was less in the Gaussian case than in the Laplacian
case. This result can be explained by the larger width and hence
the larger probability of occurrence of the inner levels for the
Laplacian case than for the Gaussian case (see Fig. 16) and by
the result presented in Section 12.7. The Gaussian quantizer was
still judged to be better than the Laplacian guantizer when the
two cases were compared, both using FBC. Therefore, we recommend

the use of the Gaussian quantizer in the final coder design.
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-1.829 -0.419 0.419 1.829
e = N——— —+ *-
-1.124 0 1.124

(a) Laplacian quantizer

-1.505 -0.451 0.451 1.505
Y ——— X ———————
-0.978 0 0.978

(b) Gaussian quantizer

FIG. 16. Optimum Laplacian and Gaussian quantizers:
The tick-marks are used to indicate quantizer
input boundaries, and the symbols x are used
to indicate guantizer output values.

16.2.2 Recomputing Parameter Quantization Tables

Having completed the coder design, we recomputed the
statistics of each transmission parameter for the purpose of
checking the ranges and step sizes used for the quantization.
Using the 1l2-sentence high-quality data base, histograms were
prepared for each parameter. Maximum and minimum parameter

values (to be used in quantization) were then estimated by visual

inspection of the histograms. As a result of the recomputed
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statistics, we revised the quantization of log area ratios and
delta gains. The revised quantization of delta gains is given
below in Table 11, while the LAR quantization is included in the

overall description of the optimized coder given in the next

section.

Quantizer Level Quantizer
Input Output
1 -6.2
~3.6
2 -2.0
-0.5
3 1.0
2.2
4 3.5

TABLE 11. Revised nonuniform quantization of delta gains.

16.3 Optimized Coder Description

Before we describe the optimized coder, we discuss the
choice of the frame size to be used in the real-time coder.
Recall that the sampling rate of the real-time system is 6.621
kHz, while that used in the simulations is 6.67 kHz (Section
2.2)., We found 32.625 ms to be the best choice of the frame size

for the real-time system corresponding to the value of 33.75 ms
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that we used in our simulations. Below, we summarize the details
of the optimized, robust 16 kb/s coder. A detailed specification

of the coder design is given in Appendix A.

A block diagram of the optimized coder is shown in Fig. 17.
Table 12 provides information regarding the quantization and
error protection of parameter data of the APC system. At the
transmitter, the analog input speech is lowpass filtered at 3.2
kHz and sampled at 384/58 (or about 6.621) kHz. Referring to
Fig. 17(a), the sampled speech s{t) is divided into frames of 216
samples (32.625 ms duration). Each frame of speech is

1). The preemphasized

preemphasized using the filter (1 - 0.4z
speech s”“(t), before being encoded by the APC encoder, is
processed, as explained below, to extract in order pitch
predictor parameters, spectral predictor parameters, and segment
gains of the quantizer. Extraction of the pitch predictor
parameters consists of the following steps: computing the
autocorrelation function of s”(t) for 1lags 0-134, from an
interval of 265 samples (216 from the current frame and 49 from
the previous frame); determining the pitch value M as the peak of
this function over lags 14-133; solving for the 3 pitch taps for
the 3-tap filter and for the single tap for the l-tap filter from

the corresponding autocorrelation normal equations; checking for

the stability of the 3-tap filter using Egs. (40) and (42) and, if
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Parameter Min Max Step $# of $# of Bits
Size Bits Protected
. No f
Pitch 14 133 Quantiza- 7 7
tion :
Pitch Cl -0.549 0.427 0.122 3 2
Taps C2 -0.95 0.12 0.067 4 3
C3 -0.549 0.427 0.122 3 2 ,
‘ .
Second residual -10.0 46.0 0.875 6 6
energy (dB) :
{
Delta 1 2 2
gains 2 See Table 11 2 2
3 2 2
1 -21.849 11.053 0.514 6 5 .
2 - 8.789 13.711 0.703 5 4
Log 3 - 9.031 7.969 1.063 4 3
Area 4 - 6.094 8.906 0.938 4 2
Ratios 5 - 5.281 7.719 l 0.813 4 2 ‘
(dB) 6 - 3.741 9.559 0.831 4 2 4
Total bits 56 44 %

per frame i

.

TABLE 12. Quantization and error protection of parameter data
for the optimized 16 kb/s APC system.
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found unstable, replacing the computed 3-tap filter with another
3-tap filter with zero side taps and its center tap equal to the
computed 1l-tap coefficient; quantizing the 3 pitch taps; and
inverse filtering the signal s”(t) to produce the first residual
el(t), wusing the pitch-inverse filter C{(z) with quantized
coefficients. Extraction of spectral parameters consists of the
following steps: computing the autocorrelation function of el(t)
for lags 0-6; modifying the computed values of this
autocorrelation function wusing Egs.(38) and (39) and with
»=0.035; obtaining the reflection coefficients via
autocorrelation LPC analysis; guantizing the reflection
coefficients (via the log area ratio transformation); computing
the coefficients of the numerator of the noise shaping filter,
A(z/a) from the LPC predictor coefficients; and inverse filtering
of the signal el(t) to produce the second residual e2(t), using
the spectral inverse filter A(z). Extraction of the segment
quantizer gains consists of the following steps: computing the
energy of e2(t) over the frame and over each of the three 72-
sample segments in the frame; quantizing the frame energy;
computing the three delta gains as the ratio of the segment
energy and the quantized frame energy; quantizing the delta
gains; and computing the segment quantizer gains from the
quantized frame energy and the quantized delta gains. The

quantized values of the various extracted parameters are used to
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update the corresponding parameters of the APC encoder, which is
set up as in the APC-PF confiquration (see Fig. 4). The residual
quantizer in the APC encoder is the optimal, 4-level, Gaussian,
nonuniform quantizer (see Fig. 16(b)). The guantized parameter
data, 3 pitch taps, 6 LARs, and frame energy and segment delta
gains of the second residual, and the unquantized pitch are all
binary encoded, error protected using 11 Hamming (7,4) codewords
(see Table 12), multiplexed with one synchronization bit and 432
bits (2 bits/sample x 216 samples) of folded-binary encoded

residual data, and transmitted over the channel.

At the receiver, shown in Fig. 17(b), the received data are
demultiplexed, decoded, and error-corrected. The three segment
quantizer gains are computed from the decoded frame energy and
the delta gains. The decoded APC residual samples are multiplied
by the corresponding segment quantizer gain and filtered first by
the spectrum-synthesis filter 1/A(z) and then by the pitch-
synthesis filter 1/C(2z). The filtered output g’(t) is
deemphasized using the filter 1/(1 - 0.42‘1) to produce the
digital speech output ;(t) (as an approximation to the original
input s(t)). This digital output is passed through a D/A
converter and an analog lowpass filter with its cutoff at 3.2 kHz

to produce the analog output speech.

The COTR was supplied with an audio demonstration tape in

stk 3,
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June 1980. The tape contained the recordings of the output
speech obtained from the simulation of the above described 16
kb/s APC system. The recorded sections on the tape successfully
demonstrated the performance of the robust coder, respectively,
for high-guality input speech, in acoustic background noise, over
a noisy channel in 1% bit-errors, and in tandem with the 2.4 kb/s
LPC-10 coder. In each of these cases, the coder performance met

the requirements stated in Chapter 1.

16.4 FORTRAN Simulation of the Optimized Coder

During the project, we developed a general software package
to simulate the APC coder. It contained many features that aided
us in program debugging and in the coder optimization and
evaluation. This general software package was modified to

produce a FORTRAN simulation of only the final optimized system.

A user”’s guide for this FORTRAN simulation is included with
this report as Appendix B, and a listing of the FORTRAN source
programs is contained in Appendix C. We have tested and verified
that the FORTRAN simulation of the optimized coder produced
synthesized speech identical to that produced by the general

software package with the parameters set as in the optimized

coder.
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16.5 Results of Tests on the Real-Time Coder

We tested the real-time 16 kb/s coder on the MAP-300, using
input from several tapes containing speech from a number of males
and females, for informal evaluation of the coder performance for
different speech materials and different speakers. Except for
two problems mentioned below, the coder was found to produce high
quality speech output. First, the output speech for one low-
pitched male talker (with an average pitch of 95 Hz) contained
audible roughness. Second, the coder produced audible background

noise at the output for some female talkers.

To investigate the causes of these problems, we performed
several tests on the real-time coder and on the FORTRAN
simulation. First, using the RT-11 debugging program (FDT) on
our PDP-11, the values of three of the coder parameters, which
are specified in DATA statements, were varied about their nominal
(previously optimized) values. The three parameters are:
preemphasis constant g, noise shaping bandwidth parameter w, and
high-frequency correction coefficient . After each parameter
change, we listened to the output of the real-time coder, with
its input speech from a tape. For each of the parameters, we
concluded that the nominal value produced the best overall speech

quality.
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Second, using the CSPI-supplied program MPLOOK, we made
changes to the coding and decoding tables of the 4-level residual
quantizer, Two types of changes were investigated: 1) Each
element of the coding and decoding tables was multiplied by a
constant (called quantizer load factor) to investigate the
tradeoff between clipping and granular quantization errors; and
2) different types of unit-variance gquantizers were employed.
For the first item, we used values of 0.8, 1.0 (nominal value),
and 1.2 as load factors. For the second item, we compared
Laplacian and gamma dquantizers with the nominal Gaussian
quantizer. This investigation of changes to the quantizer also
resulted in no perceivable improvement in the overall speech

quality of the coder.

Since the two types of testing, described above, on the
real~time coder did not uncover the observed speech-quality
problems, we decided to pursue the subsequent work using our
earlier versions of the FORTRAN simulation of the APC coder. We
chose two specific sentences that suffered the greatest quality
degradation and digitized them at the 6.67 kHz sampling rate. We
processed one of these sentences (spoken by a low-pitched male
talker) using the simulation program, without quantization of any
parameters (i.e., with only the residual being quantized). The

output speech was found to be nearly identical to the output of
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the real-time coder. We then investigated the following changes
to the coder (one change at a time), but we observed no
significant improvement in the coder performance: 1) Pitch
filter stability check was not used; 2) analysis frame size used
for pitch computation was varied between 35 and 45 ms; and 3) LPC
order used in spectral prediction was increased from 6 to 10

poles.

In a subsequent set of tests, we found that each of the
following changes did produce a significant increase in speech
quality: (1) wvariable-rate entropy coding, with an average
entropy of 2 bits/sample; (2) increase from 3 (optimized value)
to 10 in the number of segments used for segmented quantization;
and (3) use of pitch-adaptive quantization. We did not use
variable-to-fixed rate conversion in (1), and we did not readjust
the bit allocation to limit the data rate to 16 kb/s in (2). For
the low-pitched male speaker, the entropy coding and 10-segment
schemes each produced slightly higher speech quality than the
pitch-adaptive scheme. For the second sentence from a female
speaker, increasing the number of segments to 10 did not improve
the speech quality. Also, we found that the S5-segment scheme
produced about the same overall speech quality as the 3-segment

scheme, even for the low-pitched male speaker.

Based on these experimental investigations, we offer the
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following conclugions. The observed speech gquality degradations
were caused by the relatively large dynamic range of the input to
the residual quantizer. Both entropy coding and pitch-adaptive
gquantization methods represent effective ways of dealing with the
problem. However, the performance of the entropy coding method
under channel errors is substantially worse than the performance
produced by the optimized coder (see Section 12.6). As for the
pitch-adaptive method, its implementation on the MAP is extremely
difficult, as we reported in Chapter 1l1l. 1Increasing the number
of segments from 3 to 10 prevents only the roughness problem
observed for low-pitched males. Further, such a change would
involve a reoptimization of the coder and may perhaps lead to a
less robust channel-error performance than our original optimized
coder. All things considered, we believe that the coder design
implemented on the MAP is still the most robust coder meeting the
design requirements given in Chapter 1. The test results
reported in this section have shown that for some speakers, the

coder output speech degrades perceivably relative to the input

speech.
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17. SUMMARY AND MAJOR CONTRIBUTIONS

In summary, we have investigated and compared several
methods, some already existing ones and some new ones developed
in this work, for coding the residual signal and for shaping the
spectrum of the quantization noise, in the course of optimizing
the APC system to meet the specific needs of this project. As
part of this work, we have also optimized the values of various
parameters as well as the bit a location for those parameters
that are transmitted to the receiver, to produce the best output
speech quality at a synchronous data rate of 16 kb/s and for an
input-speech sampling rate of 6.67 kHz. For the noisy channel
application, we have considered in the optimization study the
tradeoff between the voice data rate and the error-protection
rate and the allocation of the error protection bits among

individual transmission parameters.

As a result of this work, we have developed two best 16 kb/s
APC systems, one for use over perfect or noiseless channels and
the other for noisy channel applications involving as much as 1%
bit-errors. For an error-free transmission, the best system uses
8~-pole spectral prediction, 3-tap pitch prediction, entropy

coding with a large number of quantizer levels (43 levels used in

our tests), and pole-zero noise shaping. For operation over
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noisy channels, the most robust system uses 6-pole spectral
prediction, 3-£ap pitch ' prediction, 3-segment segmented
quantization with a 4-level nonuniform Gaussian quantizer, and
pole-zero noise shaping; allocates to error protection of
parameters slightly over 6% of the total transmission bit rate
(or about 37% of the bit rate used for parameter transmission);
and encodes the quantized residual samples with the folded binary
code. Informal listening tests have shown that the second system
satisfies all the design requirements of this project: speech-
quality requirements for high-quality speech inputs and for
acoustic background noise environments, robustness requirement in
channel bit-errors of 1%, and speech-intelligibility requirement
for tandem operation with a 2.4 kb/s LPC-10 coder. We have made
specific suggestions for improving the speech quality of the APC-
LPC tandem. Quite impressively, the robust coder produces only a
3light speech quality degradation as the channel bit-error rate

is increased from 0% to 1l%.

In this work, in addition to designing a robust APC coder
that meets the requirements of this project, as mentioned above,
we have made a number of significant contributions, which when
put together represent, in our view, an advance in the state of
the art in adaptive predictive coding of speech. The specific

contributions of this work are stated below:
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|

1. Demonstration of the important role played by the .
|
!

sequencing of spectral and pitch predictors.

ey -

2. Establishment of performance equivalence conditions for

the several configurations of the APC system. (Any

violation of these conditions has been found to yield a :

) 3 Sl s e o . e L

significant performance degradation.) ‘

3. Demonstration of the effects of, and development of a

successful remedy for, the instability problem of

multi-tap pitch prediction.

4., Identification of excessive quantization-noise problems
as the limit-cycle behavior of the gquantizer output,
interpretation of the causes of the limit cycles in
terms of the feedback gain of the APC 1loop, and
comprehensive solution of the limit-cycle problem by

reducing the feedback gain.

5. Demonstration of the dual benefits of noise shaping:

suppression of quantization-noise perception and

reduction of feedback gain, and of how the role of

noigse shaping is affected by other system components

(e.g., preemphasis), '
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6. Development of new methods for the coding of APC

residual: multi-tap pitch prediction and segmented

quantization; pitch-adaptive coding with multi-tap
pitch prediction and pitch-synchronous segmented .
quantization and using variable number of bits/sample |
over segments; and segmented quantization with multi- D
tap pitch prediction and using a variable number of

bits/sample over segments.

Demonstration of the importance of (multi-tap) pitch

prediction for significantly improving the coder

performance both over noiseless channels and over noisy
channels. That a robust APC coder design must include
pitch prediction has been vividly demonstrated in one
of our experiments comparing three 16 kb/s entropy-
coded (0-tap, l-tap and 3-tap) systems operating in 1%

channel error.
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l. SOME GENERAL ITEMS

1.1 Speech signal sampling rate = 384/58 KHz (~6.621 KHz)
1.2 Frame size = 32.625 ms or 216 samples

1.3 sSpectral predictor order = 6

1.4 Pitch predictor order = 3

1.5 Parameter Coding

Coding and decoding tables (Tables 1-5) are given at the end of this
appendix. Each of the tables has three columns, X(J),J,R(J), where

X(J) = quantization boundary
J = code or level
R(J) = decoded or quantized parameter value.

When a parameter has a value A, which satisfies X(J) < A < X(J+1),
it is coded as J and decoded as R(J).

1.6 Dpata rate = 16 kb/s or 522 bits/frame

Item Bits/frame
Parameter data 56
Protection 33
Residual samples (216 X 2) 432
sync 1l
Total 522
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1.7 Bit Allocation for Quantization and Protection

Bits Most Significant |
Parameter (Total) Bits Protected ;
Reflection IK(1) 6 5 i
Coefficients IK(2) 5 4
IK(3) 4 3
IK(4) 4 2
IK (5) 4 2
IK(6) 4 2 i
Gain 1G 6 6
Pitch IM 7 7 ]
Delta Gains IDG(1) 2 2 red
IDG(2) 2 2 '
IDG(3) 2 2 g
Pitch Taps IC(1) 3 2
IC(2) 4 3
I1C(3) 3 2
Total 56 44

The 44 bits are protected using 1l Hamming (7,4) codewords. Error

protection and correction are done as in our 9.6 kb/s BBC coder
[1], and therefore these items are not discussed below.
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s
2. TRANSMITTER | 3
A block diagram of the transmitter is given in Figure 1. 1In

this section, we specify each of the various transmitter ?
components.

k.

.

&
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Piqure 1. Block diagram of the transmitter of the APC coder "
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2.1 Preemphasis

SP(n) = S(n) - ALPHA * S(n-1), l<n<2l6,

where

S = input speech samples (216 samples of the present frame;
last one sample of the past frame)

ALPHA = constant = 0.4

SP = output samples (216 total)

Save the 1last input sample of the present frame as initial
condition of the next frame.

2.2 Pitch Analysis

Pitch analysis consists of the following steps, as shown in
Figure 2: pitch extraction, pitch prediction computation,
stability check, and coding and decoding of pitch and pitch taps.
The symbols given in Figure 2 denote the various quantities as
listed in the next page. 1

Sp PITCH RP’ PITCH C STARILITY | € copi - !

— PPEDICTION b= CHECK e=g3{ prcon- Ll
EXTRACTION ' COMPUTATION | Tro ‘
: L
M | CODE-DECOLE | 1M

| PITCH I

h

i

i . . - - .

i Figure 2. Block diarmram Jor the prtcoh oratoee
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SP = preemphasized speech

RP = autocorrelation coefficients of SP
M = pitch period in number of samples
C = pitch predictor taps: C1l,C2,C3

CH = quantized taps

MH = quantized pitch

2.2.1 PpPitch Extraction

Pitch extraction uses a frame of 265 preemphasized speech
samples (~40 ms): 216 samples of the present frame and 49 samples
from the past frame. Pitch extraction consists of the fol'owing
raquence of operations: remove DC, hamming Wwindow, compute
aatocorrelation coefficients, RP, and compute pitch, M.

SP REMOVE HAMMING COMPUTE |
— DC > WINDOW  |——AUTOCORRELATION Fq=i-
COEFFICIENTS !-]’

COMPUTE "
PITCH P

Figure 3. Block diagram for the pitch extraction

2.2.1.1 Remove DC

Y(n) = x(n) - DC, 11n<_N:
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input preemphasized samples SP (265 total)
output samples (265 total)

2.2,1.2 Hamming Window

y(n) = x(n) { ALPHA-BETA*cos [2W(n-1) /(N-1)1} ,1<n<N,N=265,

where

x = input preemphasized and DC-removed samples, (265 total)

y = output samples (265 total)

ALPHA = 0.54
BETA = 1.0 ~ ALPHA = 0.46

2.2.1.3 Compute Autocorrelation Coefficients

Direct Method

RP(m) = SUM([x(n)*x(n+m),l<n<N-mj,0<m<MX, N=265,

where

x = Hamming-windowed input samples (265 total)

=

RP(m) = autocorrelation coefficient of lag m
MX = maximum lag = 134

FFT Method

(a) pad with zeros
x(n) = 0.0 ,266<n<512

(b) Compute Sl2-point FFT of x(n)
X(k) = FFT(x(n)), 1l<k<512

(c) Compute power spectrum of x(n)

|X(k)|2 = [Xg(k)]2 + [X7(k))2

N

e e .
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where

Xr(k) = real part of X(k)
X1(k) = imaginary part of X(k)

(d) Compute 512-point inverse FFT of |X(k)]2
v(m) = FFT-1(|x(k)|2], l<m<512
(e) Autocorrelations are defined as:
RP(m), = V(m+l), 0<m<MX
NOTE: It is possible to reduce the computation, as follows:
Since input sequence x(n) is real,

Xr(k) is even (i.e. Xg(k) = Xgf512-k)), and
Xy(k) is odd (i.e. Xp(k) = -Xy(512-k))

Therefore, in step (b) compute the lower half of FFT
X(k), 1<k<257,
and in step (c) compute the lower half of the power spectrum
[x(k)|2, 1l<k<257.
Then, fill |X(k)|2 array from k = 258 to 512 as:
|X(k)|2 = |X (512-k+2)|2, 258<k<512.

Compute steps (d) and (e) as above.
2.2.1.4 Compute Pitch

Search the autocorrelation function RP(m) for a maximum
between the range of m=14 to m=133. Pitch M is computed as the
lag, m, at which the autocorrelation coefficient, RP(m), 1is

maximum.

e~

- -




“ Bolt Beranek and Newman Inc.

2.2.2 Pitch Prediction Computation

Compute the 3-tap and the l-tap pitch predictor coefficients.
(The 1-tap coefficient is used if the stability check of the 3-tap 3
filter fails). [

(a) Compute the 3-tap coefficients from the normal equations:

RP (0) RP(l)  RP(2) Cl RP (MIi-1) ;
RP (1) RP(0)  RP(1)| * [C2| =- |RP(MI) ‘
RP (2) RP(1)  RP(0) c3 RP (MH+1) b3

where

RP = autocorrelation coefficients (6 total) ;
Cl,C2,C3 = pitch predictor coefficients ']
MH = quantized pitch period (See Section 2.2.5 for pitch .
quantization) ;

The solution for the above normal equations may be obtained b
by the Levinson recursion or from expressions derived by solving
the 3 equations. Note that the right-hand~-side vector 1n the above
' normal equations does not have the elements RP(1l), RP(2) and RP(3);
this means that the recursive solution used in the standard
autocorrelation method cannot be employed here.

3 (b) Compute the l-tap coefficient, C2P, as:

PRI

C2P = -RP(MH)/RP(0)

2.2.3 Stability Check

Transform pitch predictor coefficients (Cl,C2,C3) as:
Tl = Cl + C2 + C3

T2 = Cl - 2*C2 + C3

.

T3 = Cl -~ C3
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STABILITY CHcCK
FALLS

7.0
cap
n.0n

Flowchart for stability check

176




Bolt Beranek and Newman Inc. i

Check the range of transformed parameters (T1,T2,T3) as shown
in Fiqure 4. Whenever the stability check fails, use the 3-tap i
predictor Cl1=0,C2=C2P, and C3=0, which is actually the 1l-tap !
predictor.

2.2.4 Code-Decode Taps

At e i st P Al ARSI 1|

CODE i DECODE == F

IC

Figure 5. Encoding and decodinu of the pitch 7
prediction taps

where

C = pitch predictor coefficients: C1,C2,C3
IC = transmitted codes
CH = quantized values, ClH,C2H,C3H

The coefficients C1,C2, and C3 are coded using 3,4, and 3
bits, respectively. The coding and decoding tables for taps are

given in Table 1.
2.2.5 Code-Decode Pitch

Since the pitch period M takes integer values in the range :
14-133 (a total of 120 values), it is coded directly in 7 bits, as: k

IM = M-14
Decoded value MH is given by:

MH = IM+14

Thus, pitch is quantized without error i.e., MH = M
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2.3 1Inverse Filter to Obtain First Residual !

CH MH |
J l ! ‘
SP El '
- INVERSE >
FILTER FIRST
RESIDUAL
Figure 6. Inverse filter for first residual

El(n) = SP(n) + ClH*SP(n~-MH+1) + C2H*SP (n-MH)+C3H*SP (n-MH-1),

where
SP = input preemphasized speech samples (216 samples of the
present frame and up to 134 samples of the past ‘g
frame)
CH = quantized pitch predictor coefficients: ClH.C2H,C3H
MH = quantized pitch ,
El = output samples of the first residual (216 total) o

2.4 sSpectral and Noise-Shaping Analysis 1

Spectral or 1linear prediction analysis consists of the
following sequential steps: compute autocorrelation coefficients
RS, high-frequency correction (HFC) , spectral predictor
computation, code and decode reflection coefficients, and convert
quantized reflection coefficients to predictor coefficients (KH to
AH) . Noise-shaping analysis involves computing the predictor
coefficients ANS from the coefficients AH. In Figure 7, we have
used the following terminology:

Ve et o e

El COMPUTE SPECTRAI K :
~—AUTOCORRELATION CPREDICTOR b ﬁ
COEFFICIENTS COMPUTATLGH "} .
CODE-DECODE KH K T0 A AH ( NOISE- ANS
REFLECTIONfFE——=3 SHAPTHG —
K COEFFICIENTS CONVERSION l ANALYSIS
|
Fiqure 7. Block diagram of supcctro]l and noias cherso o b o
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El first residual samples

i RS autocorrelation coefficients

! RSP = high-frequency corrected autocorellation coefficients
' K = reflection coefficients

! KH quantized reflection coefficients

| AH predictor coefficients
i

ANS = noise shaping filter coefficients
2.4.1 Compute Autocorrelation Coefficients

First, Hamming-window 216 samples of the first residual, E1l
(see Section 2.2.1.2); then, compute the 7 autocorrelation
coefficients RS(0), RS(1l),...RS(6), using the direct method, as in
9.6 kb/s BBC coder [1].

2.4.2 High-Frequency Correction (HFC) ’

MU LAMDA
4
COMPUTE E e

RS £ AUTO MOLITEY b

: COM-LATIoN g
= CCEFFICIENT® —>

U=
'

Figure 8. Block diagram of high-{requoency correccion
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2.4.2.1 Compute minimum mean-squared prediction error, E

2 2 2
: E = RS(0) # [1.0 -(RR__ggg;) ] * [1.0 _<B§“») -Rstoms‘,21> J ;

RS (0) 2-Rrs (1) 2

where

RS = autocorrelation coefficients

2.4.2.2 Modify autocorrelation coefficients

RSP (n)

RS (n) + LAMBDA*E*MU(n), 0<n<2,

RSP (n)

RS (n), 3<n<6,
where

RS = autocorrelation coefficients (7 total) .
LAMBDA = 0.035 ;

MU (0) = +0.375
MU (1) = -0.25
MU(2) = +0.0625

RSP = output autocorrelation coefficients (7 total)
) 2.4.3 Spectral Predictor Computation

Use the standard routine employed in the 9.6 kb/s BBC coder [1].
The input and output quantities are:

RSP
K

input autocorrelation coefficients (7 total)
output reflection coefficients: K(1l),K(2),...K(6)

2.4.4 Code-Decode Reflection Coefficients

S s —

=~ CODE __‘,__ DECODE

IK
Figure 9. Encoding and decoding of thec reflection
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The symbols K, IK and KH used in Figure 9 are defined as follows:

K = reflection coefficients

IK = transmitted codes
KH = quantized reflection coefficients

The reflection coefficients K(1), K(2), K(3), K(4), K(5) and
K(6) are coded using 6,5,4,4,4, and 4 bits, respectively. The
coding and decoding tables are given in Table 2.

2.4.5 K-to-A conversion

The routine required for K-to-A conversion is the same as the
one used in the 9.6 kb/s BBC coder [l], with the following input

and output quantities:

KH = input quantized reflection coefficients (6 total)
AH = predictor coefficients for the guantized case (6 total)

2.4.6 Noise-Shaping Analysis

FAC
AH NOISE-SHAPING ANS
= ANALVSIS =
Figure 10. Noise shaping analvsis

ANS (k) = (FAC)K*AH(k), l<k<6

where

AH = predictor coefficients for the quantized case (6 total)
ANS = output coefficients (6 total)

Vg
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The values of (FAC)K are:

FAcl = 0.684128
FAC2 = 0.468032
FAC3 = 0.320194
FAc4 = 0.219054
FACS = 0.149861
FAC6 = 0.102524

2.5 1Inverse Filter to Obtain the Second Residual

AH
E1 INVERSE E2
pome——Y
> FILTER
Figure 11. Inverse filter for the

second residual

E2(n) = El(n) + SUM[AH{(i)*El(n-i), 1<i<6]
where

El = input samples of the first residual (216 samples of
present frame; 6 samples of past frame)

AH = predictor coefficients for the quantized case (6 total)

E2 = output samples of the second residual (216 total)

2.6 Gain Computation

The gain computation consists of the following steps: compute
and code-decode energy (or mean-squared value) of the second
residual, compute segment energies, compute the delta gains and
code-decode them, and compute gquantizer scale factors.
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| compure |G| CODE-DECODE| GH COMPUTE GFAC |
ENERGY ENERGY | QUANTIZER =
SCALE FACTORS |
|
EZ‘T _ | DGH |
[
SG DG
COMPUTE | COMPUTE CODE-DECODE
SEGMENT F==M  DELTA == pELTA
ENERGIES GAINS GAINS

Figure 12. Block diagram of Gain Computation

The symbols used in Figure 12 are defined below: .

E2 second residual samples

G = energy of E2
GH square root of the (uantized energy

SG = segment energies

delta gains
DGH = square root of the quantized delta gains

GFAC = quantizer scale factors

it

2.6.1 Compute Energy

G = 1/N*SUM[E2(i)2,1<i<N},N=216

input samples of the second residual (216 total)
output energy

(2
(]
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2.6.2 Code-Decode Energy

DECODE

IG

Figure 13. Encoding and decodinua of enorqgy

In Figure 13, we have

G = energy

IG transmitted code

GH square root of the quentized value

The energy G is coded using 6 bits. The coding and decoding
tables are given in Table 3.

2.6.3 Compute Segment Energies

SG(j) = 1/72*SUM[E2(i)2, (j-1)*72+1<i<j*72],3=1,2,3

where

E2 input samples of the second residual (216 total)
SG segment energies (3 total)

2.6.4 Compute Delta Gains

DG(j) = SG(j)/ (GH*GH), j=1,2,3

where
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DG = delta gains (3 total)
SG = segment energies (3 total)
GH = square root of the quantized enerqy

2.6.5 Code-Decode Delta Gains

DG
CODE pecept  (DEH
IDG
Figure 14. Encode and decode of the dclta gains

In Figure 14, we have

DG = delta gains
IDG = transmitted codes
DGH = gquantized values

The delta gains are coded using 2 bits each. Table 4 contains
the coding and decoding tables for the delta gains.

2.6.6 Compute Quantizer Scale Factors

GFAC(j) = ([GH*DGH(j) ] j=1,2,3
where
DGH = quantized delta gains (3 total)
GH = square root of the quantized energy

GFAC = quantizer scale factors (3 total)
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2.7 APC loop

For each input preemphasized speech sample SP(i), the
following steps are performed.

Steps 1-4. Compute predictions (4 total)

Step 5. Compute APC residual, WO

Step 6. Normalize APC residual

Steps 7,8. Code-decode residual

Step 9. Scale quantized residual

Steps 10-13. Compute Q and update arrays; Q1,VH,RH

The output from each of these steps is marked in the block
diagram of the APC loop, given in Figure 16, by a circled number;
these numbers indicate the order in which the outputs are computed.

2.7.1 Compute Predictions for Sample i

(a) For noise shaping and spectral predictors (Steps 1,2,3)

COEFF

V

X Y

— PREDICTOR -

Figure 15. Noise shaping and spectral predictor
in the APC loop

Y = SUM[COEFF (j)*x(i~j),1<j<6], for sample i

PRLEDICTOR INPUT RANGE COETE # 0w aureT
TYPE X OF X AVADLOR EOIN COEFF Y
Noisc-shapinag DRy a6 g SNS € QP
(zeros)
Noigo-Ghapinag 1)) i—b;jlj—l A I Qrl
(polcs)
Spectral VH(3) | 1-6<j<i~1 AH 6 VHP

Predictor
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(b) For pitch predictor (Step 4)

cH MH .
Re RHP ‘
PREDICTOR | —*
|

Figure 17. Pitch predictor in the Avd 1o

RR? = ClH*RH (i-MH+1) + C2H*RH (i-MH)+C3H*RH (i~MH-1), for sample i

where
RH = input samples (range from i-MH-1 to i-MH+1l for
sample i
CH = quantized pitch predictor coefficients: CI1H,C2H,C3H i
MH = quantized pitch ]
RHP = output prediction

2.7.2 Compute APC Residual, WO (Step 5)
WO = SP(i) + QP - QP1 + RHP + VHP

2.7.3 Normalize APC Residual (Step 6)

UO = WO/GFAC(j)
where, for the i-th residual sample,
j=1 for 1l<i<72

j=2 for 73<i<144
j=3 for 145<i<216

188
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2.7.4 Code-Decode Normalized Residual (Steps 7 and 8)

uo
" CODE DECODF >

1U

Figure 18. Encoding and decoding of tho normaliced
residual in the APC loop

In Figure 18, we have

U0 = normalized residual sample a
IU = transmitted code :
UH = quantized value ,

The normalized residual is coded using 2 bits. Table 5
gives the coding and decoding tables.

: 2.7.5 Scale the Quantized Residual (Step 9)

WH = UH*GFAC(j)
where, for the i-th sample,
j=1 for 1<i<72
j=2 for 73<i<144
j=3 for 145 <i<216
2.7.6 Update Arrays (Steps 10-13)

Arrays are updated in the following sequence:

(a) Q = WH - WO

(b) Ql(i) Q - QPl

(c) VH(i) WH - VHP
(d) RH(i) VH(i) - RHP
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Repeat the Steps 1 to 13 for each of the 216 input samples.
2.8 Folded Binary Code (FBC) for Encoding the Residual Samples

The FBC encoding may be performed as a separate operation or
may be included as part of the coding table.

{(a) Coding table approach: interchange the "J" values of 0 .
and 1 in Table 5. |

(b) Separate operation: The residual is coded as in
Table 5; then the codes are interchanged as in
Figure 19. At the receiver the codes are again
interchanged as in Figure 19 and then decoded as in
Table 5.

Figure 19. Flowchart for foldcd binary
code (FBC); scparate operaet ton
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3. RECEIVER

A block diagram of the receiver is given in Figure 20. 1In
this section, we give specification for each of the receiver
components.
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RS, Ot e s . b S G

3.1 Decode Parameters

Decode the received parameters using appropriate tables
listed below.

T i AT Lo . o 1 18

Parameter Tables

Enerqgy 3

Delta Gains 4

Residual * 5 :
Reflection Coefficients 2 ;
Pitch taps 1 !
Pitch see 3cction 2.2.5

*Decode folded binary code (FBC) as shown in Fig. 19, if FBC P
encoding is done as a separate operation rather than as part of the
coding table. (See Section 2.8).

3.2 Compute scale factors

- See Section 2.6.6

3.3 Scale the quantized residual !

£ g A T A e AN R AL SN 0 S NIt R SO 5 WA P G 1

; See Section 2.7.5 }
3.4 K-to-A conversion

See Section 2.4.5

3.5 LPC synthesis AH )
] ]
’ LI VH
§ LPC |
r W ol synTHEsis ‘
¥
Figqure 21. LPC synthesis b
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VH(i) = WH(i) - SUM[AH(3)*VH(i-j),1<j<6],1<i<216 |

_ where |

k-

: WH = input residual samples (216 total) ;
AH = predictor coefficients (6 total) '
VH = for each output sample i, six prior values (i-1 to i-6)

il

of VH are required as input.
Save the last 6 samples of VH as initial condition of next frame.

Also, the functions in Sections 3.4 and 3.5 can be combined into
one, if lattice-form synthesis is used.

3.6 Pitch Synthesis :

MH CH
VH e
—> PITCH RH
RH SYNTHES IS SEE,
————

Figure 22. Pitch synthesis

RH(i) = VH(i) - ClH*RH(i- MH+l) - CZ2H*RH(i-MH) - C3H*RH(i-MH-1)

where
VH = input samples (216 total) ;
MH = pitch !
CH = pitch predictor taps: ClH,C2H,C3H i'-g
RH = for each output sample i, three prior values: i-MH+1, ‘

i-MH,i-MH-1 of RH are required as input.

Save the last 134 samples of RH as initial condition of next frame. ?
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3.7 Deemphasis

RHD(i) = RH(i) + ALPHA*RHD(i-1l), 1<i<216

where

RH = input samples (216 total)
ALPHA = constant = 0.4
RHD = output speech samples (216 total)

Save the last sample of RHD as initial condition of next frame.
Note that RHD is the synthesized output speech.

REFERENCE

R. Viswanathan, J. Wolf, L. Cosell, K. Field, A. Higgins and
W. Russell, "Design and Real-Time Implementation of a Baseband
LPC Coder for Speech Transmission over 9600 BPS Noisy Channels",
Final Report, BBN Report No. 4327, Vol. I and II, Bolt Beranek
and Newman Inc., Cambridge, MA, February 1980.
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Table 1(a)

Cl,C3 (3 Bits)

X(J) J
0

-.427
1

-.305
2

-.183
3

-.061
4

.061
5

.183
6

. 305
7

196

CODING AND DECODING TABLES FOR PITCH TAPS

R(J)

-.488
-.366
-.244
-.122
.000
.122
.244

.366




X(J)

-
-. 40312508
—.015250021
-.T:337493
-+.03_49999
-.01552499
=euu3T17)3
“edinloly g4
~e31u34J)92
~.31d1.590
=e?2u12447%y
~e214357499
~e11149y99
-. 80 04y3
. 137419459

- 5312502

Table 1(b)

C2 (4 Bits)

CODING AND DECODING TABLES FOR PITCH TAP

R(J)

-+91656251
-.8496375¢
-.78281258
-.7159375¢
-.54996249
-.56213749
-.51531249
-.44843748
-.381562438
-.31463744
-.24731249
-.18%93749
-.114100621y
-. 04718747

«£13568752

« 78656252

N I - &

donance
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Table 2(a)

CODING AND DECODING TABLES FOR THE REFLECTION COEFFICIENT

K(1) (6 BITS)

X (J) J R(J)
- G

] -.98623391

-.985419065
1 -.98451736

~+98358107
2 -+.932,8864

-.98153679
3 -.989422¢3

-+97924866
4 -.97798879

-e37666232
5 -e97525692

-.97376801
b -+972190876

-.97852¢29
7 -.96875066

-.90687689
8 -.96489257

-«96279173
9 -.96856771

-.95821358
12z -«935722066

-.953¢48557
11 ~.95029687

-.94734517
12 -.94422411

-+94092366
13 -.93743417

-+33374563
14 -.92984749

-.92572883
15 -.92137813

-+91678373
16 -.91193326

-+34081341
17 -.9714115¢

-+.89571356
13 -.8397934%

~-.6833724¢7
15 -.87669944

-.86967121




Table 2(a)
k(1) (cont.)

X(J) J R(J) o
29 -.86227178 §E
-.85448478 .
21 -.84629394 b
-.83768241 /
22 -.82863319 =
-.81912912 ,
¥ 23 -.30915297
-.79868747
24 -.78771539 [
-.77621973 ¢
25 -.76418365
-.75159876
25 ~.73842508
-.72467132
27 -.71831488
-.69534218
28 -.57974833
-06349318 27 -.64668559
-.62925428
3p -.61983698
-e25919+4915
31 ~+57238887
-.552153p4
32 -.5312459%
-.50967117
33 -.48743577
-+46454968
34 -.44182574
-.41637981
35 -.39213¢83
-.36636237
35 -.34091512
-.31450189
37 -.23759249
-.26822125
38 -+2324253¢
-.22424442
33 -.17572891
-.14669926
40 -.11782621
-.%3854935
41 -.#5911889
-.02958534
42 .00004004
« 2958537
43 «#5911896
«£3d54942
199




X(J)

« 14689934
273424450
«26022132
31450195
.36680395
.41687988
464549175
20967123
.55215311
.59194921
«62902414
66349822
«69534215
«72467136
« 75159479
.77621976
. 79863749
«81912315
.83763244

Table 2(a)

K(l) (cont.)

23
29
63
ol
62
63

R(J)
11782609
.17572238
«23242537
«28759256
«34091519
«39213891
.44102581
+48743584
53124681
«57233812
«61983695
.646604564
67974038
«719831493

.73842513
76413363

.78771544
.88315308
.82863321
.84629396




e

X(J)

- ®
-.73101883
-.69184202
-.64634765
-.59672958
~.54204627
-.4B243376
-+41795417
-.34896365
-.27597119
=+ 19965246
-.12832739
-+ 94845165
.84045155
128321741
19965037
27597111
34496358
41795489
+4324336)
54240621

«59672952

Table 2 (b)

(5 BITS)

J

1z
11
12
13
14

16
17
13
13
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CODING AND DECODING TABLES FOR THE REFLECTION COEFFICIENT

R(J)

-+.74938506
-.71160168
-.66929988
-.62216299
-.57083794
-.51288126
-.4507844¢8
-+383994741
-« 31292941
-.23817349
-.160649504
-. 98077188
~d0d20e2p
- 08077893
-16849496
«23817841
« 312929132
«333393466
«+ 45378433
51288119
«578:,3786




X(J)

«0463476%9
.69121198
«73121¢79
« 76652286
« 79789441
+82516644
« 54959197
.87861941
.83883308
98470825

Table 2 (b)

K(2) (cont.)

J

21
22
23
24
23
26
21
23
29
38
31

R(J)

«62216294
669299583
-71160164
-« 74930502
« 762708587
81213313
.83793808
-86017144
. 88087615
89707866
911783178




Table 2(c)

CODING AND DECODING TABLES FOR REFLECTION COEFFICIENT

X(3) (4 BITS)

X (J) 3 R(J)
- o
8 -.75245864
{ ~.72465231 |
1 -.69433287 |
-.66129498 |
| 2 -.62547535 =
i - 58680991
3 -.54526933
| -. 58086628
i 4 -.45366514
~24£376312
5 -.35134251
-.29662241
| 6 -.23933272
-. 18145542
7 -.12171834
-.06123626
8 .000880800
.16183626
3 .12171833
18145541
12 .23988271
.29662241
11 <32134258
<40376312
12 .45366913
«23030619
13 .54526937
.5868£998
13 .62547535
+66129489
15 <69433286
@«




Table 2(d)

CODING AND DECODING TABLES FOR REFLECTION COEFFICIENT

K(4) (4 BITS)

X(J) J R(J)
{
- o
-+53250586 l
1 -.49273689
-.45079815
2 -.4067700880
-.36P76742
3 ~«31293977
~.26347855
4 ~«21257565
-.16028p62
5 -.18751649
-.P5391451
b -.000000680
«95391451
7 «17751648
«16#58Jd01
3 «21257564
«26347053
' 9 «31293977
i «36076741
18 «40677020
«45879814
11 «49273689
«e532525085
12 «57885347
«6¥530267
13 .63843988
«66931576
R 14 «63804933 i
: «7246823¢

15 - 74932821




Table 2 (e)

CODING AND DECODING TABLES FOR REFLECTION COEFFICIENT 1

K(5) (4 BITS)

X(J) J R(J) .
i
- a0 F
8 -.58899809 ]
-.17343143
1 -.43634928 .
-.39772316 ?
2 -.35763384
-.31618157
3 -.27348579
~.22968443
4 -.18493246
-.13948915
5 -. 29327963
-. 84673719
6 .P0B8PBgD
.04673717 .
7 09327862
.13940014
3 .18493246
.22958442
9 .27348579
.31013155
18 .35763383
.33772316
11 .43634928
.47343142
12 .58890878
©54273631
13 .57489984
.68536267
14 .63415766
<66129489

15 .63650496 ‘




X(J)

~.32293331
-.23488363
-+14258225
~.84781699
. 04781697
-14253224
-23430362
«32298339p
.485890448
.48261537
.55258511
<61554603
.67152148
.72875575
.76365393

K(6)

Table 2(f)

Jd

19
11
12
13
14
15

206

(4 BITS)

CODING AND DECODING TABLES FOR REFLECTIONCOEFFICIENT

R(J)

-«36516872
-+27948269
-+18918990
~«89541588
-808E890000
«#9541579
«189109989
«27948267
«36516871
«445069135
»51846758
+58494609
«64439614
«69695902
- 74296685
-78288344




Table 3

CODING AND DECODING TABLES FOR ENERGY (6 BITS)

X(J) J R(J)
!
- '
8 $.33256332
F.12232071
1 ’ f.36781124
0e14962357
2 .43679443
£.183p2761
3 3.4499¢933
5.22387212
4 #.49759385
2.27364197
5 B.5223323¢0
“.33496544 :
5 8.508866034 |
¥.40973211
7 767317639
.5¢118723 a
. 8 ¢.74451765
¢.61375579
9 3.32342681
r.74939421
19 7.91369929
121727594
11 1.20722152
1.12271344
12 1.11397386
<3T246$95
13 1.23204954
1.67327395
14 1.36262874
£.:5352500
15 1.57704074 ,
2.51168536 1
15 1.5667674¢
3.:7255733
17 1.84342298
3412037393
| 13 2.23889173
, 4459726277
19 2.2548888
%.6234110)
22 2.43387652 |
l
|
207

L |




X{J)

54078594381
8.,21375115
10 220580
12.58525344
15,39925480
16 ,283602942¢
23.01092364
73419332314

34.47455357

42.159%4327
$1.5:22139%
L3.@9572790
77.17914547
11a40600224
115.+7818337
141,753741029
172615458948
211.345285a09
200452346407
216.2277522A9

376.512013 09

«18.10122200

Table 3
ENERGY (cont.)

J

R(J)

2.75819513
3.25@52787
3.37384397
3.73142737
4.12690991
4.56432846
5.348R6560
5.38323466

6.17482972
6.82923115
7.35339576
3.3236250@6
9.23990244
17.21821392
11.32121199
12.49899183
13.3237216¢
15.28885572
16.38927518
13.77143709
20.53354540
<?.8787315¢




|
|
|
|
i
|

X(J)

378.751925 9%
777.,945725a4
46295427308
1759.25352382
1295.63658%247
1354489297188
1938.65242393
23T1.37350800
1301, 68¢85307
3518.1337930¢@
534v.10205222
339L.845351422
£452,215672¢2
7443.23168144
5715.278534 24
1lo32.0225 800

1453734377227

17782,.,79224¢2
21752.33306::/02
2uc 07,2485 07¢0

32545,1731n20"7

Table 3
ENERGY (cont.)

53
60
61
52
b3

R(J)

25.38025969
27.3317574¢
3¢.9474576#0
34.22748428
37.3551512¢0
41.36738194@
46.334068999
51.2123814¢
96.531822648
62543350672
59.232726518
76452579442
84.74712283
33.72321372
103.663287¢8
114.65223700

126.931674¢0
14¢.24098800
155.1247133¢@
171.54377729
163.72517200




Table 4

CODING AND DECODING TABLES FOR DELTA GAINS (2 BITS EACH)

X (J) J R(J)
-0
8 0. 48977882
¢.436315563
1 #.79432824 |
B.05125794 _ ‘
2 1.12221844
1.53938389
3 1.19623564
w
.
Table 5

CODING AND DECODING TABLES FOR RESIDUAL SAMPLES (2 BITS)
(NATURAL BINARY CODE)

X(J) J R(J)
- 00
@ -1.53489251 -
“-0.97517313 r
1 -r.45145388
B P R AR N
2 2.43145333

1e37517319
- 3 1.53489251
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1. INTRODUCTION

This guide provides information necessary to use the FORTRAN

t simulation of the BBN 16 kb/s APC coder. Installation of this !

simulation on the user®s computer system will require some software
modifications. These modifications are specified in detail in
Section 2 of this guide. 1In Section 3, a typical user session is i
described. Section 4 outlines how the user may alter the operation
of the coder by resetting various flags and coder parareters. The
simulation of the coder operating in the presence of channel

bit-errors is discussed in Section 5,

7

215
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2., SIMULATION SOFTWARE

The simulation software consists of a main program 16KMN, and

the following five subroutine packages:

1. 16KIO -~ File handling and data I/0 routines

2. 16KGEN - General utility routines

3. 16KCOD - Quantization, encoding and decoding routines

4. 16KER - Channel bit-error simulation, error-protection,

and error-correction routines

S. 16KPR -~ All other routines

The FORTRAN listings of the main program and of each of the
five subroutine packages are given in Appendix C. The simulation
also uses one routine from the IBM scientific subroutine package
(Routine NDTR for evaluating the normal distribution function,
called by the subroutine OPTQ in the 16KCOD package) and several
routines from our BBN speech library package. The FORTRAN code for
these latter routines is not included in the supplied software,
since they have been designed specifically for the BBN computer
system. For the user”s reference, a list of these routines from
the BBN speech library, their calling sequence and a brief

description of their purpose are given at the end of this section.

The user must substitute his own software to perform the tasks

of the missing routines. The locations within the main module

216
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16KMN, where substitutions should be made, are specially marked
with a string of asterisks and comments. The steps required to

perform the substitutions are listed below.
1. Speech 1/0

The BBN simulation system employs disk files for speech 1/0,
in that digitized speech samples are read into a buffer from an
input disk file and processed speech samples are written out from a
buffer into an output disk file. (The input and output disk files
may be compared using a separate D/A playout program, which is not
part of the simulation software.) The following parts of the main
program 16KMN have to be modified to suit the user”s I/0 facility.

a) Specification statements for file handling: The
specification statements at the top of the main program
labeled "DATA FOR FILE HANDLING" should be replaced with

appropriate ones that may be needed for the user”s specific
speech 1/0.

~

b) Opening input and output speech files: The user must
replace the code labeled "OPEN INPUT AND OUTPUT SPEECH
FILE" below statement 100 in the main program and the
subroutines OPNIF and OPNOF in the 16KIO package, with his
own software to provide access for input and output speech
samples., Also, at this place in the main program, the
quantity NFRAME (number of samples/frame) must be computed
from the sampling frequency in Hz, FREQS and the frame size
in ms, TFRAME. (The BBN-specific subroutine OPNIF reads in
the value of FREQS from the header of the input speech
file, or allows the user to specify it in the case of an
unheadered file.)

c) Reading in speech samples: The code labeled "READ IN

NFRAME SAMPLES" after statement 2000 in the main program
and the subroutine ISAMP in the 16KIO package should be
replaced with the user”s own code to read in NFRAME number
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of speech samples. These samples should be stored as
floating-point numbers in the buffer SPEECH starting from
the location N2S. The user”s code must also check for the
end of the input speech data. When the end is detected,
the program control should be transferred to statement
2010.

d) Writing-out speech samples: The user must replace the code
Tabeled "OUTPUT SAMPLES" below statement 4000 in the main
program and the subroutine OSAMP in the 16KIO package, with
his own code to write out NFRAME number of output speech
samples from the buffer SLAST, starting from location N2S.

e) Closing input and output speech files: The user must
replace the code labeled "CLOSE FILES" around statement
4050 with his own code to close the input and output
access.

FFT of Real Data

a) The subroutine PITCH in the package 16KPR calls another
subroutine FFTR to perform FFT of real data. A description
of FFTR is given at the end of this section. The user must
replace FFTR with his own subroutine.

b) A related subroutine WRWI is called by the main program
(after statement 5 at the top of the program) to set up
cosine table to be used by FFTR. The user must either
remove this call or replace with another depending upon how
his own FFTR subroutine is organized.

Random Number Generation

a) The subroutine ERRCHN in the package 16KER calls another
subroutine RANDOM to generate pseudo-random numbers. A
description of RANDOM may be found at the end of this
section. Again, the user must replace RANDOM with his own
subroutine,

b) A related subroutine ZETRAN is called by the main program
(after statement 10 at the top of the program) to
initialize the random-number generator at a prespecified
point. This 1is necessary if one wants to employ an
identical sequence of random numbers in two separate
experiments. Again, the user must either remove this call
or substitute ZETRAN with his own subroutine.
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Software Change to Suit Different Input-Speech Wordlengths

The BBN 16 kb/s APC coder has been designed with the
assumption that its input is 11-bit (including the sign bit) linear
PCM speech, (To avoid a possible confusion, note that we store
input speech samples using 12 bits each after extending or
duplicating the sign bit to the left, and that three such 12-bit
samples are packed in one 36-bit computer word.) If the user plans
to use a different linear PCM speech as coder input, he must change
the gain quantization ranges in dB, GMAX and GMIN, in the
subroutine QTBLG (16KCOD routine package), to ensure proper gain
quantization. This is accomplished by setting the value of the
quantity DBCHANG, specified via a DATA statement in the same
subroutine, to be equal to 6 times (actual speech sample size in
bits -11). The factor 6 is due to the 6 dB/bit rule. For example,
if the coder input is 9-bit linear PCM speech, then DBCHANG =

-12.0.
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A LIST OF SUBROUTINES FROM THE BBN SPEECH LIBRARY

INIT - CLOSES ALL OPEN FILES AND INITIALIZES SYSTEM
CALL INIT !

OPENIF - OPENS FILE AS INPUT FILE ’
CALL OPENIF (JFN,BYTSIZ)
CALL OPENIF (JFN,BYTSIZ,FILNAM)
CALL OPENIF (JFN,BYTSIZ,FILNAM,IERR) ;
JFN = JOB FILE NUMBER, RETURNED BY SUBROUTINE i
BYTSIZ FILE BYTE SIZE {
FILNAM = POINTER TO FILE NAME. IF THIS ARGUMENT IS 0 OR NOT 1
GIVEN THEN THE FILE NAME IS TO BE TYPED IN. I
IERR = OPTIONAL ERROR STATE ARG. IF NOT GIVEN, FILE OPENING ,
ERRORS WILL BE HANDLED BY THE IO ERROR HANDLER. IF THIS i
ARG IS GIVEN, THEN THIS SUBROUTINE WILL ALWAYS RETURN,
WITH IERR=0 IF THE FILE WAS OPENED. IF THE FILE WASN'T
OPENED, THEN IFRR=JSYS ERROR CODE AND RETURNED JFN = -1.

OPENOF - OPEN FILE AS OUTPUT FILE
CALL OPENOF (JFN,BYTSIZ)
CALL OPENOF (JFN,BYTSIZ,FILNAM)
CALL OPENOF (JFN,BYTSIZ,FILNAM, IERR)
ARGUMENTS SAME AS FOR OPENIF

CLOSF - CLOSES FILE, GIVEN JFN
CALL CLOSF (JFN,NOREL)

NOREL = OPTIONAL ARGUMENT: IF GIVEN AND NONZERO, THE FILE IS
CLOSED WITHOUT RELEASING THE JFN., IF ZERO OR NOT GIVEN,
THE FILE IS CLOSED AND/OR THE JFN RELEASED, AS
APPROPRIATE

FILNAM - GETS FILE NAME, GIVEN JFN
CALL FILNAME (JFN,ARRAY)
JFN = JOB FILE NUMBER OF FILE
ARRAY = POINTER TO ARDAY WHERE FILE NAME IS TO BE STORED
SFBSZ - (RE) SETS FILE BYTE SIZE
CALL SFBSZ (JFN,IBSIZE)
JEFN = JOB FILE NUMBER
IBSIZE = NEW BYTE SIZE
SFPTR - SETS FILE POINTER '
CALL SFPTR (JFN,NBYTE)
JFN = JOB FILE NUMBER
NBYTE = BYTE NO. TO WHICH POINTER IS TO BE SET

-1, WILL POINT TO CURRENT END OF FILE




Bolt Beranek and Newman Inc.

RFPTR - READS FILE POINTER
CALL RFPTR(JFN,NBYTE)
JFN = JOB FILE NUMBER
NBYTE = BYTE NUMBER OF POINTER IN FILE

SINB - STRING INPUT FROM FILE WITH ARBITRARY BYTE SIZE
CALL SINB (EOF,JFN,POINTR,BYTSIZ,NBYTE)
CALL SINB (EOF,JFN,POINTR,BYTSIZ,NBYTE,ENDCHR)

EOF =ASSIGNED STATEMENT NO. FOR END OF FILE TRANSFER

JFN =JOB FILE NUMBER

POINTR = POINTER TO ARRAY WHERE STRING IS TO BE STORED i
BYTSIZ = BYTE SIZE IN ADDRESR SPACE; IT CAN BE DIFFERENT FROM ]

FILE BYTE SIZE. BYTE IS ALWAYS RIGHT-JUSTIFIED WITH
EXTRA ZEROS TO THE LEFT OR TRUNCATION IF NECESSARY
DEPENDING ON THE RELATION BETWEEN THE TWO BYTE SIZES.

NBYTE = NUMBER OF BYTES ACCORDING TO THE FOLLOWING:
=0, ZERO BYTE TERMINATES
>0, EXACT BYTE COUNT
<0, NEGATIVE BYTE COUNT OR A BYTE OF -1, WHICHEVER COMES
FIRST.
ENDCHR = OPTIONAL RIGHT JUSTIFIED BYTE ON WHICH TO TERMINATE INPUT.
OVERRIDES -1 TERMINATION WHEN NBYTE<O0
SOUTB - STRING OUTPUT TO FILE, ARBITRARY BYTE SIZE ¥

CALL SOUTB (JFN,POINTR,BYTSIZ,NBYTE)
POINTR = POINTER TO ARRAY FROM WHICH STRING IS OUTPUT
OTHER ARGUMENTS SAME AS IN SINB.

PSOUT - ASCII STRING(S) OUTPUT TO TTY
CALL PSOUT(POINTR1,POINTR2,...)
CALLS ASCZA IF HOLLERITH ARGUMENT

ASCZA - SEARCHES A 7-BIT STRING FOR A ZERO WORD, THEN
TRACES BACK LOOKING FOR A WORD WITH AN “&° AND THE REST
FILLED WITH BLANKS. IT WILL ONLY SKIP BACK OVER WORDS WHICH ARE
ALL SPACES.
IF FOUND, THE “&° AND THE ALL
BLANKS ARE REPLACED WITH NULLS. IS USEFUL FOR FORTRAN LITERALS. ‘
IF (OPT) 2ND ARG IS GIVEN IT IS A LEFT JUSTIFIED TERMINATOR BYTE '
TO BE USED INSTEAD OF “&°, 1IF IT IS SPACE, THEN
THIS MEANS TO DELETE ALL TRAILING SPACES BEFORE THE ZERO WORD. i
CALL ASCZA (STRING,TERM)
STRING = A 7-BIT STRING WHICH MUST BE TERMINATED BY A ZERO WORD
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USUALLY A HOLLERITH.

PSOUTR - ASCII STRING(S) OUTPUT TO TTY FOLLOWED BY CR-LF
CALL PSOUTR(POINTR1,POINTR2,...)

PUTS OUT ALL STRINGS, THEN A CR-LF. CALLS ASCZA IF HOLLERITH
ARGUMENT

RALPH - READ ALPHANUMERIC STRING FROM TTY.

ALLOWS CRTL-A OR RUBOUT EDITING.

ALSO ALLOWS CTRL-R VIEWING OF THE STRING

ALSO ALLOWS CTRL-U START OVER.

STRING IS TERMINATED BY CARRIAGE RETURN OR THE 400TH CHARACTER,
NEITHER OF WHICH IS PUT INTO THE ARRAY.

CALL RALPH (ASCI , NCHAR)

ASCI = ARRAY IN WHICH STRING IS STORED WITH A NULL TERMINATOR
NCHAR = NUMBER OF CHARACTERS IN THE STRING

LSH - LOGICAL SHIFT
JFOO=LSH (WORD ,NPLACES)
WORD = WORD TO BE SHIFTED
NPLACES = NUMBER OF LEFT SHIFTS (NEGATIVE IF TO BE A RIGHT SHIFT)

EXTFLT - SIGN-EXTENDS, THEN FLOATS, ASSUMING SIZE <= 27 BITS
X=EXTFLT (IX,IEXWD)

IX =WORD TO BE SIGN-EXTENDED

IEXWD =1 IN THE MOST SIGNIFICANT BIT OF THE BYTE
=LSH(1,BYTESIZE-1)

NRBYTS - FUNCTION TO COUNT BYTES IN A TERMINATED SPRING
ICNT=NRBYTS (FROM,IDX,BYTSIZ, TERM)
FROM = STRING ADDRESS (I.E., AN ARRAY ELEMENT)
IDX = OPTIONAL STRING INDEX
IF ABSENT OR <= 0, DEFAULT VALUE OF 1 IS
USED.
BYTSIZ = OPTIONAL BYTE SIZE. IF ABSENT OR <= 0,
DEFAULT VALUE OF 7 IS USED.
TERM = OPTIONAL TERMINATOR BYTE. IF ABSENT,
DEFAULT VALUE OF 0 IS WUSED.
THE TERMINATOR BYTE IS NOT COUNTED.

CHMOVE - SUBROUTINE TO MOVE A CHARACTER STRING (NCHARS LONG)
CALLING SEQUENCE:

CALL CHMOVE (FROM,IDX1,TO,IDX2,NCHARS)
ARGUMENTS AS IN NRBYTS

ICHAR - FUNCTION WHICH RETURNS THE IDX-TH CHARACTER OF

THE STRING CONTAINED AT "FROM", LEFT JUSTIFIED AND PADDED WITH
SPACES

222




r T ——— e

Bolt Beranek and Newman Inc.

(SO IT CAN BE COMPARED WITH A FORTRAN SINGLE-CHARACTER LITERAL) .
J=ICHAR (FROM, IDX)
WHERE FROM AND IDX ARE ARRAY PTR AND INDEX, AS IN NRBYTS. |

i WRWI - Subroutine to generate cosine table required for the
subroutine FFTR

CALL WRWI
CALCULATES 513 COSINES EQUALLY SPACED BETWEEN AND INCLUDING
0 AND 90 DEGREES

FFTR ~- FFT of a Real Function
CALL FFTR(LOG2N,NSAMP,S,TR,TI)
COMPUTES THE (LOWER HALF + 1) OF THE FFT OF A REAL

FUNCTION
ARGUMENTS:
LOG2N = LOG2(N) WHERE N IS THE ORDER OF THE FFT
= MAXIMUM OF 10
NSAMP = NUMBER OF REAL SAMPLES TO BE TRANSFORMED
S = VECTOR OF LENGTH NSAMP, CONTAINS SAMPLES
TR = VECTOR OF LENCTH N/2+1, REAL PART OF TRANSFORM
TI = VECTOR OF LENGTH N/2+1, IMAG PART OF TRANSFORM

VECTORS S AND TR OR TI MAY BE IDENTICAL

ZETRAN - SETS THE RANDOM NUMBER "INITIAL VALUE" AND IS USED
TO SET THE ORIGIN OF THE RANDOM NUMBER SEQUENCE.

CALL ZETRAN (X,Y)

X=HIGH ORDER PART OF SEED

Y=LOW ORDER PART OF SEED {

L R U TN 4

RANDOM - RANDOM REAL NUMBER GENERATOR
GENERATES A RANDOM REAL
NUMBER UNIFORMLY DISTRIBUTED BETWEEM TWO LIMITS.
X = RANDOM (A,B)

A=LOWER LIMIT

B=UPPER LIMIT
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3. TYPICAL USER SESSION

The operation of the FORTRAN simulation requires only two
inputs from the user: (1) a source of digitized input speech
samples and (2) a location for the storage of the processed speech
samples., At BBN, speech waveform samples are stored on disk files,
as mentioned above. A typical user session, using disk file I/0,
is described below. User input is underlined. 1In this session the
input data file is <DCAl6>BVIM.WAV and the output storage file is
<DCAl16>BVIM,.TES. After inserting these two file names, the full
coder simulation (transmitter and receiver) is executed without
further intervention from the user. When all data has been
processed, the program will print out the total number of frames
processed and signal-to-quantization-ncise (S/Q) ratios. The
control of the program is then returned to the user. At that time
the user may choose to process another speech utterance or abort

the session,
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Typical User Session

RUN 16KMN =

INPUT SPEECH FILE: <DCAl6>BVIM,WAV :

10440 12-BIT SAMPLES AT 150 USEC = 1.5660 SECONDS

OUTPUT SPEECH FILE: <DCA16>BVIM,.TES.1 =

FRAME COUNT = 48
S/Q RATIO in dB: LONG-TERM = 12,363; SEGMENTAL = 13,456

CONTINUE? (YES=-~1,NO=0)=0 <

CPU TIME: 23.91 ELAPSED TIME: 1:35.95

NO EXECUTION ERRORS DETECTED

(Note that the symbol * at the end of each input from the

user denotes carriage return.)
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4. SIMULATION OF SOME VARIATIONS OF THE OPTIMIZED APC CODER

The simulation has been designed to give the wuser the
flexibility to modify the operation of the APC coder without
software changes. Two methods of modification have been provided:
(1) The user may set (True=-1) or clear (False=0) various flags
that control the sequence of operations in the main program; and
(2) The user may change the values of variables that specify
important coder parameters. All flags and variables that the user
may change are given their default values via DATA statements at

the top of the main program 16KMN,
4.1 Flags

Flags have been provided so that the user may choose to keep
or abort the execution of a specific section of the coder by
setting or clearing the appropriate flag. For example, if the user
wishes not to quantize the residual samples, he accomplishes this
by simply clearing the flag IQ(1l) (i.e., IQ(1l)=0), prior to the
execution of the coder. A list of the names of the flags and a
description of the section of the coder each controls are given in
Table 1. All flags, with the exception of ICHAN, ICHANE, and
ICHANP, have their default value specified as True. The flags

ICHAN, ICHANE and ICHANP are specified as False i.e., the coder is

defaulted to operate in the absence of channel error.
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Table 1. Flags in the FORTRAN simulation of the BBN 16 kb/s coder

? Flag

IPREM
KPPF
INSTFX
IHFCR
KNSF
ISEGFG
IFBC
ICHAN
ICHANE
ICHANP
IO(1)-1I0(7)
IQ(1
IQ(2)
IQ(3)
IQ(4)
IQ(6)

IQ(7)
NOPRNT

Description

Preemphasis - Deemphasis

Pitch Prediction

3-Tap Pitch Predictor Stability Check
High Frequency Correction

Noise Shaping

Segmented Quantization

Folded Binary Coding

Channel Simulation (Bit streaming)
Channel Error Simulation

Error Protection

Parameter Quantization

Residuai Samples

Energy

Delta Gains

Spectral Coefficients

Pitch

Pitch Predictor Taps

Listing of quantization tables
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4.2 Variables

A list of the variables defining coder parameters that may be
modified by the user, and their default values are given in Table

2. This table also specifies the limits of parameter values within

which the user may reset them without any software changes.

Changes in the parameter values should be made in a manner that
preserves the consistency of interdependent parameters such as

TFRAME and NENSEC. Note also that choosing NPOLE > 6 requires

specification of additional data, as indicated in Table 2 under

NPOLE.
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Table 2. A list of APC coder simulation variables and their description

Variable Description Default -
Name Value |
1. FREQS Sampling frequency (Hz) 6666.66 [

Sampling frequency must correspond to
that of the input data !

2. TFRAME Interframe interval (ms) 32.4 ;
Set TFRAME such that NFRAME < 300 E
where

NFRAME = IFIAR (TFRAME * FREQS/1000.) i
NOTE: Check NENSEC when modifying TFRAME ’
as it also depends on NFRAME

Function IFIXR is given in the
subroutine package 16KGEN

3. BWF Preemphasis bandwidth (Hz) 972.21465 '

4. T40 Pitch extraction frame size (ms) 34.75 i
Set T40 such that 140 < 600 where |
140 = IFIXR (T40*FREQS/1000.)

5. FOL Lower limit of pitch frequency (Hz) 50

This parameter is used to compute
j the upper limit on pitch period IF0QL,
! defined in samples, where

IFOL = IFIXR ((FREQS/FOL)+.5)

6. FOH Upper limit of pitch frequency (Hz) 450

This parameter is used to compute the
lower limit on pitch period, IFOH,
defined in samples where

IFOH = IFIX(FREQS/FOH)

7. LOG2P FFT order (exponent of 2) 9
2**LOG2P 2> I140+IFOL

229




"N

P

Bolt Beranek and Newman Inc.

[ Table 2

{cont.)
{ Variable Description Default
8. NTAPS Number of pitch prediction taps 3

1l and 3 are permissible values, if
no pitch prediction is required clear ‘
flag KPPF. Do not set NTAPS to zero. |

' 9. NPOLE Number of poles for LPC analysis 6

Buffers accomodate up to 14

- coefficients, However, default values
for quantization and channel error

are specified for up to NPOLE=6 only.

To operate the simulation with NPOLE »>¢,
“he user must make the following
modifications:

l. Provide additional values for the
coding ranges CMIN and CMAX in
subroutine QTBLC (l6KCOD Package)

2. Provide additional default values
for the number of bits protected
and the number of bits transmit-
ted (arrays NPERC and NBITC
respectively at the top of the
main routine, 16KMN)

10. NPHFC Order of the computation of the minimum 2
mean-squared prediction error used in
the high frequency correction module
HFCOR (package 16KPR) NPHFC < NPOLE

11. HFLAM Scalar constant used in the high 0.035
frequency correction module

12. CHF Autocorrelation coefficients of a high +.375,
pass filter used in the high~frequency -.25,
correction module +.0625

3 values required
13. BWANS Noise shaping bandwidth (Hz) 800

14. NENSEC Number of segments used in the 3
segmented quantization scheme.

Set NENSEC such that NSMSEC is an
integer where

NSMSEC = NFRAME/NENSEC

15. IRUNG Switch to simulate rungs or stages g
of the phased real-time implementation.
(IRUNG=F for full simulation; 1, for stage 1l;
2, for stage 2; and 3, for stage 3).
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Table 2
(cont.)
Variable Description Default
16. NTYP Switch to set the type of distribution 3

used in the optimal quantization of
the residual samples

1l = Gamma, 2 = Exponential, 3 = Gaussian
The following parameters set the number of bits for guantization
of the transmitted parameters. If quantization is not required for

a specific parameter, clear the appropriate IQ flag -- do not set
the parameter below to zero.

17. NBITR Number of bits for quantization of 2 !
the residual samples 1
Range - 1 to 3
18. NBITG Number of bits for quantization of 6
the Energy :
Range - 1 to 7 .
' 19, NBITSC Number of bits for quantization of the 2 1
} delta gains .
i
; Range - 1 to 3
20. NBITC(I) Number of bits for quantization of
the spectral coefficient I
Range - 1 to 7

[~ - O, e )

21. NBITP Number of bits for quantization of 7
the pitch

Range - 2**NBITP 2 IFOL - IFOH

22, NBITT(I) Number of bits for quantization of
the pitch predictor taps

w b

Range = 1-5 . '

231 : [




Bolt Beranek and Newman Inc,

5. CODER OPERATION WITH CHANNEL-ERROR SIMULATION

The FORTRAN simulation is defaulted to operate in the absence
of channel error. To initiate the simulation of channel error on
all transmitted parameters the user must set (true=-1) the two
flags ICHAN and ICHANE. Also, the flag ICHANP must be set to
invoke error protection of parameters. The coder is defaulted to
operate at 1% channel error when these flags are set. The user may
change the percentage of channel error and the amount of protection

| for each parameter independently by resetting their default values
at the top of the main program. Table 3 gives the names of the
variables that specify the number of high-order bits protected for
each transmitted parameter. When changing the values of these
variables, the user must keep in mind that the total number of
protected bits for all transmitted parameters should be an integer
multiple of 4. The percentage of channel error for each
transmitted parameter is defined in the array ERP. In Table 4, the
correspondence between the array entries and the transmitted

parameters is defined.
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Table 3. A list of transmitted parameters, along with the number of
high-order bits of each that are error-protected

Variable Transmitted Default
Parameter Value
NPERC (I) Spectral Coefficients 5,4,3,2,2,2

NPERC(I) < NBITC(I)

NPERP Pitch 7
NPERP <« NBITP

NPERG Energy 6
NPERP < NBITG

NPERSC Delta gains 2
NPERSC < NBITSC

NPERT (I) Pitch Predictor Taps 2,3,2
NPERT(I)f NBITT(I)

(No protection is provided for the residual samples.)
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e R R

Table 4. Correspondence between the elements of the array ERP and ?
the type of transmitted parameters. The value of the
array element indicates the percentage of channel error
due to which the corresponding transmitted parameter (s)
are exposed.

Transmitted Default _
Variable Parameters Value 1
ERP (1) Spectral Coefficients 0.01
ERP (2) Pitch 0.01
ERP (3) Energy 0.01'
ERP (4) Delta Gairns 0.01 3
ERP (5) Pitch Predictor Taps 0.01

ERP (6) Residual Samples 0.01
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APPENDIX C

A LISTING OF THE SOURCE PROGRAMS OF THE
FORTRAN SIMULATION OF THE 16 KB/S APC CODER
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