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SUMMARY

The objective of this program is to conduct theoretical and experi-
mental research to determine the electromagnetic scattering from hete-
rogeneous dielectric bodies as individual bodies and as a cluster of
bodies. The discrepancies in the literature regarding the singularity
of the electric dyadic Green's functions were resolved and a unified
and consistent view is presented. Compact range scattering measurements
at 1 GHz were successfully performed to obtain measured data to validate
the numerical analyses. Extensive computations were made for a variety
of dielectric scatterers, including a one-foot bird at 1 GHz. The
agreements between measurement and computation were good except for the
resonant sphere, for which the calculated resonant frequencies were
shifted by about 20 percent. Various numerical techniques were investigated
successtully for implementation in the volume methods to treat symmetrical
scatterers through use of symmetric matrices, the use ol banded matrices,
and virtual memory. A new local-file manipulation technique for handling
large matrices has been explored and tound to be potentially userul.

There has been very little research into the problem of scattering
by aielectric objects of complex permittivity. Future research in this
area should include the investigation of the surface integral equation

technique and the exact solution ror the dielectric prolate spheroid.
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SECTION 1

INTRODUCTION

During the past decade, there has been a rapidly rising interest in
electromagnetic problems involving dielectric objects. The interest in
this area arises from a multitude of military and civilian needs. Human
beings are increasingly more exposed to microwave radiation hazards cn
aircraft, ships, military installations and even in their homes. The
knowledge of the electromagnetic scattering from birds, animals and
humans 1s essential in the analysis of detection, identification and
interference problems in radar systems. Biological and medical
applications, such as blood thawing, enzyme inactivation and
hyperthermia treatment of cancerous tissues, also demand accurate
knowledge of the electromagnetic fields in dielectric bodies. Thus,
electromagnetic scattering by dielectric bodies is a fundamental and
important problem, and solutions for these scatterers have wide
application.

3ince September 1978, Georgia Tech has been supported by the Deputy
for Electronic Technologv (RADC/EEC), Air Force Systems Command, under
contract F19628-78-C~0223 to conduct a two-yvear research program in tnis
area. The emphasis is focused on analyses and measurements of the
scattering characteristics of heterogeneous dielectric objects as
individual bodies and as a cluster of bodies. Progress to date has
included the clarification of discrepancies in the literature on the
singlaritv of the Green's function in the source region. and
measurements and calculations of the scattering cross-section of
Jdielectric bodies of arbitrary shapes and complex dielectric constants.
in addition, various numerical techniques have been investigated and a
new loucal-file manipulation technique was explored and found to be F
potentially useful.

Numerical techniques developed in the current research program are
capablie of producing fairly accurate data for objects less than one

free-space wavelength long. There are models for which the present

technique is highlyv accurate, and there are geometries, such as the
sphere, tor which the present tcchnique is not quite satisfactorvy

prubably due to the inherent deficiencies of the volume integral

[T R A PO I BT N




The success of compact-range scattering measurements at a frequency
of 1 GHz represents an advance in the state-of-the-art of scattering
measurements using the compact range technique. This extension of the
compact range scattering measurements to lower frequencies demonstrates
the versatility and usefulness of the compact range as a general purpose

EM measurements facility.
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Figure 1. A three-dimensional boundary-valuc problem in whicr v s
the source region and V , V . V_are volumes enclosed by
. N . . s L
1 surtaces .SL, S and S5 , respectively.
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In the source region where r = r', questions arise as to whether (4) is

-

still valid and, if wvalid, how to compute iU since the R term i (5
is in general not integrable |3]. For the static casc in which & = U,

thw rigorous treatment by Kelloge [3] 1s applicable. Using the method

retarded potential, Van Bladel (a4 showed that

(SN

T U

: ‘ J(r)
ibtr) = PV Jir'y -6t (,’"v.‘?') dv' - — - (M)
% v

"PV"in kEquation (6) denotes '"Principal Value'" integration, which specifies
an integration carried out over the volume V-V , where V is an infinitesimal
spherical volume centered at r .

With a rigorous classical procedure similar to Kellogg's treatment

ot the static case, Fikioris [5] derived the following expression

F(r) = d(r') - Gﬁ(r,q')dv' + [J(r') - J(r)] -




where a is the radius of a finite spherical volume VD centered at r.

He also indicated that VD does not have to be spherical but is not
permitted, in general, to be infinitesimal. If VD assumes other
geometries, the third term on the right side of Equation (7) will

have to be modified accordingly. Equation (6) also answered implicitly
the question as to how to evaluate the principal-value integration in
Equation (6). Thus, for a spherical principal volume of radius a and

a constant current J,

. e ' LS s
PV J) -+ Gr,r’) dv = e
\Y

As will be discussed later, Equations (6) and (8) form the basis on which
numerical analyses using free-space electric dvadic Green's function
were carried out [6-8].

Chen [9] showed that the infinitesimal principal volume V_ can assume
other geometries as long as the integrals over VL and V-V _ drevproperly
handled. He also derived, as examples, expressions similar to Equation (6)
for principal volumes in the shapes of the cube and the circular cylinder.

For fields in the bounded regions, the electric dyadic Green's functions
for rectangular cavities and waveguides were discussed by various authors
[10-16]. Their expressions are in the form of cigenfunction expansions
plus a term containing the Dirac-delta function. Perhaps considering the
delta function to be the only singular term, Yaghjian {17] explained the
difference in the delta-function terms between Tai, et al. [ll1] and
Rahmat-Samii [12] as being due to their diffecrent choices of the principal
volume V  and emphasized the need to include in G“ the shape ot the principal
volume involved. Johnson, et al., [16] also pointed out the ambiguities in
the literature. Recentlv, lLee, et al. |[18] examined tihis problem
trom the viewpoint of the potential theory and obtained expressions ftor

the general problem. Most of their conclusions support existing results,

S ————— - -




hut questlons concerning the usetulness of an infinitesimal principal
volume Voodn numerical analyses were raised.

Proper nandling o1 the electric field integral equation in the
source region iIs essential when using it in numerical analyvses involving
dielectriec scatterers. The difficulty arises in the calculation of the
"self-cell" or self-coupling matrix elements that must be generated when
using the method of moments. For the free space [6,8] and half-space
[7]. Equations (6) and (8), which are consistent witiu Lquation (7), were
emploved in the scattering analysis of arbitrarily-shaped dielectric
bodies. For the rectangular waveguide [19], the expressions of Tai [10]
and Rahmat~Samii [12] were used. To the practicing engineer, it is
desirable to remove all discrepancies and subtleties. In the tollowing,
it is shown tnat uniiormity and consistency in this subject can be reached

o the basis ol matnematical analvses and numerical experiments.

5.0 A cunltrod and Lonsistent View

ingularity associated with the eleciric dvadic

~
~
“
o

Diwcusscons of
Green s ruacsion I tho Troo space are comprelensive in the literature
A ovidtons aAre et seriously divided.,  However, for the bounded regions,
oo ivezide s and cavitlies, Lo discussions arc nore discordant., e
TooIOT e o Lredtod cditner by tne distribution Lneors or by oCciassiodl
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we .. documented in the literature.  Since the Intesramg S0 Fougtson oo
ig less sineular than B, in ract it is K in free-space, the 1Infe va:

in kEquation {(Yb) conversges |3, p.lad]. By suwrstitut i wquation v

into kauation (Ya) and assumineg that J satisties the so-called "H3lcer
Condition", it was proved bv Kellose {3} and Fikioris {5} for k = 0 and

k # 0 respectivelv that VY + A exists for the tree-space case. This
conclusion was later expanded to the bounded regions ¢f waveguides and
cavities bv Yaujhian [17! and Lev, et al. [18]. 1t is interesting to note
that bv assuming the first-order differentiability of J. Van Bladel ju,

was able to establish similar results bv using the relations between surtas
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and volume integrals such as the divergence (Gauss) theorem. The HGlder

condition is stronger than continuity, but may be either weaker or stronger
than differentiability.

The potential approach is based on familiar and well-established
classical analytical techniques and there are no identifiable disputes
regarding it. If we choose the delta-function approach based on Equation
(3), we should treat it as a distribution. éj is no longer a classical
function, but is defined only when it is used in an integral [2,21]. Now, if
g? is expressed in terms of functions that appear to be conventional, one

may be misled to regard ge as being also conventional. For example, [22, p. 200]

in

mz e—ij > -jkR o
e A S SR (11)

the left side of the equation appears to be a classical function but
can only be defined as a distribution at R = 0. Note that the left side

. . . -3 . . ;
of Equation (1l1) contains a R singular term and is closely related to the

singular behavior of the free-space electric dyadic Green's function.

. . N .\ SN . . N

iistoricalily, the tree-space & 1is closely associated with the
meonod of potential and ¢ tfor the bounded region is more closelv
assovciated with the method of distribution. They are discussed

Stparatel. as tollows.

2 G
i ' . Tt AR I
Fole Freesnodce

1. tae carrent distribution satisties the so-calied Holder Condition,

the evivetllse tuvia in the tree-space can be expressed in terms of the

electric vadic wreen's function in the tollowing general form
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derivation ol ngudatlon (22 18 51milar (¢ Lie WOTa Ol Liw. ol as. .= which
starts Iromw d vedtolr potential oxpression ftor the clectv). ticld.  T00-

CXpress-10n vdn be optalned by a somewnat less rigorous relinvd. &80 ha-old
on the method ol potential, using relations hoetween sur:ice and vl ume
intecrals, such as the divergence theorem [J:oi., inis a.ternative method is
simiiar to that of Van Bladel [4] and the classical portion ¢l L€e, €l ai.
18} and must relv on the existence ot the tirst derivative or the current
J at the singular point r = r'. In practice, this slight gi:fcrence 1in
requirements tor J is not considered to be significant.

If we let the maximum cord of V_ Vanish, the following expression

by Yaghjian |17 emerges from Equation (12)
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as well. 1t must also be pointed out that the evaluation of the integrals

over V-VE and Ve for a finite VE is by no means simple and is likely to
depend on the particular problem under consideration. Thus, the claim
that an infinitesimal principal volume Ve is not suitable for numerical

computation appears at best premature.

e
b. G in Regions Bounded by (onducting surfaces

A very important feature of Qe for the bounded region is that ex-
pressions in the literature have been derived from the Ohm-Rayleigh method
which expands the Dirac-delta function in terms of the eigenfunctions
of a homogeneous Helmholtz equation [2]. Consequently, G derived by
this method is based on the distribution theory and must be understood as
a distribution, or generalized function. Furthermore, being a distribution,
QC does not necessarilv need the special handling for its singularity
through the principal volume approach since the purpose of the distribution
expressions are for the handling or singular integrands. Both the
distribution approach and tune principal volume approacn are discussed in
thue toliowing.
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SINUULUATYILY assocliated willlh Lhv e:eCorle d - ad: e oleveil 8 1uldlion 1
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Since u° ior the bounded regions is often derived frowm the Unm-Raleigh
metihod, and hence is a distributicn, it can be usoed cither in conjunction
witn cqudation (12) or directly as a distribution. Bv either method, one
snould obtain the same results for the electric ricld.

Munterical computations involiving ¢ in a bounded region were cooriuctod
sy owang [ly; in determining the tlield intensitv in an arbitrarily-shaped
dilelectlric or plologlval body i1aside a4 rectanyxular wavepuide. Since b!

. . . . . . N . N N . ‘\‘
1ooderived by rthe dhm-rRolelvh metihrod, the guestion as to what G s at

D= roneed a0l oo mitlel L0 ontoern. Meguwsile. the principal wotume
et 0 sue . I 0 uUseldL wvlthner as a princinal or
LaddIy Laul LUl o1s e Lol Dodl ds 1l Lo el Ui Ireoe si4iCe Tu
. N UL L . - Lo N ot tow, it St GG

ine mest SeVere difrlcu. iy eihvountered In the analvsls ot the wavegulide
provien in reterence 1Y s the adadilng o! the singpuiar integrand, which
Was 0Nty DI lel ity descriped in tne paper, ine method was supported bv
Doli e dlsir.oullea Loeoery rad  the principal volume approach. In the
Lallel melhed, & 'plii oox' principal was cnosen but other geometries
couid pe used as long as tne integrals were correctly handled.

ine electric dyadic treen's tunction pertaining to a rectangular

wavepuide was first derived by Tai [1l0] as tollows

WhH+Te o 15 o double intinite trigonometric series resulting from an

ei entunction expansion of the boundary-value problem. In using the

Draineipal volume method. we choose & pill box to enclose the sinpul.r

sahabuitas




point r as shown in Figure 2. Based on the results of Yaghjian [17], we

have

Z-€ Z
J - ¢S ay = Hmy b N dz’ " X" : ' 1
— -T £-+0 ] X dy i ‘ Q
V r -
Zl Z+e X1

D
J z
z

jwe (18)

The integral over Z' in Equation (18) can be integrated and is described
by I in Equations (19-20) of Reference 19. The integration over x and y
leads to double infinite series identical to those in Equations (16-18)
of Reference 19. The series did not appear to converge when it was first
computed numerically. It was found later that the rapidly oscillatory
part of this series can be summed up in a closed form and the numerical
value of the resulting expression converges satisfactorily [19].

;; as a distribution since it was derived from the
delta-function method based on Equation (3). Using the equality

We can also view G

b b

f i gn(x+ t) dt = Z / gn(x + t) dt (19)
n=1 a

=1
a

which holds for every convergent series of distribution {24, p. 47],

we can apply it successively for n and m to obtain, for a constant J,

2“\
e
A
[N
<
I]

2 [™]
s M)
(o

&y
P g <y>/ h(z,z') dz’
m n . -

2

jwe (20)

where P is a vector determined by the polarization and amplitude of J.

Again, the integral over z' and fm and g, can be summed up to produce

L%
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C.  Various Forms of G° for the Rectangular Cavities

As has been pointed out, gé for the bounded region derived by the
Ohm-Raleigh method is a distribution and must be so treated. Yaghjian [17]
and to some extent Johnson, et al. [16] have overemphasized the delta
function term. In this section it will be shown that the expressions
of Tai and Rozenfeld [11] and Rahmat-Samii [12] are mathematically
identical and no discrepancy appears to exist. This finding was
previously outlined in a symposium paper [27] and the full derivation
follows.

The electric dyadic Green's function derived by Tai and Rozenfeld

{11] is of the following form:

1 i * K,
o
G, =~ —= 22Z38(r-r') + (m m' + - n') ¢
=T 2 - - ©n ~e e N e nie
K L2
o, n k
. “ o)
W W g k f
c ' c ) nn ' mn
-+ > x v g + - 3 0 : T - ~ ™ -
.2 ~—o —o San L2 o T2 . 2 =0 v ooz
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2 = 5z (26)
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m = ¥V +xz B
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n = ¥
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) ¢ = Sink x Sink v (29
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e ¢ = C(Cosk x Cosk vy (30
e x v e
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K = K- K- N - r‘.ji Lol
< : z
- 1
ko= ik KTy (3le)
i _‘ 1 if “oromorn=20C
‘o (32)

o if L, @, n #0

The expression by Rahmat-Samii [12] had an error in sign resulting from a
misprint. After correction, his expression reads, in terms of the eJ=t

convention chosen,

EonEomEoi .
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Cubstitution of Equations (38-40) into Equation (37) yields an

SO LR

expression of g? identical to gg'of Equation (33), with the understanding

that m and n are exchanged and that !

4(2-5) = (41)

€ £ €
on om 0%

if at least two of the three integers, m, n and ¢, are nonzeros (when two

or more of them are zero, the series term is zero). We can also prove
directly that Equations (22) and (33) are identical either by substituting
only Equation (40) into Equation (37) or by using Equations (38), (39) i

and the following relations

ll 7 Sinkzz Sink z'
=) K-k z
Sink (c~z)Sink z'
= -t g 5 z 2"
AT ,
LkoSlnkgc Sink z Sink (c-z') (42)
© g 4
= EoZ
j;‘ ) Coskzz Cosk z' 4
=0 K-k z 4
5 - ' o 3
) —c N CObkg(C z)Coskgz 2z 43)
~Cink <
k;bLn gc Cosk z Cosky(c—z')
> 5
EY) 'K_ ;
ji: ~f£—2 Sink z Cosk z' ]
=0 K-k < z §
e Sin(c-z)Cosk z'
= —— @ 2z z'
TQH .
'Slnkgc -Sinkuz Cosk)(c—z')
and
&
—— - Cosk 2zSink z'
v >
=0 Kz-k 2 z
-Cosk (c-z)Sink z .
= c 5 2 .
2Sink ¢ i
g

Cosk _zSin(c-z")
=




which were originally employed by Tai and Rozenfeld and can be directly

derived from well known identities [20, p. 581]. This finding that the
expressions of Rahmat-Samii and Tai and Rozenfeld are identical, even

though they appear in different forms, has also been observed by Professor
Tai [21]. For a more detailed description of the proof, the reader is

referred to an earlier interim report [28].
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Figure 8. Styrofoam support for the scattering target used in the
compact range.




At 1 GHz and lower, the multipath propagation, leakage and parasitic
excitation along the source, cable and the components and equipments can
cause severe difficulty. In fact, leakage from the source was initially
found to be only 30 dB below the illuminating field in the quiet zone.
These problems were overcome through careful shielding and the use of
microwave absorbers.

The field in the quiet zone was probed with a dipole, and amplitude
variations of less than +1 dB and phase variations less than +5 degrees
over an area of 5 ft. x 3 ft. were achieved. Since the horn used is an
ordinary rectangular horn, further improvement in the quiet zone illumi-
nation may be achievable by using low-side-lobe feeds such as .a corrugated
horn.

The ultimate criterion for the radar cross-section range using the
cancellation method is the stability and depth of the null achievable.
The deeper the null, the smaller echo return the system can detect. Also
a stable null insures accurate and consistent measurements. To achieve
stability and depth for the null, sufficiently high power and frequency
stability of the source are essential. The sensitivity of the receiver
is usually sufficient since the environmental noise in the range is
usually quite high. 1In the 1 GHz measurements, we were able to obtain
a null depth of -50 dBSM during the day and -60 dBSM in the night, which
could be maintained for an average duration of 1.5 to 2 minutes.

The sensitivity of the compact range is displayed by measurements
shown in Table I on small conducting spheres shown in Figure 9 whose
echo areas are accurately known. The close agreement shows that accurate
measurements can be made for small scatterers with low echo return. Figure
l0a and 10b show measurementson a circular cylinder 2.76 wavelengths long
for E and H plane aspect angles. Figure 1la and 1l1b show the measured
data for flat conducting plates. Figures 12a and 12b show the measured
data for rectangular conductinrg boxes. All these measurements are in
good agreement with data in the literature, as can be seen in Figures 9
through 12. However, there is some confusion in the literature concerning the

polarization of the data which remains to be clarified.
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TABLE 1

COMPARISON BETWEEN COMPACT KANGE MEASUREMENT

AND EXACT CALCULATIONS FUR COXNDUCTILNG SPRERLS
CALIBRATED WITH THE 0.04=03% SPHIRD

Radius in RCS irn dEBSM
Wavelengths
Theoretical Measured

I~

.04403 -46.1 -ah, 1

.05503 -40.41 40,4
.06054 -37.62 -37.¢
06604 -35.45 -35.5
07154 ~33.42 -32.4
.07705 -31.80 -3..8
10456 -25.4%4 -25.4
.11010 -22.82 -22.8
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b FLAT PLATE
AT 1.0 GHz

RICHMOND'S
CALCULATIONS [39]
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a) Backscattering pattern as a function of elevation angle. ;
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Figure 11. Comparisons of measured and calculated backscattering ;

cross-section of a square plate. i
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by Bilacksmith and Mack [33].

Since the phvsical configuration and the dielectric property are

the oniv parameters invoived in the scattering measurements, it is feasible
to verform the test on a simulated model. While the simulation model
removes the inconsistency and instabilityv inherent in real biological
bodies, there exists some degree ©f uncertainty as to now Close the simu-

iation can be realistically accomplished. For example, it is ifricult te

simuldte the reathers, swin, bicoud vessels, «tc.  However, fcatne

ave low dielectric constants and can sometimes be conveniently ignored.

io0d vesse s nave Nisn waier oontent bubt are usualiyv osurrounded o

N
&
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e WLon 2180 conCain wator.

Simuiation technlques “or hiciogical bodies were developed by wuv i«
who empioved wvarious chemicals tc simulate the complex dielectric constant

of tat, bone, 4nd muscle tissue. His method was used in the rakrjcation ot

sird models in tnis rescarch progran, 4
Before making the model, a stvrotfoam mold is constructed to hold and 3

suppor. tnhe moist jellied "Super-stuft” plastic. The moid is derived “rom

a biru model made of plaster of paris. Figure L3 shows the side and irent
views of a sitting bird wodel made of plaster of paris. Figure |+ shows the
side and front views of a flyving bird model made of plaster of paris. Figurce
16 shows the side view ot a "Super-stuff’” simulated flviny Green Wingtail. SR4.

in a stvrotovam holder.

The "'super-stuff" simuiated muscle tissue is compased of the fcllowing
materials ;
saline solution (l2g salt/iiter) SHL5T by welriit)
Powdered polvethviene 18007
Sup-rv-staff 3,47




(a) Side view

(b) Front view

Figure 13, Side and front views of a sitting bird made of plaster
of paris.
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(a) Side view

(b) Front view

Figure 14. Side and front views of a flving bird made of plaster
of paris.
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The "Super-stuff" is a jelling agent manufactured by 0il Center Research
Corp. in Laffayette, Louisiana. The mixing process, which was improved
here by trial and error, is critical to the homogeneity of the simulated
tissue. Spectroscopic-grade salt is first added to deionized water in a
blending mixer in an oven. After reaching 200°F the solution is stirred
for about 2 minutes. Fine polyethylene powder is then slowly poured into
the solution which is now being stirred at high speed. After half of the
polyethelene powder is poured in, the rest of the powder is mixed with the
super-stuff and poured into the solution being stirred at high speed. The
temperature and stirring help to remove bubbles and attain hompgeneity. The
temperature is then raised to 450°F for two minutes and the mixture is then
allowed to cool.

Although it is usually possible to make a simulation model to meet the
required dimensions, it is not easy to obtain the required complex dielectric
constant with high accurécy. In order to insure reasonable accuracy in the
model, the in-vivo probe measurement technique [35] was used to determine the
complex permittivity of the model. Ordinarilly there is about 5 percent
error in this dielectric constant measurement. In all the simulation models

measured, the disagreements between the anticipated and measured complex

permittivity were mostly within 5 percent of each other.




SLCTION TV

An exact soiation for taree-dimensional diclcctric scatterers in free
space exiscs only for the sphere. For scattevers ovi arbitrary snapes,
numerical analyses employing the volume integral equation have been con-
ducted {6-7,36-38]. There are other numerical and approximate methods
which are devoted to the estimates of SAR (Specific Absorption Rate) [38],
which is the average power absorbed per unit weight of the biological body.
However, there appears to be little research in the analysis of the scat-
tering cross section of arbitrarily-shaped dielectric and biological bodies.

In this section we discuss the use of the volume integral equation to
cuompute the scattering cross section of three-dimensional arbitrarilv-shaped
dielectric bodies including rectangular and I-shaped boxes, spheres, finite
circular cylinders, and simulated birds.

The basic volume integral cquation has been discussed in detail in
Reference b, The dielectric bodv can be replaced by an equivalent volume

current J osuch that
1= ju - o) E (45)

where o is the anpular frequencvy, £ is the electric field. ¢, and ¢ are
the complex permittivity in free space and the dielectric body, respectivelv.

The velume ifntecral equation in terms of the unknown J is

+, i -
G(r,r') J (r') dv -~ "%~ J (r) = E" (1), (47)
v = R Jjw e fu=gol = *= = =
where
E} (r) = incident electric field intensity,

= Principal volume integral excluding the
v singular point at |[r-r'|

I = unit dyad
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The solution of Equation (47) can be carried out by the method of
moments. The dielectric body, generally heterogeneous, is divided into
rectangular box cells and the equivalent current is expanded into a series
of pulse functions, each of which is uniform in one cell and vanishes
outside the cell. The Dirac-delta function, defined at the center of
each volume cell, is used as the weighting function. By taking a scalar
product on both sides of equation (47) with a weighting function and inte-
grating over V, we generate a system of linear equations which is then
solved numerically on a computer. The scattering cross section is then
computed in terms of the equivalent current J by numerical integration.

Numerical computations have been conducted for dielectric and bio-
logical bodies of various shapes including cubes, cylinders, spheres,
rectangular and I-shaped boxes, and simulated birds. Good agreements have
been observed for the field distribution inside the dielectric body in
comparison with the data from Michigan State University [ 6,36,37]. For
scattering calculations, the only data available in the literature were
for spheres and finite circular cylinders. The present calculation showed
correctly the sharp resonance behavior of the back-scatter cross section
as a function of frequency. But the frequencies of resonance were about
20 percent lower than those based on the Mie gseries computation. This
discrepancy could be due to the reduced apparent size of the sphere in the
simulation using rectangular cells. Agreement with the finite cylinder is

good. These results are presented in detail as follows.

A. Scatterers of Simple Shapes

Figure 16 shows the calculated back-scatter cross section for a finite
dielectric cylinder in comparison with the data from Richmond [39]). Figure 17
shows the geometry of a rectangular box of saline water and the way the
volume cells are divided and numbered. The calculated field distribution
is displayed in Tables 2a, 2b and 2c¢c for the x-component, z-component and
total field of the electric field intensity. They are in good agreement
with Michigan State data [36]. Figure 18 shows the calculated back-scatter
cross section of this rectangular box of saline water in comparison with

the measured data obtained at the Georgia Tech compact range.
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Figure 16. Comparison between the calculated results and Richmond's data

for a dielectric cylinder.
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TABLE I1
ELECTRIC FIELD DISTRIBUTION IN THE 36-CELL RECTANGULAR BLOCK

E,~DISTRIBUTION IN THE 36-CELL
RECTANGULAR BLOCK

ceLL | PRESENT MICHIGAN STATE

NO. | CALCULATION | ~n) cuLaTED | MEASURED
1 .0510 .0518 .0518

2 .0600 .0573 .0523

3 .0952 .0976 .1632

4 .0816 .0862 .0862

5 .0883 .0827 .0832

f L1040 .1090 . 2355

7 .0870 .0935 .0935

8 L1225 .1180 .1180

9 . 1355 .1410 .2869
10 .0292 .0339 .0459

11 .1008 .1050 .0878
12 .1611 .1570 .2017
13 L0930 .1020 .1258

14 . 1356 L2020 .2020

15 . 2346 . 2480 .1256
i6 . 1345 . 1460 L1460
17 L2267 L2330 .2330

18 . 3294 .3220 . 5410




TABLE II (Continued)

£ —DISTRIBUTION IN THE 36-CELL
Z  RECTANGULAR BLCCK

CELL PRESENT MICHIGAN STATE
NO. | CALCULATION | op) cuLATED | MEASURED
1 L2127 L2140 L2167
2 L1719 L1710 L1647
3 .1326 .1310 -
4 .0982 .0963 L0963 1
5 .0955 .0927 .0927 i
6 .0730 L0698 —- ]
7 .0930 .0991 .0925
8 L0723 L0783 . 0820 K
9 .0325 .0364 — ‘%
10 .2207 .2230 .2230 i
11 .1355 .1360 L1456 |
12 .0554 L0544 - |
13 .0666 .0626 0626 3
14 .0330 .0378 L0344
15 L0342 .0348 -
16 .0964 .1010 .1010
17 .0932 .0963 .0963
18 .0543 .0563 _—
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TABLE 11

(Continued)

E?*uiSTR!BUTiON N THE 38-CELL

RECTANCGULAR BLCCK

B L S e St

- s

MICHIGAN STATE

CELL : PRESENT
NO. | CALCULATION | \| cULATED | MEASURED
I 2187 L2202 ——
z . 1821 L1803 ——
3 1633 L1633 -
4 1277 1292 _—
5 L1301 12472 e
& L1271 1094 —_—
7 1274 1362 ——
8 L1422 1416 -
9 1394 1456 _—
10 2226 2256 ——
11 .1689 1718 .
12 .1703 1662 —_—
13 L1144 .1137 -
14 .1984 L2047 -—
15 .2569 .2505 -——-
16 .1655 L1775 ——
17 .2451 L2521 -
18 .3339 .3269 -
51
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Figure 18. Comparison between calculated and measured RCS of
square boxes of saline water shown in Figure 18.
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a.culation and that at Michigan State University [36] are good. Figure

(o]

0 shows the comparison between the measured and calculated back-scatter
cross section data generated at Georgia Tech. The disagreement could be
partially due to the acrvlic box as indicated in the figure. Good agree-
metits with Michigan State data were observed also for three other cases,

1n_sudirg a cube and two recrangular cvlinders, which will not be pre-

Corputations were alsc made for the dielectric sphere. Figure 11
-~ tne tack-scatter cross section of a dielectric sphere with a re-
el permittivity of 2,592, The results detericrate as Ka becon
crere w.othoa cemplex dielectric constant of 29.43-30.158 using 12&8-cell
4t coo-ceid, respectively., The results are rather disappointing when
vmodred with data generated by Burr and Lo [40], as shown in Figures 2J
anl -2+ ine vesonance freguencies were shifted by 20 percent ond the
resonance pearns are off by 30 percent. This failure in predicting re-
sonance phenomena in a dielectric sphere by the volume integral equation
approach is in contrast to the high accuracy achieved for the calculation

of conducting spheres by a surface integral equation approach {41,42].

The results for the sphere were presented in the 1980 IEEF AP-S
symposium, Both Professors Chen and Nyquist of the Michigan State
University attended the meeting and commented that they had also
observed similar difficulties with the sphere. They have further
noticed that if the incident field exp(-jkr) is decomposed into a sine
and cosine terms, the solution corresponding to one term is well behaved

and that for the other is ill-behaved.

tharn .. Figures .. and 23 show the computed results for a dielectric
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Figure 19. An I-shaped box of saline water under plane wave excitation
(numbers are the index numbers for the volume cells).




ELECTRIC FIELD DISTRIBUTION

TABLE 1I1

IN THE 128-CELL BLOCK

EX-DISTRIBUTION IN THE 128-CELL BLOCK

MICHIGAN STATE

CELL | PRESENT
NO. | CALCULATION| cALCULATED| MEASURED
1 .0545 .0573 —-—
2 .0342 .0353 -——
3 .0656 .0676 —_—
4 .0279 .0294 -
5 0906 .0879 -
6 0899 .0887 —-——
7 0787 .0807 ———
8 0557 .0558 -
o .1028 L1071 -——
10 0165 0173 ——
11 1103 .1057 -
12 1027 1018 ——
13 0775 0769 L0770
14 0681 0681 L0681
15 L0967 L1017 L1017
16 .0393 038h L0518
D
N iy om—— D ————

Sl
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TABLE I1I{(Continued)

Ey-DISTRlBUTlON IN THE 128-CELL BLOCK

MICHIGAN STATE

CELL | PRESENT
NO. | CALCULATION! cALCULATED| MEASURED
1 .0228 .0239 —-———
2 .0482 .0501 -—
3 . 0467 . 0424 —
4 .0698 .0623 ———
5 .0743 .0681 _—
6 .0497 . 0466 _—
7 .0309 .0303 -
8 .0867 . 0858 -
9 1254 .1256 ——
10 1215 .1234 -—
11 . 0892 .0912 —_—
12 . 0490 .0500 -
13 .0197 .0192 .0243
14 . 0450 .0420 .0316
15 L0496 .0423 .0423
16 .0565 .0486 . 0486




TABLE III(Continued)

Ey-DISTR!B!JT!ON IN THE 128-CELL BLOCK

r e . O —
CELL | PRESENT MICHIGAN STATE
NO. | CALCULATION| caLcuLaTED| MEASURED
I
! 17 .0713 L0671 .0547
18 L0567 L0544 —-
19 .0170 .0162 -—
f 20 .0512 . 0485 —
21 .0957 .0937 -
22 .1370 .1382 —
23 L1482 .1506 -
24 .1131 .1136 -—-
é : 25 .0299 .0296 -—-
S 26 .0658 L0641 -
i 27 .0580 L0544 —-
! 28 .0304 L0262 —-
| 29 .0164 .0162 .0194
30 .0375 L0369 L0371
31 .0355 L0344 L0344
32 .0165 .0157 -—




TABLE III(Continued)

Et‘TNSTRH?‘.LlTSDN IN THE i28-CELL BLOULK

CELL | PRESENT MICHIGAN STATE
NO. | CALCULATION{ CALCULATED| MEASURED
L 1 05906 .06208 —
2 .05910 06123 -
3 3 .08U4S 07979 .
4 07517 06769 -
3 11720 11119 ——
6 L10280 .10019 —
7 08449 08627 —-
] 8 . 10300 10235 -
g .16220 .16500 —
10 12270 . 12460 .
11 .14180 .13961 —
12 .11380 .11342 .
13 .07995 .07926 —
14 .08163 .08001 —
15 .10870 .11015 .
16 .06883 .06206 —




TABLE Y11 (Continued)

E,-DISTRIBUTION

IN THE 128-CELL BLOCK

t
CELL | PRESENT MICHIGAN STATE
NO. | CALCULATION| CALCULATED| MEASURED
17 .11520 .10853 _—
18 .10980 .10869 —_—
19 .05870 .05897 _—
20 .07472 .07522 —_—
21 .10760 .10702 ——
22 .16680 .16954 —_——
23 16210 16252 -——
24 . 14080 14030 ——=
25 L0510 L8146 -
26 L09062 L0492 50 —_—
h U7433 L0RG40 -
28 14720 1767 —
29 LORT T (n 5374 -
30 L0756 07”70 ———
31 L0780 Q7450 -
32 L1840 15940 -—




Figure 20.
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Comparison between calculated and measured RCS of I-shaped

boxes of saline water.
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Figure 21.
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B. Scattering Computation for l-foot birds

The Green Wingtail, which is an important migrant bird, was selected
for extensive measurement and computation. This bird is typically 14.75
to 15.50 inches and weighs about a pound. At 1 GHz this bird is about 1
wavelength in length. Figures 13 and l4 show plaster-of-paris models for
a Green Wingtail in sitting and flight positions, respectively.

Four simulation models, SB1l through SB4, were generated in this project.
For the first three models, a number of problems developed in the ex-
perimental work. The permittivity was too high or too low or not uniform.
These difficulties and the unsatisfactory data for the sphere directed
the computation toward a more conservative approach. It was then decided
that measurement for the bird should be started with a smaller bird exactly
as the numerical model made of a group of cubic volume cells. With this
principle in mind, SB4 was fabricated. Figure 24 shows the print-out of
the cell ceunters for the side, front and top views for SB4. Figure 26 shows
the geometry of the coordinate system and a plane wave incident in the x-z
plane, which is the plane of symmetry for the bird. Figures 27 and 28 show
fair agreement between the computed and measured results. It is noticed
that the agreement 1is good as long as there is no sharp variation in the
pattern. This difficulty in predicting sharp field variation and resonance
phenomena may explain the use of specific absorption rate (SAR) in dealing

with dielectric scattering problems [38].
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Figure 26. Back scattering cross section ol bird SB4 versus eleviation i
angle o+ with vertical polarizaition as shown in Figures
ot ?
and I6.
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SECTION V
IMPROVEMENTS OF COMPUTER ALGORITHM

A number of modifications have been made on the existing Georgia
Tech volume integral equation algorithm to make it more efficient for
the computation of dielectric scatterers., Major improvements included:
(1) the reduction of execution time and central memory requirement by
50% by using symmetrical matrices, and (2) the reduction of execution
time and central memory requirement by 75% for scattering problems with
one-plane symmetry and by 87.5% for scatterers with two-plane symmetry.
In addition, the banded matrix [43,44] and virtual memory [45] techniques
have been implemented successfully for small scatterers and a new local-

file manipulation technique has been explored.

A, Symmetrical Matrices

It can be shown that the matrix of the volume integral equation al-
gorithm is symmetrical if the following conditions are satisfied.
(1) the dielectric body is homogeneous and has a

constant permittivity ,

(2) the volume cells are equal in size,
(3) the volume cells are identical in shape.

The third condition is not critical and can often be ignored. To preve

this. one can examine the following matrix elements in the algorithm

and
K -jk _|r_-r’
Pk .ir . 1 = e " o= — n
25 = Juuelfy 4 hedoo ) ——— B (x") dr’
n etk kl 3uKdu “”25&‘r' p - ) dr
o
70




S U S & ,
Jivle(r )-ce] Tn TR (4Yy)
where k,n =1,2,3 or x,y,z

i,p = 1,2,....L; the index number of volume cell,

k = the Kronecker delta function,

=

B = a pulse function being unity in the 2th volume
cell associated with k (which designates x,y or
z and is merely a dummy index number of no
consequence to the integration).

. - . 0 . . . .
Since the pulse Tunction Bp restricts the domain of integration to the

unit velumz, cell { in Equation (43) and cell p in Equation (49},
pk
{

I3
A

. Rt X
'r ~r'. and 'r.-r'! are egual. Thus z_, and Z are equal! under the three
- - - D

coanditions sroted
For o svrmetrical matrix, rhere arc standard subroutinss to handic its
1nversion or aolution.  The improved Georgia Tech algorithm is given an

- [AEIRIN Y AN
s BEWSMY to

o
inlt aienrithm ras boeen =

fulL o oappiied dn oo numbher of i es Wit
res : boorec Lot ibon 1nocomputer ntral 7 ¢xecution time.

and BHPWS, hawe bheon completed to

nant’ one-nlane and twe-nlane avmmetries with ﬁ
resajod .0 U . and &, .5H. it conputer time and centra:s menory, b

Testeotivers.  Thesc are discussed separately as tollows.

L) ocditeriny problems with one-plane symmetry {(bntfW.!)

waen the dgirection of propagation of an incident p.ane wave
in tile piane Of syvmmelry ol a conducting scatterer, 1t is re-

L icua that some symmetric behavior must oxist in the inducea i

Sr. U o the surtace ol the scatterer. Without loss o! generaiity,
-ian conrdinates can be set up so that the plane ot svmmetry

~ith the XZ plane as shown in Figure b, The polarization
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of the incident wave is assumed to be either parallel or
perpendicular to the XZ plane. Arbitrary polarization can

be decomposed into two components, one parallel and the other
perpendicular to the XZ plane. The overall scattering problem
can then be treated by superposing the fields due to these two
component incident fields.

At two symmetrical points 2 and £ + L/2 in Figure 28, the
components of the induced currents exhibit the following relation-
ships

X x

Jg =9 412

Y __1¥
Jl Jz + L/2

4 V4
Jo =90 4 L/2 50)

when the incident gf is parallel to the z-axis. In Equation (50),
J? denotes, for example, the x component of the induced current in
the &th cell.

When the incident Eé is parallel to the y-axis, the induced

current on the scatterer has the following property

X _ _ %
T T
AN :

% £ 4+ L/2

z .z
Je = 4 L/2

The matrix equation to be solved is

T

T Tr——




(52)

n=1,2,3
p=l,...L.

Since the excitation is symmetrical, we have

n n
i ] = V
L Vo = Ve v L2 (53)

Substitution of Equations (50) and (53) into Equation (52)

vields

L/2 3

S 24 ka Zhn N Z(L/Z+;)n k1] = v
k=1 k=1 - Pk Pk - v )

n=1,2,3
p=1,2,...L/2

for ' = 2

Substitution of Equation (51) and (53) into Equation (52)

k Zln + Z(L/2+Q)n

Talfoe ™ ok (-1)

k, _ .n
] = vp (55)

n=1,2,3
p=1,2,...L/2
for g} =y
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Figure 29 shows a scattering problem symmetrical witl
respect to the x-z and y-z planes. The dircective of propagation
of a plane wave 1s assumed to be parallel to the z-axis. Wwhen

A ) .
Lo = £, we have
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In addition, the excitation at cells 1,2,3 and 4 1is identical.
The number of Equations in Equation (34) can therefore be reduced

to one-quarter of its original size as follows




Figure 29. A scattering problem with two-plane symmetry.
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2+4
& g Akt z(:LMH)m + éL/ .
Z 2 {“pk pk pK
=1 k=1
(3/4 L+)n } .
+ 7 =y
ok . 58)
n=1,2,3
p=1,2, ... ., L/4

when g} =2,

Substitution of Equations (57) into Equation (52) yields

L/4 3 k(1-6,,) ~ .
DA 2 1k z(t/“““ IPIPIN JC B I lEL/z+k)n
2=l k=1 px P P
+ (_l)k(l~63k) z (3/4 1L42)n - 0 59)
pk P
n=1,2,3
p=1,2, . . . ., L/4

~

when g} = y. In Equations (59) 6ju is the Kronecker delta.

C. Banded Matrix Techniques

The banded matrix technique has been previously employed by Ferguson,
et al. [43] and Balestri, et al. [44] in the scattering and radiation of
thin~wire structures. These authors have demonstrated that the banded
matrix technique can reduce the computer execution time in the computation
of thin-wire scattering and radiation involving small matrices. They also
demonstrated that wire-grid problems involving more wire segments than can
be managed in the computer central memory can be solved by the banded matrix

technique after proper numbering of wire segments. The segments are
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numbered such that the difference between segment numbers for all
neighboring segment pairs is small as compared with the total number
of segments. In this case the large matrix elements are kept close
to the principal diagonal of the matrix.

The basic banded matrix technique has been applied to the Volume
Integral Equation algorithm. However, there are three unknowns in the
nth cell in the Volume Integral Equation approach, while there is only
one unknown in the nth segment in the wire algorithm. Fortunately the
matrix generated in the Volume Integral Equation algorithm has a tendency
to be banded. Figure 31 shows the matrix for the case of a simple cylinder
formed with a linear array of volume cells. It can be seen that a diagonal
band extended to one third of the columns and the rows must be included in

order to include all the nonzero elements. It is also noted that outside

this band all the matrix elements are zero. This phenomenon is due to the

lack of coupling between orthogonal components of the electromagnetic H

source and field. For an object of more complex geometry, such as a sphere,
elements throughout the entire matrix can be nonzero except for those re-
lated to the coupling between orthogonal components in the self cell.

Figure 32 shows the matrix for the case of a prolate spheroid of 12 cells,
which is weakly banded with some nonzero elements away from the diagonal
band. ;

We now define the normalized width of the diagonal band as

Normalized Width of diagonal band = [ (number of rows in band)

+ (number of columns in band)] {(total number of rows) x 2] (60)

Numerical tests have been conducted to explore the convergence of the
solutions as a function of the normalized width of the diagonal band.
Figure 33 shows that the error in the solution is reduced as the width of
the diagonal band is increased. The error falls to near zero when the
normalized width of the diagonal band is only 0.6. Note that for a general é
matrix the error reaches zero when the normalized width of the diagonal
band approaches unity. It is also noteworthy that the error is only 5%

when the normalized width of the diagonal is 0.15 or larger. Thus, a
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D. Virtual Memory Technique

The virtual memory is a software technique, in contrast to the
extended-memory hardware capability, to store data in a digital computer

for rapid and efficient access in computer-aided numerical analyses to

overcome the limitations imposed by the size of the computer central
memory. The basic algorithm had been developed by Carbrev [45] for real-~ . {

valued data, and was employed in the present research to expand the

b N

e

capability of the Volume Integral Equation algorithm to handle large
dielectric scatterers. When using exclusively the computer central
memory to handle the matrix in the computation, the CDC CYBER-74 computer
at Georgia Tech can only deal with matrices of about 38,300 complex
elements, or about 65 volume celis. The use of the virtual memory tech-

&
nique can potentially make it possible to handle a matrix with 4 x 10

o A Ao OIS S Tl e o

complex elements, or 660 voiume cells, which is about ten times the size

of those limited by the computer central memory. A serious disadvantage i

of the virtual memory technique is its extremely large execution time,

often ten times more than methods using central core memory alone. %
The tasks involved in implementing the virtual memory technique in

the Volume Integral Equation algorithm are twofold; the Carbrey algorithm i

must be extended to handle complex data and be integrated into the process

of the moment method solution. Both of these difficulties have been overcone
and successfully tested for small and medium scatterers. For large
scatterers considerably exceeding the central memory, the computational
efficiency is low and needs to be improved.

There are two steps involved in the numerical solution of a system i
of linear equations. First the matrix elements involved must be computed ;
and stored for easy access. Secondly, the matrix equation must be solved
by a certain process using either the central memory alone or the virtual
memory, which uses both the central memory and disk memory. Both steps
need large computer execution time and the key issue is to reduce the

computer time to a level acceptable for practical computations. 1




E. local-File Manipulation leehnique

As has becn notod in the .receding section , the virtual vemory

technique Ls o ¥ Trololo iarve Twel covers: the coedolty

Lhe compuley snere. oo at bt oL cendicasced oy the enooomely
Lont execullon time ceded.  For exampie, 130,000 CPU sec is revuired
in 4 computer run favolving tie soiution of a 486 x 487 matrix. Further-
sore, tiwe CPU time required increases astronomically with the number of
matrix eluments when it exceeds the capacity of the computer central
memory. o oorder to overcome thils difficulty, a nighly efficient
"tocal-{ile manipulation" techinique was developed at Goorgia Tech.
Ihis technique, wihich has been tested only for small and nedium-sized
ratcices, utilizes bhotihc the discs and the central mewwery for the storaue
ol el iR clomeats.

similar to 7he virtual menery technique, the local-file manipulation

netaod 1= 1 sortware fechnigue and it has been written at ceorgia

Forrran oand wOMPANS lanu

vst the ldatter being a nmacnine lanzuage used
e LDU Ceoer 7. Thev sev clements of the program include twentv-seven
subroutines, eieven of whicn are written in COMPAYS. These subroutines
were Implencnted in the dielectric scattering calculation program used in
thiis rescarch project. frev can be divided into three groups according
to tirelr tanctions as [llustrated in ricvure 33 and Table IV, Appendix ]
Tist. all these subreoutines and describe their functions.

The kev featdres ol the local-file manipulation technique are in
the efficient wavs of storing and recalling the matrix elements as well
as the specific method of solving the system of linear equations by the
lower-upper decomposition method.

All the matrix elements are stored in the present program in four
local files., cach of which is allocated a certain disc space. The matrix
{ elements are first divided into, say. three portions as shown in Figure 34.
, iilements in each of the corresponding rows of the three partitions are computed

and stored in small arrays in the core memory. As soon as the threc rows

L
have been fullyv generated, these three rows are transferred from core i
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Block diagram ror the local-f‘ie manipulation algorithm.
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The local-file simultaneous storage process for the 1t

LOCAL FILES

h

(I + N)th and (I + 2N)tD rows in a large 3N x 3N matrix.
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memory to local files in binary form with a "WRITE" statement. The

process is repeated for N times until the complete matrix has been
generated and stored in the three local files. This storage process

is highly efficient in comparison with the conventional virtual memory
technique because matrix elements of entire rows are read simultaneously
into local files.

The solution of the matrix or the system of linear equations in the
present local-file manipulation technique uses the lower-upper decomposition
method described in Appendix II. There are two important features in
this technique; the restorage of the matrix elements based on their
frequencies of impending usage and the solution of the matrix by the
lower-upper decomposition method.

In the restorage of the matrix elements a priority table is generated
and stored in core memory to assign the ''priority" level for each. Three
priority levels, high, last and low, are assigned to the rows. The "high"
priority is assigned to the row for which immediate and frequent access
is needed. The local-file manipulation algorithm has been tested on the
Georgia Tech CDC Cyber 74 computer with good results for small and medium
sized matrices. Figure 35 shows a comparison for the time required for the
generation and storage of the matrix elements between the virtual memory
algorithm of Carbrey and the present local-file manipulation algorithm.
This greatly improved efficiency in the storage process is probably due
to the row storage method discussed previously. The matrix solution
time required in the local-file manipulation technique is also much less
time consuming than the Carbrey algorithm as shown in Figure 36. These
comparisons are made only for small matrices and it remains to be seen
whether similar comparisons hold for very large mitrices. Unfortunately
further study for the case of large matrices cannot be conducted within
the time and resources of the present research program. It appears, how-
ever, that the local-file manipulation technique will prove to be con-
siderably superior to the Carbrey virtual memory technique when applied
to large matrices. A major advantage of the lower-upper decomposition

process is that one does not have to repeat the matrix element generation
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tor difforoat xoitations and thercTere saves Largze OFD <ime when
the angle and pelarvization of illumirsrcion v ohanved, A dieadvantace
of chis wethod is shat it reyulres wise as nwuch wtorage 3 dis

other methods such s the Oaussicn--lisioztion nethod hecause ol tlie

need to store both the upper and lower matrices (L] and [U]. Houvever,
this disadvantage is not of significant consequence when it is used in
the local-file manipulation method. Since the matrices are stored in the
virtually unlimited disc space, the efficiency of storage and access to
the matrices are more important than the size of the storage space
required. In addition, the enlarged stora,: requirement in this method

can be reduced by the band-storage-mode technique [46].




SECTION VI

METHODOLOGY FOR THE MODELING OF THi: SCATTERING
SO TLOCK oF FLY1LG 20.DS

In radar applications, the eleciromagnetic scattering from a flecck
of flying birds interferes with the detection and identification of
objects, but it can also be used to track bird migratory patterns [47,48].
Radar return from birds is often observed as a large dot angel, which
vecurs at all microwave frequencics on virtually every type of radar. One
of the most outstanding features of the scattering from a flock of birds,
and hence the radar angel, is its irregularity; with variations of as
much as three orders of magnitude [4Y]. This irregularity is due to that
of the individual oird {[3B] and the densitv and formation of the flock.

Although the lack ot repeatability and regularity in the scattering
measurements ror birds appears to rit a statistical model, several aspects
of tne problem are highly deterministic. The formation of a specific
tlock is quite orderly and theretore will probably be more accurately
modeled deterministically. The individual birds can be better modeled
statistically because of the variations in size, shape, and movements
amony Lhent.

Let o(u,u) be a random variable which represents the back-scatter

cross-section trom a speciric tvpe of bird as shown in Figure 37, the

total radar cross=-section :L(v.u) can be approximated by
2 N Sdikor - x
Ot(w,u) =), 10,u) e ° -n (61)
n=1

where f is a unit vector parallel to the line of sight between the radar

and a reference bird in the tlock, En is the distance from the reference bird
to a bird designated as number n, N is the total number of birds in the
tlock. Let the superscript = denote "average', we have the expected total

Ris ol the flock as
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where 1t is assumed that the formation c¢f the flock is deterministic,
at least for the time interval under consideration.

The time variation of the radar return from a flock of flying birds
is primarily due to the wing flapping and the flight path movement. The
effect of this variation appears as radar scintillation and Doppler
frequency shifts. Modeling of these phenomena can be based on the
statistical characteristics of the random variable (v, ) pertaining to a
single bird.

Depending on the available data on the single bird, there are several
wivs to model the scattering characteristics of a flock of birds by using
tquactions (bl) and (62). Lguatien (6l) can be used to generate a Monte-
Carlo simulation with the statistical parameters of the single bird. If
it is desired to include the citect of the arrav formation, Eﬂ can also
e considered as a random variable and be included in the model. 1f we
are only interested in the time average scattering cross-section, kEquation
(e2) is convenient to use as long as the average scattering cross-section
ot a single bird is known. The single bird data can be obtained by
computaticen and measurement techniques discussed in this report. The
techniques ot modeling a flock of birds from scattering data ot a single
bird is similar in many ways to that of chaff cloud scattering rroblem,
which has been recently investigated at Georgia Tech [50-52]. No numerical
modeling was carried out in the research program because of the lack of

quality data which can be used to compare with the model.




SECTION VII

CONCLUSIONS AND RECOMMENDATIONS

Research has been conducted in the analysis and measurements of
three-dimensional arbitrarily-shaped heterogeneous dielectric and
biological bodies. The discrepancies in the literature regarding the
singularity of the electric dyadic Green's functions were resolved.

The discrepancies were centered at the singularity of the rectangular
cavity. It was shown in this report that the apparent discrepancies do
not exist and a unified and consistent view was presented.

Compact range scattering measurements were successfully conducted
at 1 GHz. Techniques in fabricating simulation models using the ''Super-
stuff" were investigated and several l-foot birds were made. Extensive
numerical analysis was carried out for dielectric scatterers of various
shapes including cylinders, rectangular blocks, I-shaped blocks, spheres,
and a 1-foot bird. The accuracy of these computations was good except for
the resonant sphere, for which the resonance frequencies were shifted by
about 20 percent.

Various numerical techniques have been investigated. Computer central
memory requirements and execution time were reduced by 50 percent with the
svmmetrical matrix technique and by 75 percent for scatterers of one-plane
symmetry. Banded matrix and virtual memory techniques have been implemented
in tiie Volume Integral FEquation algorithm and tested successfully for smaill
scatterers. A new local-file manipulation technique for handling matrices
larger than core capacity was explored and the results for small matrices
showed that it is potentially much more efficient than the virtual memorv
algorithm developed by Carbrey.

It is recommended that the computational techniques developed in this
research program be extended to the analysis of larger lossy dielectric
bodies. In addition, the Surface Integral Equation approach should be
explored to see whether its numerical convergence is more rapid than the

Volume [ntegral Equation approach. The derivation of an exact solution




for the dielectric prolate spheroid appears to be a feasible research

subject which should lead to accurate and useful data for dielectric

scattering problems.
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APPENDIX I

SUBROUTINES USED IN LOCAL-FILE MANIPULATION ALGORITHM

' Sixteen of the subroutines are written in FORTRAN V and eleven of

i them are in the COMPASS machine language.

A. Subroutines Written in FORTRAN V

1) MMCDCOM - Decomposes a complex matrix to lower and upper ‘
submatrices. |

2) MMCFBS - Solves the decomposed matrix using forward and
backward substitution.

3) MMCRNRM - Normalizes a row in a matrix by dividing each
(except the first) element of the row by its first element.
The first element of the new row is then replaced by its
reciprocal.

4) MMCRSUB - Performs complex row-subtraction and the pivoting
operation in the lower-upper decomposition method.

5) MMINIT - Pre-sets matrix storage allocation among several
local-files, allocates local-file addresses and allocates
buffers for the first few rows. This is an initialization
of parameters, which may be altered during the execution
of the program.

6) MMSTAT - Provides statistical information regarding the status
and the efficiency of the core and buffer storage allocation
as well as other program execution characteristics.

7) MMGBUF - Searches for and provides a free buffer upon request.

8) MMINBND - Assigns the priority €or a row based on whether
it is of current interest or not.

9) MMFSET - Sets up a file-environment table for an I/0 operation
and starts the L/0 operation.
10) MMLOCK - Assigns butfers and insures that the buffer is available
for usage.
11) MMGTRA - Gets the disc address of a matrix-row from the address
tables such as the row map, butfer maps, FET, etc.

12) MMSINBD - Sets a map of in-bound/out-of-bound rows for later
use by MMINBND.

13) MMGRDW - Gets a matrix row from disc and stores it into the core
through the buffer.




14)

15)

16)

MMSROW - Gets a matrix-row from the core and stores it
into the disc through the buffer. This is the reverse
process of MMGROW.

MMSLIM - Determines and updates the priority table which
assigns the matrix rows to be stored into the core m2mory.

MMBAHED - Gets matrix rows to be used soon from the disc

and stores them into the buffer. 7This is a portion of
MMGROW and is not needed for MMSROW.

Subroutines Written in COMPASS

1y

3

y)

1)

MMALLOC - Allocates central memory space for the buffers

to be used; Sets up parameters such as the number of local-
files to hold the generated matrix, the number of rows per
super-row, and the number of simultaneous I/0 requests that
are allowed.

MMLINK - Links subroutines which allocate buffers, set file
environment tables, row-maps, buffer-maps, and subroutines
indirectly calling other subroutines.

MMSUPRT - Contains a collection of subroutines to direct
the computer to pertorm several simultaneous operations to
take advantage of the overlapping mode of execution of the
tvber=74.

MMCIO - Invokes '"CIO" to process FET (file environment table).
FET is a file-table containing information such as the address
of the randomly-accessed records of a particular file. "CIlv"
stands tor combined 1/0 operations and is used to perform the
[/0 operation in COMPASS. In FORTRAN, COBOL and other high
level langcuawes the 1/0 is performed automatically.

MMMSG - Displays messages on the computer-operator console
and optionaly display., messages in the dayrile.

Cob - ronverts binarvy displav to decimal display.
MUKCHL = Moncters the /0 process to iasure that the 1.0
cperadion isoconpieted.
MMCOPY - vopies data trom one arrav to the other.
MMREBUSY - Checks i1 an L, 0 tor a particular super-row Is
IR SO S
MASPLIN - Sets the PPU Timits. (A peripheral processor unit

(PPU) is a small processor whicn provides communication paths
between the central processor and the individual peripiteral devices
such s the disc unit., in this subroutine the user can limit

or expand the number of simultaneousiy executed I/0 requests
depending on the computer's load, time of day, etce.

MMUPACK - Unpacks the row-map and buffer-map. Keeps track
on 4 table ot tile-numbers corresponding to row, super rows,
and bufters. Checks i1 a butter cannot be released for a
particalar rew.
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APPENDIX I1
MATRIX SOLUTION BY THE LOWER~UPPER DECOMPOSITION METHOD

The lower-upper decomposition method for the solution of a matrix
equation is based on the following theorem .
Theorem. Let [A] denote a NxN square matrix whose elements are denoted
by ai,, where i and j refer to the row and column of the element. Let
[Ak] denote a kxk square matrix which is a left-upper submatrix of [A]

defined as

[A-k] = [aij]; i,j = l’ .--k- (AI-l)

If all the submatrices [ARJ’ k=1,...N, are nonsingular, then [A] can be

decomposed uniquely into the following form
(A} = [L] [U] (AII-2)

where all the three matrices are all of dimensions NxN, and (L] and

U] are referred to as the lower and upper triangular matrices of the

following torm

-1 00......... ... 0
2, 10 0
21 ........... . )
. : : (AII-3)
[ IN) cenn 1
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37 transferriag [A] inte tne psroduct

38 otwe such matrices, oae can

e matrix equation by forward and bhacwrward substirutisn

wL‘vx\ [ f
Tained later. Fivao owe o Lomad
=
Y11 412
- L g
(A 21411 M2t

a a .
L nl nd

[AILI-5]

b LY and L , vl

Ul). .................
£ .

Zlulj-’—uzj -----------

+u
. B

a13 ------------------
dzj ..................

L3 e -

By equating the individual elements in the equation above, we

obtain:

a) For

b) For

¢) For

d) For

the tirst row of U

RN

the first column of L
L,
il
the second row of U

U737 1Yy

the second column of L

1. ,= (a, —lilulz)/u22

i1c 1a

=1,2, e . N

i=1,2,.000.. W N

=23, 0000 SN

=23, e, WN
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o Che thicd row of !

All the matrix elements 4, , and u,, can then be¢ obtained in
. L 13
sequence according to the set of Lquations (ALI-6). hote that the

simple process of determining the unknown &, and u. involves valy
i i :

straightrorward substitution of the xknown a,, and tne previously
i
cialeulate? <0 and u,, following the order specitied in Lquation iali-uy.
: ‘

L
NMote that Fgquation (AlI-6) can be dencted in gencral as

yeo !
w o= J=Pyp+l, . .N
o
“l"l
N\
L= (a, - U AW i=q+i,...N -
i ' 1q k=1 thkq / g1 4T, (ALE-7)

Let us now use this lower-upper decomposition method to solve the

oiiowing matrix equation :
[A] [X] = [b] (AIL-8)
Appiving Equation (Al-2) to (Al-8), we have
LD 0] X = (D] (AL1-9)
HE O
R T (A L=10) _
\[‘7




We have
' (L] (y] = {b] (ALTI-11)
{
Equation (AII-11), which can be written explicitly as follows
yl = b]_
‘ 112Y1 * ia0Y = b,
= _12
lnlyl * ln2y2 +"'+lnnyn Pa (AT1-12)

can be solved by the trivial forward substitution method, which merely
solves the set of equations (AIl-12) sequentially by direct substitution
of the previously calculated yj‘s.

Next we write bquation (AIL-10) explicitly as

u, . X, +u, X, + ..., X v
1171 1272 In"n .

(L 1s now obvious that the unknown xl's can be solved scauentiatin

ON
¢4 back-torwurd substitution method starting trom the last cquatlon oince
¥

- nave been sobved in bquation (ALL-12).
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