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FOREWORD

The problem of image data compression is to find a way of coding
the graytone information in an image in as few bits as possible while
maintaining a given image quality.

Many encoding techniques for achieving image compression have
been used in the past, the most popular among these are Differential
Pulse Code Modulation (DPCM) and Transform Coding.
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PART 1

ADAPTIVE CODING OF IMAGES USING DIFFERENTIAL PULSE CODE MODULATION

1. Part I Introduction

To date most of these techniques have been utilized with fixed bit
assignment procedures selected with respect to a particular encoding
technique. In a fixed bit assignment procedure for a given compression
ratio each resolution cell in the image is assigned the same number of
bits as any other. On the other hand,in an adaptive encoding scheme the
number of bits allocated to different areas in the image changes according
to area complexity. We expect that the performance improvement available
through adaptive encoding will be greater than that possible by experi-
mentally "fine tuning" a particular kind of encoding scheme and using a
fixed bit allocation procedure.

We assume that the image under consideration is partitioned into a
set of equal-sized, nonoverlapping blocks or subimages. The encoding
of the image will then take place sequentially, block after block, and
the encoding time for each block will be the same. We will also impose
the constraint of a fixed number of bits per picture frame. The need
for an adaptive bit allocation procedure arises for two reasons:

(1) The statistical characterizations of the image data are

not known in advance.
(2) Some blocks of the image are more complex than others and
require more encoded bits to maintain image quality.

Point 2 suggests that the bit rate generated by the allocation

procedure should be variable, changing as the complexity of the blocks

through the image changes. Best utilization of the channel, however,

indicates that the channel capacity should be the desired long-range bit
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transmission rate. This implies that a buffer is needed to accept a
variable rate input bit stream and which produces a constant rate bit
stream to dump into the channel.

To ensure the long-range average bit transmission rate equals the
channel capacity and at no time does the buffer overflow or underflow,

a controller is needed which, given the constraints of buffer size and
output bit stream rate, will allow more or fewer bits to be allocated to
any given block depending on block complexity. For this to be possible,
the controller must have knowledge of buffer state; i.e., how full the
buffer is, and the complexity of future blocks. 1In this paper, we use
the RMS error versus bit rate function of a block as a measure of its
complexity.

In order to evaluate the results of the causal rate buffer constrained
bit allocation procedure, we performed experiments. Using RMS error as
our criteria the experiments showed that the procedures can be rank
ordered from best to worst by

(1) Non-causal optimal bit allocation

(2) Non-causal optimal bit allocation with rate buffer constraints

(3) Causal adaptive bit.allocation with rate buffer constraints

(4) Non-adaptive bit allocation
Procedures (1) through (3) will be discussed in the next section. Experi-
mental results and comparisons between (1) and (2) using several DPCM
compression techniques will be shown in the last section. Section two
describes the DPCM techniques used through the Part I experiments and
section three describes the image preprocessing and postprocessing

techniques used in Part I.




2. Causal and Non-Causal Bit Allocation

In this section we will formally define the causal and non-causal
bit allocation problems and provide solutions for them. In these two
problems the image to be compressed is assumed to be divided into K
mutually exclusive and cqual-sized blocks. We want to find out a way
to allocate the available bits to these blocks so that the resulting
quantization error is minimized. Bit allocation constraints imposed

by the buffer size are considered.

2.1 Causal Bit Allocation

In causal bit allocation, exact knowledge of error versus bit rate
is not available for future blocks, but summary information of past
blocks 1s available. Causal bit allocation then cmploys a model to
estimate the future error versus bit rate function using the past infor-
mation and the buffer constraints. Bit allocation then proceeds using
these estimates. Blocks with high estimated complexity get more bits
than blocks with low estimated complexity. First we describe a causal
bit allocation procedure which does not use any rate buffer constraints
and then we give a modification which uses the rate buffer constraints.

Let there be K blocks which must be allocated bits and let
P = {Pl, ey PN} be the N possible bit allccations which can be given
to each block. Let € be the RMS error versus bit rate function for
the present block, and let ¢ be the average‘error per block we expect
to make for future blocks after allocating bits. ef and ep will there~-

fore map each element in the possible bit assignments set P into a real

value representing the corresponding RMS error. For any number of bits
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b in the set P, ef(b) has the meaning of the average error made on a
future block upon allocating an average of b bits to each future block.

Assume blocks 1 through t-1 are the past blocks. Let bt be the
bits allocated to the tth block and B be the number of bits available
to allocate for future blocks t to K. Then optimal bit allocation

chooses bt to minimize

t t
t, t t,B -b
ep(b ) + (K-t) ef(—lz_T—) (2.1)

After allocating bt bits o the tth block, there remains Bt+l bits

where

t+l

gttt . Bt -t

(2.2)

The present error function can be used to update the expected
future one. When e;(bt) > e;(bt),the error that resulted from allo-

th

cating bt bits to the t  block is worse than that expected for future

blocks and

t, .t t,t
ep(b ) -ef(b)

eg(b“)

is the relative amount of error more than expected. When this is
greater than zero, it should tend to make the next estimate of expected
future error larger. Hence a reasonable updating formula for e is:
t,t t, .t
ep(b ) - ef(b )

t
£

et-l-l - 1+

f ¥ (2- 3)

e
t,t
ef(b )

Ev——— e e—— T




To take into accéunt rate buffer constraints, we must not allocate
a number of bits which makes the rate buffer over or underflow. Let rt
be the number of bits in the rate buffer just after block t-1 has been

processed. Between time t-1 and t, the rate buffer will dump c bits

onto the channel and accept b' bits from the tth block. Hence,

+
rt 1 - rt - + bt

The number rt+1 is constrained by not under or overflowing. If the

buffer has R bits capacity,

t+l

This implies

¢ -rt < bt <R+c¢ - rt (2.4)

One possible rate buffer constrained bit allocation procedure is to

choose bt which minimizes (2.1) under the constraint of (2.4). Another
: is to minimize (2.1) with a penalty added for filling up the buffer.

' That is, assuming the buffer is initially half full and under the con-

straint of (2.4) minimize

)
t t t t
t, t t | B -b r -c+b - R/2
- = | +
ep(b ) + (K-t) e [ TS ] R/2
¥ .
(
The causal scheme is illustrated in Figure (2.1).
C The buffer size problem can be stated as follows. Let Ro be the
.f initial state of the buffer, R the buffer size, c the channel capacity
v and K the number of blocks per picture frame. In order to prevent
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overflowing or underflowing the following relation must be satisfied

for every L, 1 < L < K.

- R_ <

o bn - Le <R-R (2.5)

I e~

n=1

where bn represents the bits allocated to the nth block. A judicious

choice for Ro is
Ro = R/2

therefore (2.5) becomes

L
1 b - Le| < R/2 (2.6)

n=1 "

Letting the available number of bits per picture frame equal the
amount that can be transmitted over the channel, the following relation

must be satisfied for every L, 1 < L < K.

L
} b < Ke (2.7)
n=
For large buffer sizes (R > 2 K c), only relation (2.7) imposes a
constraint on the bit allocation. For smaller buffer sizes both
relations (2.6) and (2.7) constraint the bit allocation. We refer to
these two situations as the non~-buffer constrained and buffer constrained
bit allocation respectively. This is illustrated in Figure (2.2).

Assuming that the bit allocation procedure allocates bits bl’ oy

bk and produces a fixed error for each block, we want to choose the
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buffer size R so that R is the smallest size buffer satisfying that

for every L, 1 <L <K

d

where Po is a given probability.

L
b - Lc
n=1 n

> R/2 ] < Po

This size for R assures that by choosing a bit allocation that
makes each block have the same error, the probability of buffer over-~

flow is kept to less than probability Po.

2.2 Non-Causal Bit Allocation
In the non-causal bit allocation problem,the error versus bit
rate functions for ail blocks in the image are known before processing
therefore an optimal bit allocation over these blocks can take place
which will minimize the total RMS error under the constraint of a
fixed number of bits per picture frame. The performance of the non-
causal approach is therefore a least upper bound on any causal approach.
The optimal non-causal bit allocation problem can be stated as
follows. Let there be K blocks which must be allocated bits and let
P = {pl, cees pN} be the set ole possible bit allocations which can
be given to each block. The optimal non-causal bit allocation problem
is then choosing bl’ +«+s, b, 80 that

K

K
) e (b)) (2.8)
n=1

is minimized under the constraint that

 he




K
z b <B (2.9)

where B equals the number of bits that can be transmitted over the

channel.
For the non-causal buffer constrained bit allocation problem, in

addition to (2.9), the following relation constraints (2.8) for all L,

1 <Lx<K

< R/2 (2.10)

where R 1s the buffer size and ¢ the channel capacity.

Appendix A.2 provides a dynamic programming procedure that solves
the non-causal bit allocation problem. Appendix A.3 provides an
analytic solution to this problem. Figure 2.3 illustrates the non-

causal scheme.

K
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3. DPCM Compression Techniques

Among the best known image compression techniques, are those based
on Differential Pulse Code Modulation (DPCM). DPCM works in the
following general way. Information which the receiver already has
is used to predict or estimate the actual data value. This estimate
is computed both at the transmitter and the receiver. The transmitter '
codes and sends the difference between the actual data value and
the estimated data value. The receiver adds the received difference

to its estimate to reconstruct the actual data value. With a good

estimation scheme, the variance of the transmitted difference

values 1s likely to be much smaller than the variance of the actual data
values. In this way compression is achieved since fewer bits are
required to encode the smaller variance difference values to be trans-
mitted.

According to the spatial location of the information used in the
estimation or prediction scheme, we can distinguish two main types of
DPCM schemes; one-dimensional and two-dimensional DPCM. In the one-
dimensional DPCM scheme values only on the current line, usually from
the reconstructed image, are used to estimate the actual data value.

In two-dimensional DPCM values from the current and immediate neighboring
lines are used. Past reconstructed data values are used in classical

1-D and 2-D DPCM. For one-dimensional time signals, past means data
values which precede the current data value in time. In classical 2-D

DPCM image coding, when the image data values are generated in the usual

13
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raster sean mode, past data values are those data values on lines above
the current line or data values on the current line but to the left of
the current data value.

To specify a 2-D DPCM procedure the quantizer, quantizer dither

and predictor must be defined. The quantizer should be a Max quantizer

based on the distribution of the image differences. A detailed information

on the Max quantizer is provided in appendix A.1.

Before quantizing the image differences, a small amount of dither
should be added to these differences and then subtracted from the
quantized value to help eliminate contouring effects. The dither can
be created from a uniformly distributed pseudo-random number generator
having zero mean and a range proportional to the standard deviation of
the image differences.

The predictor can be a linear combination of previously DPCMed
neighboring values or values coming from a low-pass filtered image or
a combination of both. This results in three types of DPCM techniques:
closed loop DPCM, open loop DPCM, and combined open and closed loop DPCM.

We will describe each of these techniques in sections 3.1, 3.2 and 3.3.

3.1 Closed Loop 2-D DPCM

This corresponds to the classical 2-D DPCM technique. It involves
using a linear combination of the west, north-west, north, and north-
east previous DPCMed values as an initial predictor, quantizing the

difference between the original value and it, and forming a final pre-

dictor or reconstructed value by adding the quantized value to the
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initial predictor. As mentioned before, a small amount of dither should
be added to the differences before quantizing and substracted after-

wards. Figure 3.1 illustrates the closed loop DPCM concept.

3.2 Open Loop DPCM

In this DPCM technique, the current data value is estimated using
some available rough estimates of data values in the neighberhood of
the data value to be estimated. The algorithm is based on the fact
that a low-pass filtered image makes a good estimate of the original
image. |

The image to be compressed is low-pass filtered and sampled taking
every mth row and nth column. The sampled values are coded and sent to
the receiver. The receiver estimates the image by interpolating these
low-passed sampled values. The transmitter transmits the dithered
quantized difference between the actual data value and the receiver's
estimated value.

This open loop procedure has the following nice property: a
channel error in the coded difference will affect only the data value
in the resolution cell associated with the coded difference. A channel
error in the PCM transmission of the low-pa - filtered image will affect
only the small neighborhood of resolution cells using the PCM value 1in

the interpolation. Figure 3.2 illustrates this technique.

3.3 Combined Open and Closed Loop DPCM
This technique computes an initial predictor as a linear combination
of the four DPCMed values used in the closed loop technique plus values

from the five remaining neighbors coming from the low-pass filtered image.

15
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The difference petween the original value and the predictor is

determined and a small amount of dither coming from a uniform pseudo
random generator is added to the difference. The result is quantized.
The quantized result is added to the initial predictor and the dither
is substracted to form the final predictor. Thus to specify the
combined method, the low-pass filtered image, the quantizer, the
dither, and the coefficients of the predictor must be defined.

Fig. 3.3 ?1lustrates the combined method.

3.4 Models for Predictor Design

We stated in the previous sections that the predictor can be
computed as a linear combination of previous DPCMed values and/or
values coming from a iow—pass filtered image. One question that now
arises is how to determine the coefficients in the linear combination
in order to have a good predictor. The answer to this question is of
considerable importance since,as it was mentioned before a good pre-
dictor scheme will result in a small variance for the image differences
to be transmitted, which in turn accounts for the degree of compression
achieved. We shall investigate this problem in this section and will
provide several solutions each optimal under a different model.

We will approach the predictor design problem under the assumption
that the resolution cells involved in the evaluation of the predictor
all share a certain graytone property. In other words, our model assumes
that the resolution cell whose graytone we want to estimate and those
in the surrounding 3 x 3 neighborhood belong to a certain region within

the spatial domain of the image, and therefore satisfy some relationship.
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This model will be an over-simplification of a more complete model for
image data that will be described in section four, but will suffice
for the purposes we are interested in this section.

Two specific sub-models that fall under the general context des-

cribed above shall be investigated: the flat (horizontal) model and
the sloped model. The flat model assumes that all resolution cells
within a region have the same graytone value. The sloped model assumes
that there is a linear reiationship among row and column indexes and
graytone values which is satisfied for all resolution cells within a
region. If we let (r, c) be the row and column indexes pair identifying
a resolution cell within a region and I(r, c) the corresponding graytone
value then we will have
I(r, ¢) =y

for the flat model, and

I(r, ¢c) =ar + Bc + vy
for the sloped model,
where a, B and y are parameters that describe a particular region.

We may now take into account the effect of random noise added to
the data. Assuming stationary noise with zero mean the real (noisy)
image data can be described as:

y(x, ¢) = I(r, ¢) + z(r, ¢)
where
E[zgr, c) =0

E{z(r, c)z(r', ¢')] = Ko(x-r', c-¢')

20
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Let {yl, cees yn} be the set of graytone values to be used in the

estimation process, {rl, cens rn} and {Cl’ cens cn} be the.corresponding
sets of row and column indexes, and {zl, ey zn} the associated random
noise values; then the fcllowing linear relations result by applying

the flat or sloped model.

[
N

Y1 1
= Y+
Yn 1 Zn
for the flat model and
Y, T, <y 1 a z,
= B +
yn Tn n 1 Y Zh

for the sloped model.
Both relations can be expressed as

y = Ap + z
where y is a column vector representing the data, A is the design matrix,
p the parameter vector and z the error vector which represents the random
noise. The design matrix A can be also written in the form

A=1[1]
for the flat model or

A= (r, c, 1)

for the sloped model,
whete r is the column vector of row indexes, ¢ the column vector of column

indexes and 1 a column vector containing all ones.

21




The predictor design problem consists then in estimating the
parameter vector ¢. Two estimationischemes can be used for this
purpose, least square érrot estimates and minimum variance unbiased
estimates. Each of these two approaches is optimal as we shall see
later depending on whether the noise is uncorrelated or correlated.
3.4.1 Least squares estimates

The "least squares' approach tells us to estimate p in such a
way that the sum of squarés of errors (noise value) is minimized.
Our model is described by

y = Ap + 2z
Since z'z is the desired sum of squares, we have
.z =y - Ap
z' = y' - p'A’
z'z = (y' - p'A")(y - Ap)

Obtaining the derivative and setting the result to zero

32 o 2a'(y - ap) = 0

(A'A)p = A'y
Solving for p we obtain
p=@aanlay
3.4.2 Minimum variance unbiased estimates
The minimum variance unbilased estimate of p is obtained by the
application of a very general form of Gauss Markov Theorem: Let
y = Ap + 2z
E(z) = 0

var(y) = var(z) = czv

22




where V is a matrix (square, symmetric, non-singular) of order (n x n)

with known elements. In other words the covariance matrix, i.e., the
variances of y(i) and éovariances between y(i) and y(i) are known
except for an arbitrary scalar multiplier applied to all of them. Then
the best linear estimate of an arbitrary linear function L'p is equal to
Q'p* where p* minimizes the guadratic form

z2'V " oz
Notice that minimizing this expression is equivalent to minimizing the

standard quadratic form due to error, that is
JE z'V-1 z = z'z-l z
o

Obtaining the derivative and setting the result to zero

3 -1

D =2 (v - pranyw -
3p vV oz 5p (y - p'A")V ~ (y - Ap)
v"l =
= -2A'V (y - Ap) =0
or
-1 -1

therefore

* -1 .- -
p = (A'V 1A) 1 A'V 1 y

1.4.7 Relattonship between lecast squares and minlmum varlance unbiased
estimates

*
We found out that the best estimate of the parameter vector p
assuming random stationary noise with zero mean and covariance matrix

proportional to a specified one, could be obtained by minimizing the

standard quadratic form due to error, that is

z'z-l z




where E(z) = 0
var(z) = 1= o%v
If we now assume the nbise to be uncorrelated, that is
Z = 02 I
then the best estimate p* of the parameter vector p is obtained by mini- .
mizing z'I-lz = z'2. In other words least square estimation turns to be
an optimal procedure and provides the same result as that obtained with
a minimum variance unbiased estimate only if the noise is uncorrelated.
Under the more general case of correlated noise least square estimation
is a suboptimal procedure and a minimum variance unbiased estimate pro-
vides the optimal solution.

. 3.4.4 Predictor design solution for the combined open and closed loop
' DPCM

In this case the data set to be used in the estimation procedure
comprises a 3 x 3 neighborhood formed by the four past DPCMed data

values and the five remaining neighbors coming from a lowpass filtered

image. Using the set {-1, 0, 1} for row and column indexes this data
is represented in Fig. 3.4.

; We will assume that the correlation between any two pixels depends
only on the distance between those pixels and follows an exponential
law. That 1s, the correlation between any two pixels K units apart is

equal to pK. The covariance matrix is then given by

Z = czv

where o2 is the variance of any pixel and V, the matrix of correlations

has the form showed in Fig. 3.5. If we let



(1,-) |(1,0) -1, 1)

~{(0,-1) {(0,0) 1(O,1)

(1,4)]1,0) |(1,1)

" Figure 3.4 Data Set y(r,c) for Combined
) Open and Closed Loop DPCM
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1 o o2
L |
'=1p 1 p :
.{
p2 o 1 E
then V can be written as ]
I »of p2r

V= pl r opr

p2r of T

and the inverse matrix V_1 becomes

rt —or71 0
V.1 = -—}—f -pT 1 (1+02)F-1 —pF-;
1= -1 -1
0 -oT r
-1, .
where T is given by
1 -p 0
1. —1-7 -0 1+ -p
1-p
0 -p 1

Any member y(r, c) in the data set can be estimated as 1

'
.
i
'
\

* *
y (r, ¢) = ¥

for the flat model and

s,

* * * *
y(r,c)=ar+B8c+y
for the sloped model.
N .
{ Since we are interested in estimating y(0, 0) both models yield
* *
y (0, 0) = v

3

) We have two models: flat and sloped and on the other hand we have
r
" two estimation schemes: least squares and minimum variance unbiased
‘»

-

- e o 2
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estimates. This result is four possible estimates for y(0, 0). 1In the
analysis that follow let the column vectors r, ¢ and 1 be defined as

follows:

1
|

-1 [ -1
-1 0
-1 1
-1
c = 0 1=
1
-1
0
1

— - — -

[l ol e N o o]

el el el el el el o

r
i

The vectors r and c represent respectively the row and column indexes
for the data set {y(r, c)} as we scan the spatial domain of the set in
;"left to right, top to bottom fashion.
lst Case. Flat Model; least squares estimates

For least square estimates,
o= antaty
where p =vyand A = 1 (flat model)

* -1
then y = (1'1) "y

so, in this case, the predictor is formed using a simple statistical mean.
The resulting linear prediccion mask is shown in Fig. 3.6.
2nd Case. Flat Model; minimum variance unbiased estimates

In this case

* - - -
pr = @vlaytayty
As before p =y and A =1
* - - -
therefore y = (1'Vv 1 1) 1 1'v 1 y
* -
S SRS
1'v "1
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Figure 3.6 Linear Prediction Mask for y
Open and Closed Loop DPCM
Flat Model, Least Squares Estimates




The resulting linear prediction mask is shown in Fig. 3.7. As we

expected for uncorrelated noise (p = 0) this mask reduces to the one

found in the lst case.

3rd Case. Sloped Model; least squares estimates

Here we have

* v -1 ]
p = (A'A) " A'y
where A=[rcl]
) i
then f
] [~ .
* r' 1 r'
p = (] c [rcl]) c y
ll 1'
. (et r'e 1] 71 [
p =fc'r ¢c'c 'l c' |y
| 1'r 1'c 1'1 | 1'
* 1/r'r 0 0 r'
p = 0 1/c'c 0 'ty
| o 0 1/1'1 1
therefore,
* 1 ,
a =o'y
o S
g = PP
* 1
vorT by

The corresponding linear prediction masks are shown in Fig. 3.8.

4th Case. Sloped Model; minimum variance unbiased estimates

The estimate in this case is given by
* -1 - -
ph = vy tavty

where as before A={[{recl]
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then

therefore

The corresponding linear

for uncorrelated noise these masks reduce to the ones shown in Fig. 3.8

corresponding to least sq

The masks corresponding to our desired estimate y(0, 0) for each of
the cases analyzed are shown in Fig. 3.10. Notice there is no difference

betwcen the results obtained with the flat or sloped modes as far as the

estimation of y(0, 0) is

the symmetry of the problem causes the horizontal plane associated with
the flat model to pass through the center of the sloped fitting plane

associated with the sloped model.

V-.1 [rel ])—1 c' V—1 y
ll
-1
eyl r'v'lﬂ r'
vl vl et | vily
1v L 1'v'11__ 1
lr 0 0 r'
1/c'v e 0 et | vt y
0 /1vh 1
= 1_1 r'V-ly 1
'V 'r
- 1_1 c,v-ly
c'V T¢e
- 1_1 l,v-ly
1'v "1

predictor masks are shown in Fig. 3.9. Again,

uares estimates.

concerned. This can be intuitively seen since
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Figure 3.9 Linear Prediction Masks for p
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Figure 3.10 Masks for y(0,0) in Combined DPCM
(a) Flat, Least Squares
(b) Flat, Minimum Variance
(c) Sloped, Least Squares
(d) Sloped, Minimum Variance
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3.4.5 Predictor design solution for closed loop DPCM
As we know, the data set corresponding to this case ig formed by
the nearest four past DPCMed data values. The matrix of correlations

V is given by

(1 o 02 o ]

b 1 o o2

T 02 p 1 o3

| o o2 3 1 i

and the inverse matrix V-1 is

(140 -0 0 =]
vl . 12 > Lk’ - 0
1-p 0 -p 1 0
| -p 0 0 1 ]

The analysis for the four possible estimates of y(0, 0) is carried out in
exactly the same way as that described in the combined open and closed
loop DPCM and we will only provide the final solutions here which are

shown in Fig. 3.11.
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Masks for y(0,0) in Closed Loop DPCM
(a) Flat, Least Squares
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4. Preprocessing and Postprocessing Techniques

Two types of noise contribute to the deterioration of the information
contained in the image data. The first one originates at recording timc
and is introduced by the remote sensors or the associated hardware; or
is due to varying atmosphere variables present in the environment. The
second type of "noise" accounts for the amount of information lost when
compressing the data or is introduced by the channel during transmission.
The effect of both types of noise can be kept to a minimum by noise filter-
ing the data before and after transmission using one of several preprocess-
ing or postprocessing techniques.

The technique we are going to describe in this section is based upon
the facet model for image data proposed by Haralick (Reference 1) and which
was briefly introduced in the previous section., The facet model assumes that
the spatial domain of the image can be partitioned into regions having
certain graytone and shape properties.

To assume smoothness of a region, the facet model assumes that for
cach image there exists a K > 1 such that each region in the image can
be expressed as the union of K x K block of pixels. The value of K
associated with an image means that the narrowest part of each of its
regions is at least as large as a K x K block of pixels. Hence, images
which can have large values of K have very smooth regions.

The flat (horizontal) model assumes that all pixels in the same
regfon have the same graytone. The sloped facet model assumes that for
each region there exists an affine relationship among the row, column,

and graytone values which all pixels in the region satisfy.




To make these ideas precise, let Zr and Zc be the row and column
index set for the spatial domain of_an image. For any (r, c)e Zr p 3 Zx’
let I(r, ¢) be the gra&tone value of resolution cell (r, c¢) and let
B(r, c) be the K x K block of resolution cells centered around resolution

cell (r, ¢). Let A = {A . A(n)} be a partition of Zr x Zc into -

@’ "

its regions. In the facet>model, for every resolution cell (r, c)e A(n)’

there exists a resolution cell (i, j)e Zr X Zc such that

(1) (r, c)e B(i, j) < A(n)

(2) I(r, c) = Y(n) (flat model) or,

I(r, c) a(n)r + B(n)c + Y(n) (sloped éodel)

llere (1) and (2) constitute respectively the shape and graytone constraints
for region A(n)' ’

As we have seen before the actual image differs from the ideal one by

the addition of random stationary noise having zero mean and covariance
matrix proportional to a specified one.
y(r, ¢) = I(r, c) + z(r, c)
Using the vectorial notation developed in section three:
y = Ap + z

where E(z) = 0

var(z) = ozv

The facet model suggests then the following simple non-linear

filtering procedure. Each resolution cell is contained in K2 different
K x K blocks. The graytone distribution in each block can be fit by
either a horizontal plane or a sloped plane. One of the KZ blocks has
smallest error of fit. Set the output graytone value to be the one

fitted by the block having smallest error. The error of fit is given by
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z'z (uncorrelated noise) or,
z'V-lz (correlated noise)
The linear filterlmasks corresponding to the fitting parameters
and for the flat and sloped model under the assumptions of uncorrelated

or correlated noise were found in section three and are shown in Figs. 3.6,

3.7, 3.8 and 3.9.
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5. Experiment Design

In this section we lay out the organization of the experiments done
which apply the algorithms devised in section two to a number of real
images using a non-causal bit allocation scheme with and without buffer
size constraints.

The size of the experiments is determined by points I through VI

below.

I. Images

Two original images with different degrees of complexity were used.
Each of these images consist of 100 x 100 picture elements and were di-
vided into 100 blocks of 10 x 10 picture elements before processing.

Both images were quantized to 64 gray levels.

II. DPCM predictors
As mentioned in section three, eight kinds of DPCM predictors are
possible, comprising all the possible combinations of
(a) two DPCM compression techniques: Closed loop 2-D DPCM
and Combined open and Closed loop DPCM
(b) two image models: Flat model and sloped model
(c) two estimation schemes: least squares estimates and minimum

variance unbiased estimates

For minimum variance estimates a correlation coefficient of 0.3 was

assumed for the noise. The notation used is:
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Closed loop 2-D DPCM

8

Combined Open and Closed loop DPCM
FM - Flat model

SM - Sloped model

LS - Least squares estimates

Minimum variance unbiased estimates

£

ITI. Buffer size

Two buffer sizes were selected, each one corresponding to the cases
of non-buffer constrained and buffgr constrained bit allocation respec-
tively. For the case of non-buffer constrained al}ocation, the size of
the buffer used was twice the amount of bits that can be transmitted over
the channel per picture frame for a given compression ratio. This size
was shown in section two to be the minimum size ensuring no constraints.
For the case of buffer constrained allocation, the size of the buffer
was set to 5% of the amount of bits transmitted over the channel per
picture frame.

The following notation is used:

NB - Non-Buffer constrained allocation

BC - Buffer constrained allocation

1V. Compression ratio
Two compression ratios were selected; 2.0 and 1.5 bits per picture
elemont+. The possible bit allocations to any block were 1, 2, 3, 4, or

5 bits per picture element.

‘+The DPCM was initialized at the beginning of each block by applying a
PCM to the first line of the block witi no compression. This accounts
for effective compression ratios of 2.5 and 2.0 bits per picture element.
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V. Error versus bit functions

We can use the actual error versus bit function for each block,
or we can fit error vérsus block variance, for all possible bit rates
and obtain the error versus bit rate functions for each block from
these curves. The latter approach will tell us if the error versus
bit functions can be parametrized successfully to reduce the computa-
tional burden. We chose a least squares fitting procedure that fits
the data to a polynomial of degree 6. Also the variance of the dif-
ference between the actual values and the pfedicted values was used
instead of the variance of the actual values, since it showed a better
correlation with the RMS errors. We use the following notation:

AE - Actual error versus bit functions

FE - Fitted error versus bit functions

VI. Preprocessing and postprocessing techniques
The preprocessing and postprocessing techniques used correspond to
the sloped facet model discussed in section four. The least squares

estimation scheme was used. We use the following notation:

PR preprocessing
NR - no preprocessing

PO - postprocessing

NP - no postprocessing

1 through VI give us a total of 512 resulting images. A suitable
choice of 720 images out of the total number was made to carry out the
actual experiments. Figures 5.1 through 5.4 show the selection made.

Still some savings result
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from the fact that there are only 6 distinct predictors as observed in
figs. 3.10 and 3.11. We tried to obtain a reasonably complete set of
images using the Combined Open and Closed loop DPCM technique which

performs better than the Closed loop DPCM.
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6. Experimental Results

We report in this section on the results obtained after carrying out
the experiments laid out on the previous section. A non-causal procedure
using the dynamic bit Qllocation algorithm described in Appendix A.2 was
applied to the two LANDSAT images shown in Fig. 6.1. These images were
quantized to 64 gray levels. Size, blocking and allowed bit allocations

to any block are as established in section five.

I. Non-Buffer constrained allocation; Actual errors

DPCM compression procedures using each of the predictor masks developed
in section three were applied to both LANDSAT images. Differences among
the reconstructed images obtained depended mostly on the compression
technique used, combined DPCM or closed loop DPCM and not so much on the
image model or the estimation scheme used to form the predictor. Fig. 6.2
shows the reconstructed pictures compressed to 2.0 bits per picture ele-
ment per two different predictors, one corresponding to the combined DPCM,
sloped model, least squares estimates and the other to the closed loop
DPCM, flat model, least squares estimates. RMS errors versus bit rate
curves with variance as a parameter and error versus variance for several
bit rates are shown in Figures 6.3 and 6.4 for the predictor corresponding
to the Combined DPCM, sloped model, least squares estimates. As expected
for a fixed number of bits, blocks with lower complexity (variance) have
associated smaller RMS errors than those with greater complexity. Also
for a fixed block complexity more encoded bits result in a smaller RMS
error. A comparison or error curves among different predictors is shown
in Fig. 6.5. We can observe that the RMS errors associated with the
combined DPCM are signficantly lower than those associated with the closed

loop DPCM technique. There is no significant difference though in the




Figure 6.1 Original pictures; each picture consists of
100 x 100 picture elements quantized to 64
gray levels (6 b/p)

(a) First LANDSAT image
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Figure 6.1 {(continued)

(b) Second LANDSAT image
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Figure 6.2 Reconstructed pictures using non-buffer
constrained allocation and actual errors.

Compression is 2.0 b/p.

(a) First LANDSAT image
Predictor: MD, SM, LS




Figure 6.2 (continued)

(b) First LANDSAT image
Predictor: CD, FM, LS
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Figure 6.2 (continued)

(c) Second LANDSAT image
Predictor: MD, SM, LS
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Figure 6.2 (concluded)

(d)

Second LANDSAT image
Predictor: CD, FM, LS




RMS ERROR

BIT RATE

Figure 6.3 Block RMS Error vs. Bit Rate
MD, SM, LS
(a) First LANDSAT Image
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(b) Second LANDSAT Image
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Figure 6.4 Block RMS Error vs Standard Deviation
MD, SM, LS
(a) First LANDSAT Image
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Figure 6.5 Comparisons Among OPCM Predictors (J = 2 )

< CD, FM, MV or LS
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(a) First LANDSAT Image
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(b) First LANDSAT Image ( 0 = 4 )
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(c) Second LANDSAT Image (9=2)
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RMS errors among predictors associated with the combined method or in
the quality of the corresponding resulting pictures. The difference,
however, may become noticeable with noisier images.

Fig. 6.6 shows the reconstructed pictures compressed to 1.5 bits per
picture element for the predictor associated with the combined DPCM,

sloped model, least squares estimates.

IT. Buffer constrained allocation; Actual errors

Fig. 6.7 shows the reconstructed pictures for 2.0 and 1.5 bits per
picture element using the predictor associated with the combined DPCM,
sloped model, least squares estimates. Fig. 6.8 shows plots of the buf-
fer state as the blocks in the image are allocated bits for the predic-
tor associated with the combined DPCM, sloped modél, least squares esti-
mates. Both the non-buffer constrained and the buffer constrained case
are shown along with the corresponding total RMS errors for all the
blocks in the image. Notice that the reconstructed pictures with buffer
constraints do not show a significant deterioration in quality as com-

pared to the non-constrained case for the buffer size used.

III. Non-Buffer constrained allocation; Fitted errors

Images compressed at 2.0 and 1.5 bits per picture element using the
fitted error versus bit rate functions for bit allocation did not show
significant degradation in quality as compared to that obtained using
the actual errors shown in Figs. 6.2 and 6.6, which indicate that a model
relating the fitting parameters with the sample variance could be used
successfully with a significant decrease in the computational burden.
Fig. 6.9 shows plots of Buffer state versus blocks encoded for the pre-

dictor associated with the combined DPCM, sloped model, least squares
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Figure 6.6
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]

Reconstructed Pictures Using Non-Buffer
Constrained Allocation and Actual Errors. ]
Compression is 1.5 b/p

(a) First LANDSAT Image
Predictor: MD, SM, LS
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Figure 6.6

(continued)

(b) Second LANDSAT Image
Predictor MD, SM, LS
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Figure 6.7 Reconstructed Pictures Using Buffer Constrained

' Allocation and Actual Errors

1

) (a) First LANDSAT Image

; Predictor: MD, SM, LS
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Figure 6.7 (continued)

(b) Second LANDSAT Image
Predictor: MD, SM, LS
2.0 b/p.
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Figure 6.7 (continued)
(c) First LANDSAT Image

Predictor: MD, SM, LS
1.5 b/p
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Figure 6.7 (continued)

(d) Second LANDSAT Image
Predictor: MD, SM, LS
1.5 b/p.
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~-- constrained, rmse = 137.6
fixed bit allocation, rmse = 151.8
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Figure 6.8 Buffer State vs Number of Blocks Uncoded
MD, SM, LS
(a) First LANDSAT Image
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Figure 6.9 Buffer State vs Number of Blocks Encoded
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(a) First LANDSAT Image
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estimates. Both the actual error case and the fitted error case are

shown along with the corresponding total RMS error.

e - e e - ——

IV. Buffer constrained allocation; Fitted errors

: ' As in the previous case, the quality of the reconstructed images com-
pressed at 2.0 and 1.5 bits per picture element was similar to that ob-

tained using the actual error versus bit rate functions.

V. Preprocessing and Postprocessing
Fig. 6.10 shows the reconstructed pictures compressed to 2.0 and 1.5 1
bits per picture element with no buffer constraints; actual errors,
combined DPCM, sloped model, least squares estimates, after being post-
processed.
% Fig. 6.11 shows the original pictures after being preprocessed.
| Fig. 6.12 shows the reconstructed pictures compressed to 2.2 bits per
. picture element with no buffer constraints, actual errors, combined DPCM,
sloped model, least squares estimates. The corresponding postprocessed

: pictures are shown in Fig. 6.13.

, The effect of preprocessing or postprocessing could have been more

noticeable with noisier images.

! VI. Comparisons between variable and fixed bit allocation
% Table 6.1 shows the total RMS errors obtained with a fixed bit assign-

ki - ment procedure for a compression ratio of 2.0 bits per picture element

»

using the predictor associated with the combined DPCM, sloped model,

least squares estimates as compared to those obtained using a variable bit

assignment procedure with the same predictor for the cases of non-buffer
constrained and buffer constrained bit allocation using the actual and
fitted error versus bit rate functions. We can observe the improvement

in RMS error obtained using the variable bit assignment procedure.
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Figure 6.10

Postprocessing of the Reconstructed Pictures
Obtained by Using Non-Buffer Constrained
Allocation and Actual Errors.

(a) First LANDSAT Image

Predictor: MD, SM, LS
2.0 b/p
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Figure 6.10

(continued)

Second LANDSAT Image
Predictor: MD, SM, LS
2.0 b/p.
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Figure 6.10

(continued)

(c) First LANDSAT Image
Predictor: MD, SM, LS
1.5 b/p.
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Figure 6.10

(continued)
(d) Second LANDSAT Image

Predictor: MD, SM, LS
1.5 b/p.

84




e Figure 6.11  Preprocessing of the Original Pictures Using
the Slope Facet Model.

(a) First LANDSAT Image.
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Figure 6.11 (continued)

(b) Second LANDSAT Image.
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Figure 6.12  Reconstructed Pictures After Compressing the
Preprocessed Pictures of Figure 6.11 Using
Non-Buffer Constrained Allocation and Actual
Errors.
Compression is 2.0 b/p.

(a) First LANDSAT Image
Predictor: MD, SM, LS

87




‘AD-AD094 678  KANSAS UNIV/CENTER FOR RESEARCH INC LAWRENCE F/76 17/2 .
A STUDY OF ADAPTIVE IMAGE COMPRESSION TECHNIQUES. (U)
FEB 80 R M HARALICK» R L KLEIN F33615=78=C~1545

UNCLASSIFIED AFWAL~TR=80~1072 NL




Figure 6.12 {continued)

(b) Second LANDSAT Image
Predictor: MD, SM,

88
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Figure 6.13  Postprocessing of the Pictures Shown in
Figure 6.12.

(a) First LANDSAT Image
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Figure 6.13 (continued)
(b) Second LANDSAT Image.
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Table 6.1

Total RMS Errors Obtained with a Fixed Bit Assignment Procedure

NB BC NB BC
AE AE FE FE FIXED
FIRST
LaNpsar | 135-1 | 137.6 | 138.1 | 141.0 | 151.8
SECOND
LANDSAT 87.8 88.0 90.1 90.6 94.2

Shows the total RMS errors obtained with a fixed
bit assignment procedure for a compression ratio

of 2.0 bits per picture element using the predic-
tor associated with the combined DPCM, sloped model,
least squares estimates as compared to those ob-
tained using a variable bit assignment procedure
with the same predictor for the cases of non-buffer
constrained and buffer constrained bit allocation
using the actual and fitted error versus bit rate
functions.

NB Non-Buffer Constraints

BC Buffer Constraints

AL Adaptive Actual Error Curves
FE Fitted Error Curves
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7. Conclusions

The problem of Adaptive Image Data Compression has been discussed.
Procedures for solving the causal non-buffer constrained and buffer
constrained bit allocation problem have been suggested and experimental
results for the optimal Non-causal bit allocation procedure using a
number of DPCM compression techniques were presented for the cases of
non-buffer and buffer constrained bit allocation. The performance of
the optimal non-causal approach is a least upper bound on any causal
approach and provides us with a way of comparing the performance by
different causal procedures.

Several questions have been answered; others remain yet to be
answered. It has been shown that the variable bit assignment scheme
yields smaller RMS errors than those obtained with a fixed bit assignment
scheme. 1t was also experimentally found that the buffer constrained
non-causal scheme performs well even for small size buffers (2.57% of
the minimum size that guarantees no constraints). One question to be
answered is how small can we make the size of the buffer and still

obtain a significantly better performance than that obtained using

fixed bit assignment procedures. It is not hard to see that the smallest

size we can allow if we are to avoid overflowing the buffer is that size

necessary for holding the encoded bits for one block at the given com-

pression ratio, in which case the bit allocation becomes fixed for all

the blocks. It is a matter then of finding out an optimal trade off -
between buffer size and performance.

It has been found that enough correlation exists between RMS error

and block variance to allow a model to be used to estimate the RMS




error versus bit functions instead of computing the actual errors with
the corresponding savings in computgtional time. There is no significant
degradation in the qu&lity observed in the images that were compressed
using the fitting functions instead of the actual ones.

With respect to the DPCM techniques, the combined open and closed
loop DPCM performs significantly better than a simple closed loop 2-D
DPCM. There was no observed significant difference in the performance
among different predictoré in the Combined method for the level of noise
present in the original pictures. It must also be pointed out that an
improvement in the initialization of the DPCM procedure can be carried
out to achieve better effective compression ratios. Namely, the DPCM
in any block can be initialized using the last line in the previously

DPCM ed north block.
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PART II

Adaptive Coding of Images Using Transform Coding Techniques

Adaptive coding of images can be done in two general ways. The
first is to perform adaptive operations on original image representations.
The second is to perform adaptive operations on a transform representation.
Part I has described adaptive methods applied to DPCM coding of the
original image. Part II describes methods based on a transform represen-
tation of the image.

We begin this part with a description of how the transform of an

image is taken.
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1. Transform Coding Procedure: Non-Casual Case

An original image is subdivided into blocks. The block size chosen
is 10 x 10 and the image size is 100 x 100, which gives 100 blocks with
100 pixels in each block. All processing is done block by block, 1i.e.,
from block 1 to block 100. The blocks are numbered sequentially, column
by column, as shown in Figure 1.1. The input image is real and all arith-
metic is floating point.

After a study of Griswold and Haralick [1], the Discrete Cosine
Transform was selected since it had given best results.

A block of image data is read in and Discrete Cosine transformed
using the fast transform technique described in [1]. At the same time
the mean and variance of each pixel position in a block of the transformed
image is updated. This yields two 10 x 10 arrays containing mean and
variance information, e.g., after all 100 blocks have been processed the
(1,1) position in the mean array will have the mean of all the pixels in
the (1,1) position in each block and is similar for the variance array.
This information will be later used by the Max quantizer. The pixels in
the transformed block shall be referred to as components since they corre-
spond to frequency components in a general transformed signal. Thus we
have one hundred components per block.

Next, each component in a block is quantized using six bits (the
upper limit of the max quantizer program). Simultaneous with the quanti-
zation, we calculate the error vs. component curve, i.e., what is the error
if only one component is transmitted and the remainder are assumed zero;
what is the error if two components are transmitted, etc.? This segment

of "filtered images" 1s shown in Figure 1.2.
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The components are taken in a specific columnwise, increasing-frequency
order as shown in Figure 1.2, The first column continues to the top of the
second column, etc.

So after this processing, we end up with 100 transformed and quantized
blocks and corresponding to each of these an error vs. component curve.
Since each component corresponds to six bits, the error vs. component
curve can be alternatively represented as an error vs. bits curve as shown
in Figure 1.3. The error here is defined to be RMS error.

Since storage of each of these error vs. bits curves requires a 100 x
100 matrix, it is desirable to find a simpler representation. One such
representation is a polynomial. To obtain experimental data a sixth order

polynomial was fitted to each of the curves, the "raw" one and the "fitted"

one. (See Data Set 3).
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2. Allocation of Bits

Given the transformed images and the error vs. bits curves described
earlier, we are ready to proceed with bit allocation. This can be done
for transformed images in each of the four basic ways described in Part I,
namely:

(1) Non-Causal Optimal Allocation

(2) Non-Causal Optimal Allocation with Buffer Constraints

(3) Casual Adaptive Allocation with Buffer Constraints

(4) Non Adaptive Allocation

Allocation methods (1) and (2) can be computed using the same soft-
ware as was used for Part I. These are described in Appendices A.2 and
A.3. Only one additional item of information is required in this transformed

case which 1s the compression ratio desired. It determines the total

number of bits to be allocated to the entire frame. (This number is
defined as TTOTAL in the computer program.)

In concept we are now ready to proceed and obtain the computed optimal
bit allocations for (1) and (2). Unfortunately, our storage requirement
is much greater than 1s required for the DPCM case since an array of
dimensions TTOTAL x No. of Blocks is necessary. To solve this impractical
storage requirement on the PDP-15, the image was divided into four equal
subparts as shown in Figure 2.1.

TTOTAL was equally allocated to each of the four parts, and similarly
for the buffer. Now each quarter of the original( 100 x 100) picture can
be processed separately and the final bit allocations for the entire image
are those calculated on the basis of four-part subpartitions. This is
obviously not optimal with respect to the whole image but is very close when

the number of partitions is small, e.g., four.
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;‘ Figure 2.1 Sub-Partitioning of the Transform Image




Thus each block now has an optimum number of bits (components)
allocated to it. This optimum number of components is retained and the
others are replaced by zero.

The output image can now be obtained by taking the inverse discrete
cosine transform of each block as described in [1].

Summarizing, all original images (100 x 100) were quantized at 8
bits/pixel. Our compression then consists of two stages:

(1) Using the Max quantizer to quantize each prixel using 6 bits
followed by

(2) A non-casual optimal adaptive allocation using dynamic program-
ming both with and without buffer constraints.

The entire procedure is summarized in the flowchart on the following

page.

EXPERIMENTS PERFORMED
The following experiments were selected to test for potential
compression improvements and to compare with non-adaptive results:
(1) Adaptive encoding with or without a buffer constraint. When a
i buffer constraint was included it was taken to be 10% of TTOTAL.
(2) Output image post processing (smoothing). The slope faceted
algorithm (see Part I) was used to determine available improvements from
smoothing the output to remove blur and computational discontinuities

introduced by the optimization procedure.

( (3) Variable Compression Ratios: Two different compression ratios
were selected, 8:1 and 16:1.
(4) Representation of the error vs. bits curve: Use of both the

"raw" and "fitted" error vs. components curve was selected to determine

e
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if reduced representation (storage) of the image complexity could be
gained without significant degradation in overall quality.

The following tree diagram summarizes the experiments performed using

all the above options.

Original Image

Compression of 8:1 Compression of 16:1
| l 1
| Buffer Constrained No Buffer |

RN i Constraint

Dynamic Programming 'Fiied'
Uses 'Raw' Curves Curves

| Output Output Not
X Processed P rocessed

This gives a total of 10 images for original image. Three original images
( were used; they will be called KCALIF, CCALIF, and LADY3.
‘ In addition to the above adaptive experiments, two images, at compres-
sion ratios 8:1, 16:1, were generated using equal allocation of bits to
each block. These provide reference (non-adaptive) images for comparison

with each of the adaptive results.

Thus we have a total of 18 output images for original input image.




3. Results: Non-Causal Adaptive Encoding

Two different criteria are used to judge quality. These are:
1) RMS error.

(2) Visual quality.

Tables 3.1, 3.2, and 3.3 give the RMS error between the original and the
output for the three different images KCALIF, CCALIF, and LADY3 espectively.

Certain representative pictures have been printed to provide the reader

with his own reference for (2).

COMMENTS & CONCLUSIONS

(1) First, as is obvious, the images are better, both RMS error
and visual qualitywise for 8:1 compression than for 16:1 compression.
This can be seen visually by comparing KCALIF RFA and KCALIF RCA and
CCALIF RCA and CCALIF RFA. On an average there is a 32.87 increase in
RMS error as we go from 8:1 to 16:1 for KCALIF and 42.1% increase for
CCALIF and a 75.27% increase for the LADY3 image.

(2) Output processing using the slope facet doesn't help much, as
can be seen visually by comparing KCALIF RFA and KCALIO RFA. The change

1

in RMS error is of the order of 10 .

(3) The dynamic programming version including buffer constraint

(Appendix A.3) performs very well. There is no significant visual degrada-

tion. This 1s borne out by comparing visually:
(a) LADY3 RFA and LADY3 RFB.
(b)  KCALIF RCA and KCALIF RCB.
(c)  CCALIF RCA and CCALIF RCB.
For KCALIF and CCALIF the change in the RMS is of the order of 10-1
and slightly higher for LADY3, but this small increase in RMS error is

borne out visually. Thus buffer constraint is no impediment to this

dynamic programming algorithm.
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(4) The "fitted" error vs. bits curves caused a slight defocusing
of the image. This can be seen best by comparing visually LADY3 RFA and
LADY3 FFA. The defocusing is also accompanied by a 16% increase in RMS
error. This effect is not as pronounced for KCALIF and CCALIF images in
either visual or RMS error measures. The LADY3 image 1s more complex and,
hence, is more sensitive to detail omitted in this approximation. It is 1
important to point out the storage saving involved here, however. When
a 6th order polynomial (characterized by 7 coefficients) is used instead
of a 100 point error vs. bits curve for each block, we obtain a saving
of approximately 190 out of 200 storage locations.

Clearly there is an important trade~off here. The decision as to
whether to use the '"raw'" or "fitted" curves depends on how complex the

images being transmitted are.

(5) Finally, all the "adaptive" images are significantly better,
both RMS errorwise and visually than the "non-adaptive" equal allocation
images. This can be seen by comparing LADE3 RET (8:1) and LADF3 RET (16:1)
to any of the adaptive images like LADY3 RFA and LADY3 RFB. In fact, the
LADF3 RET image is badly marred and degraded.

(6) One characteristic that is very apparent throughout is the
"blockiness" evident in every image. This is due completely to the parti-
cular "component selection"” scheme used, i.e., columnwise starting from the
leftmost column.

This problem can be rectified by using the following scheme. Let (i,])
be the coordinates of a pixel in a block. Calculate (12 + jz) and

accordingly arrange the components in ascending order and then select.

This amounts to choosing the components diagonally as shown on the next page:




b e

A

We start at the topmost diagonal and work our way downwards. This scheme
weights equally all components at the same frequency. It also assumes a
zero-mean image. Therefore, before taking the transform of the image one
must subtract the mean and add it back at the end of the process.

Another obvious way to reduce the "blockiness'" is to reduce the
block size from (10 x 10) to G x 5) or (7 x 7).

(7) Instead of quantizing each pixel by 6 bits, 4 bits or 5 bits
could be used together with further increases in the compression ratio.

(8) Three graphs P-1, P-2, P-3 have been appended. These are
graphs of bits assigned by dynamic programming vs. block number. This
clearly illustrates the adaptive nature of the algorithm. Complex blocks

are assigned more bits than less complex ones.
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4, Transform Coding: Causal Case

4.1 ARMA Model of Complexity of Subimages

We can, by dividing an image into blocks, improve the fidelity with
a given number of bits (or bandwidths). We can do this by allocating more
bits to where they are needed the most - the highest complexity blocks -~
and fewer bits to where they are needed less. Further, we can ask whether
the complexity of a blork itself is predictable from the complexities of
neighboring blocks. This could occur, for example, in '"busy' areas such
as where edges are connected to each other or in smooth areas where back-
ground blocks are connected. If the complexity of subimage blocks is
predictable, then further compression can be achieved by finding a model
for the block complexities, considered as a stochastic series. Then the
complexities of future blocks to be transmitted can be estimated from those
already transmitted and the allocation of bits to the next block to be

transmitted can be minimized based on not only its own complexity but the

complexities of the "recent" blocks.

The initial model for the rate distortion was to describe each
block's error vs. bits as a series, and to find the statistical properties
of the series that allow it to be predicted. Box and Jenkins have done
much analysis of time series, and their techniques were used to obtain
the model of the series of block complexities.

For this analysis, no assumptions were made, for example, as to the
stationarity or non-stationarity of the series. We tried fitting models of
different types and orders to the series, and used the statistics of the

models compared to the original series to measure the goodness of fit

of the models.




4.2 Choosing an ARMA Model
Each block 1s characterised by an error vs. bits curve. From these

error curves we form error matrices:
{e, }, {e, }, .. . {e }
ebl eb2 ebn

where {eb } is the two-dimensional error matrix created by finding the
i

error at a fixed number of bits = bi' Now our goal is to find an ARMA
model for each of these error matrices. For this we used the Box & Jenkins
time series package on the Honeywell 66/60. To use this we need to connect

the two-dimensional arrays to one-dimensional arrays by concatenating

the columns as shown below.

Step 1:

The first step in performing an identification of the type of time
series which most closely represents the data is to compute the autocorre-
lation and partial autocorrelation of the data itself. In the present
application the data is the series of error values at a single bit alloca-
tion value. The sequence of error values arises from the sequence of
blocks.

Once these calculations have been completed, the autocorrelation and

partial autocorrelation data are plotted to make patterns easily visible.
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If no patterns are present, then the original data may not be a
stationary stochastic process and it is necessary to difference the
original data to remove the nonstationary part. Eventually after one or
more differencing calculation stages almost all practical process data
becomes stationary and corresponding autocorrelation and partial auto-
correlation data sets, when graphed, exhibit certain patterns.

Table 4 summarizes the general characteristics exhibited by two

graphs for several combinations of time series classes. i

CLASS OF PROCESSES AUTOCORRELATIONS PARTIAL AUTOCORRELATIONS
Moving Average (MA) Spikes at Lags 1 Tail Off
through Q, then cut
off.
Auto Regressive (AR) Tail Off Spilkes at Lags 1 through

P, then cut off.

Mixed Auto Regressive Irregular Pattern at Tail Off
Moving Average (ARMA) | Lags 1 through Q,
then tail off

Table 4.1

To illustrate the identification of process class some computer
printout (PRINTOUT 1) corresponding to {elo} for KCALIF image has been
appended. This printout presents IDEN runs for the:

@) raw data

(2) first difference.

(3) 2nd difference.

(4) 3rd difference.

(5) 4th difference.

We note that more structure is observed in the data as higher orders

of differencing of the data are taken, but at the same time the raw data




-

itself is not without identifiable structure. By following the guidelines

of Table 4 and some intuition we conclude that a reasonable hypothesis
for the {elo} data i1s that it is an ARl process.

In fact, this class was found to be the best class choice for all
{ebi} arrays for all three images. Further, no significant periodicity
was observed for any of the {ebi}s for any of the images.

Step 2:

The next step is to estimate the parameters of the ARl process
efficiently. This is accomplished by using maximum likelihood parameter
estimation methods. The theory behind this is explained in detail in
the book by Box & Jenkins [2] and need not be repeated here since these

methods are widely known and utilized.

Step 3:
Having a set of parameter estimates, the next step is to perform
tests to verify their quality. The Box & Jenkins software package pro-

vides the computational tools required to run several diagnostic checks.
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4,3 Verification of an Identified ARMA Model for a Process

4.3.1 Diagnostic Tests.

One way of viewing the process of modeling time series is an
attempt to find a transformation that reduces the observed data to random
noise. If we have succeeded in this, we would expect to find that the
regsiduals have the properties of random numbers - in particular not
serially correlated.

a. A first check is, therefore, sample autocorrelations of the
residuals. These autocorrelations should be significantly close to
zero (independent of the number ot lag steps).

b. Another important property of the residuals is that they be
correlated in general with the current value of the observed data and
some future values (depending on the order of the process) but not past-
values. So as an additional check in the model, corresponding sample
correlations between residuals and the observed data are computed.

c. Finally, it is often useful to simply inspect a graph of the
residuals for evidence of model inadequacy. They should show no evidence
of a particular pattern or trend and should be close to zero.

Other diagnostic tests discussed in Box & Jenkins [2] include:

d. The Dubin Watson statistic should be close to 2,0. A value
between 1.8 - 2.2 is generally satisfactory.

e. Number of negative residuals should be approximately equal to
the number of positive residuals.

f. The number of runs=R should not be too large or too small compared
to the data dimension.

g. The z-statistic for the RMS Test should be between -1.96 and 1.96

for 95% confidence.
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h. The power spectrum of white noise is a constant. Consequently,

the cummulative spectrum for white noise

£
h P(f) =_/; p(g)dg

plotted against f is a straight line running from (0,1) to(0.5,1). For

a white noise series, the 'tummulative normalized periodogram" should
be scattered about a straight line joining the points (0,1) and (0.5,0).
Moreover, the periodogram should be within the 80% lower and upper
Kolmogorov-Smirnoff limits as shown in Figure 4.1.
i. Estimates of the variance of the residuals provide another tool
for discriminating among alternative models for a given series. |
To illustrate the above computations, computer PRINTOUT 2 gives ’ ;
' the IDEN and Estimatiﬁn (ESTI) runs for {e30} of the KCALIF image. All
diagnostic checks are made and we conclude that the following AR¢1) model
e(n) = .3237 e(n-1) + 88.1869
for the {e3o} sequence is valid.
The constant term (88.1869) adjusts for the nonzero mean of the

working series.

4.3.2 Model Overfitting.

If our model is AR(1l), we may ask if AR(2) might be a more appropriate
model. Or should a moving average term be added to the model to make it
an ARMA Model? The most obvious test of such hypotheses 1is by overfitting

and testing the hypothesis that the added parameter is equal to zero. '

Overfitting tests were carrried out for the {elo} sequence of the
; KCALIF image.
An attempt was made to fit an AR(2) process to what was previously

{dentified as an AR(1) process, that is to fit a model of the form
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e(n) = ale(n-l) + aze(n—2)
to the process previously hypothesized to be of the form
e(n) = a e(n-1).

The parameter values obtained were

a; = .4359 with a standard error .1011

.1014,

a, = .0108 with a standard error
Note that not only is az<<a1 but the standard error for a, is much
larger than the estimate of a, itself! This proves that a, is insignificant.
Therefore, the process is AR(1l) as previously hypothesized.
An attempt was also made to fit an AR(1) + MA(1l) model to the

above data., That is, a model of the form

e(n) = ale(n-l) + azu(n-l)

(where u(n-1) is the noise term)

was hypothesized and fitted to the data. Resulting parameter estimates were

a .4675 with standard error = .2044

1

a .0-31 with standard error = .2298

2
Once again ap<<ay and a, is much greater than the estimate of a, itself,
showing that a, is insignificant. We again conclude that the process is

AR(1).

4.4 Causal Bit Allocation

Once the model for the rate distortion of blocks is known, it can
be used in a predictor for causal bit allocation to blocks. In causal
allocation, only the rate distortions of the past blocks (those already
transmitted) are known; those of the future blocks are estimated so that
the best allocation of bits to the current block relative to all the

other blocks can be made. The better the estimate, the fewer bits will




be wasted (that should be used on future blocks). What is wanted is a
measure of the relative information content of the current block, com-ared
to all past and future blocks.

Knowing the correlations between blocks as a function of the distance
between them, futire blocks can be predicted with minimum error. Using
the model developed from the ARMA analysis, we scan through the blocks
in a way such that the blocks form a series, each correlated with the

previous one:

O®
® . @

L ®@ .
©O®®

®
PRO®: @

We scan down one column of the image and up the next column. Since
the correlation decreases with distance (blocks of a large distance from
other blocks have statistically independent rate distortions from then),
we include only a small number of blocks in the allocation, estimating the
rest by the mean rate distortion of all past blocks.

We take a sample of five blocks at a time, including two past blocks
with known rate distortion, and three future blocks with estimated rate

distortion.
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We assume that this is the farthest we can estimate by correlation
models. Having these estimates of the rate distortions of members in a
group of blocks, we compare the bits needed for the group to the bits
needed for all other blocks, under some constraint of total bits. As
mentioned, the other blocks'’ rate distortion is estimated by the mean
rate distortion of all known blocks. We then assign to the group of
blocks a total number of bits, to be allocated among them by a technique
depending on their specific cost vs. error curves (dynamic programming).
Allocation is then made for the next group, an overlapping one with one new

Aan AAA

known to one new estimated block; e.g. 12345 then 23456.
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The actual measure of information content of the group of blocks
relative to all other blocks is:

600 / e, (b) - e(b)
TOTAL(L) = g[l +w z (—-”—-——_>]
7] o(b)

TOTAL(2) is the number of bits allocated to a particular group of
five blocks (2 identifies which group in the series of blocks).

g is the total number of bits for the image divided by the number
of five-block groups; i.e., the average number of bits per group of five
blocks.

(el(b) ~ e(b)) is the difference of the error in the current group of
blocks at a fixed number of bits (averaged over all blocks in the group)
minus the average error at that number of bits overall known and estimated
blocks.

( b) is the standard deviation of error at ihat number of bits over
all known and estimated blocks,

e, (b) - e(d)

So <

o)

) is the difference, at a fixed bits value, between

the current blocks' errors and the average error over all previous and
estimated blocks, relative to the standard deviation from the average

error over all past and estimated blocks. This measure of deviation between
the local blocks' rate distortion, and all other blocks' rate distortionm,

is summed over all bits values. This gives an indication of the relative
difference of rate distortion over the whole curve, as shown on the

following page.
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e,(b): Local Group of Block's
e Error Curve

e(b): Average Error Curve Over
All Past and Estimated Blocks

6 12 600

The "w'" in the equation is a weighting factor to allow adjustment
of the range of allocations among local groups of blocks. The higher
w is, the more TOTAL(L) can differ from the average group allocation g.
If group £ has an average error curve exactly matching that of the average
error curve for all past and estimated blocks, (el(b) - e(b)) is 0, so
TOTAL(R) is g. If the local group of blocks has a higher information
content than the average group of blocks (as measured by the difference

' of error vs. bits curves, as in Figure 1.2, more than the average number

of bits is allocated to that group of blocks.

As more of the image is known, the estimate of the average error curve

‘ over all other blocks than the local group of blocks becomes more accurate.

. As this happens, the relative information of a current group to the rest '
P of the image is better measured, so the adaptive allocation wastes fewer .
l bits. But this kind of causal technique allows the best estimate of rela-

; tive information of blocks at any point in the scanning of blocks, when any

o

3
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fraction of the image is known and the rest unknown.

Our optimizing

of allocation over all such estimates is based on the image models

developed from ARMA analysis.

4.5 Results of Causal Encoding Using ARMA Models for Error Prediction
The procedure described in the previous section was applied to all

the {eb } arrays of the three different images KCALIF, CCALIF, and LADY3.
i

The resulting error models obtained are:

(b=standard deviation of the residuals)

For KCALIF:

Model for {elo}

e(n) = .4359 e(n-1) + 122.0354
Model for {e30}

e(n) = .3237 e(n-1) + 88.1869
Model for {e70}

e(n) = .1406 e(n-1) + 52.52

We observe that as b increases from 10 to 70 the dependence of e(n) on

e(n-1) decreases.

For CCALIF:
Model for {elo}
e(n) = .3229 e(n-1) + 127.369
Model for {ezo}
e(n) = .3397 e(n-1) + 89.7926
Model for {e30}

e(n) = .1934 e(n-1) + 79.623
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Model for {eAO} L
e(n) = .1914 e(n-1) + 62.5809 0=39.182 !
Model for {e70}
e{(n) = .03 e(n-1) + 43.018 0=33.1787
For LADY3: 1
Model for {elo}
e(n) = .5433 e(n-1) + 61.2978 0=70.7308
Model for {e30}
e(n) = .4529 e(n-1) + 51.6741 0=51.4638
Model for {eao} }
e(n) = .3664 e(n-1) + 48.2031 0= 45.3396 ’
Model for {e70}
e(n) = .0893 e(n-1) + 43.1763 o= 34,449

These models were successfully used in the CAUSAL transform coding program

4.6 Exponential Model of Complexity of Subimages

Another approach to modeling the error vs. bit curves is to note the
general form of these graphs. They appear to have a strong decaying expo-
nential form, therefore a decaying exponential representation

8b where b=bits

e(b) = ae
is postulated. We attempt to use the least squares technique to find
estimates for & and B for each block. Then we use the series of these

estimates for ® and B as raw data in the Box & Jenkins procedure to obtain

ARMA models for these parameters of the exponentials fitted to the original

error vs, bits data.
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To obtain a least-squares estimate for « and B, we minimize

100
S = z e, - 2eB1y2
i{=1

But this gives rise to undesirable nonlinear equations. Therefore we
reformulated first taking lag on both sides giving
ln e = 1na + Bb
let In e = y and a = 1na,
y=al+Bb

So now minimize:
100

2
s = (y, - a. -~ BRb,)
RIS S 1

Table 4.4 lists the values of ‘a, B, and the rms error for the blocks

in quadrant of the LADY3 image which are typical.

Results:

Data Set 1 lists the values of @, Band the runs error for all blocks
for the three images KCALIF, CCALIF, and LADY3.

The a estimate sequence was easily modeled as an AR(1) process
but the é sequence could not be successfully modelled as a time series.
It apparently does not represent an independent parameter in the exponen-
tial representation not adequately accounted for by the o coefficient.

Without B8, the exponential representation has only one parameter,

@, which is not sufficiently flexiblie to make the exponential a practical

representation.

4.7 Power Series Model of Complexity of Subimage

As an alternative parametric representation of the error vs. bits
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data a 6th order polynomial of the form

b3+a4b4+ab5+ab6

2
e(b) = a, + a.b + a.b” + « 5 6

0 1 2 3
was considered. Following fitting of a polynomial of the above form
to the data, the parameters Gg» Oqs .. @ are each considered as series

and modeled as an ARMA process.

Table 4.5 gives the rms error between the polynomial fit and the
raw data for the same set of LADY3 blocks used to generate Table 4.3.
These are seen to be significantly less than those for the decaying ex-
ponential. This reflects the higher dimensionality of the polynomial
model which should made the ai's easier to model.

AR(1) models were found to be the best ones. Limitations in project
funds and time prevented a more complete analysis of this complexity
representation. However, it is a method which appears to be feasible and

it is an efficient method from its low storage requirements and should be

studied further.

4.8 Results and Conclusions: Causal Adaptive Encoding in the Transform
Domain
A series of experiments designed to evaluate the causal allocation
system: modeling, prediction and allocation, is diagrammed below. The
combinations of conditions are similar to those for the non-causal case.
The main difference is that all allocations of bits were accomplished
using the causal bit allocation method described in section 4.4 rather

than the overall non-causal optimal methods of Part I.
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Causal Transform Coding
‘ Experiments Performed
Driginal Image
Compression of 8:1 Compression of 16:1
| l | Buffer Constrained No Buffer
l (10% of Total) Constraint
Output Processed Output Not

(Slope Forcet) Processed

There are a total of eight output images per input image. These experi-

ments were performed for two images, CCALIF and LADY3.

Results & Conclusions:

Tables 4.2 and 4.3 give the RMS error between the original image and

the various output images.

' (1) Once again, as expected, the 8:1 compression does better

f ' than 16:1. This can be seen visually by comparing LADYB RFA and LADYB
( RCA. This is also borne out by the RMS error table.

; (2) Both RMS errorwise and visually the causal images are nearly
;. as good as the non-causal oﬂes, e.g., compare LADYB RFA and LADY3 RFA

ot

and note their close similarity.

e
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i Table 4.4 Parameters for Exponential Fit
lock ¢ a 8 RMS Error
1 0.111 -0.611 0.821
2 0.122 -0.433 0.790
3 0.077 -0.917 0.905
4 0.082 -0.827 0.897
5 0.101 -0.516 0.846
6 0.114 -0.609 0.826
7 0.096 -0.716 0.859
8 0.422 -3.930 0.401
9 0.548 -2823 0.541
10 0.463 -2.128 0.906
1 0.428 -4,135 0.315
12 0.398 -2.629 0.474
13 0.296 -2,288 0.147
14 0.398 -2.532 0.216
15 0.322 -1.804 0.244
16 0.249 -3.361 0.380
; 17 0.387 -4.956 0.385
‘ 18 0.152 -2.207 0.726
v 19 0.312 -1.161 0.453
) 20 0.160 -2.381 0.651 ;
21 0.133 -1.246 0.269 . :
;t 22 0.262 -3.945 0.528
23 0.153 -0.718 0.700 :
gf 24 -.391 -5.280 0.232
'g' 25 0.349 -4, 140 0.297
X
§ 132




Table 4.5 Parameters for Polynomial Fit

Block # RMS Error
1 0,255
2 0.207
3 0.255

0.256

5 0.218
6 0.254
7 0.260
8 0.277
9 0.210
10 0.290
vll 0.155
12 0.201
13 0.086
14 0.150
15 0.115
16 0.121
17 0,214
18 0.209
19 0.119
20 0.237
21 0.073
22 0.272
23 0.282
24 0.179
25 0.219
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(3) As regards buffer constraint, the conclusions are the same
as that for the non-causal case.

(4) Once again we do better for the CCALIF image than for the
LADY image. This can be confirmed by comparing the RMS errors.

(5) Output processing using slope facet caused no significant
change visually or errorwise.

(6) We again have "blockiness' due to reasons explained before.

n By looking carefully at LADYB RFA we see that we may have
done a better job on the right eye than on the left. This is because in
the causal case, we gather more and more information as we go from left
to right.

(8) In the causal case, 1f we assign TTOTAL Bits for the whole
image there is no guarantee the dynamic program will use exactly TTOTAL

bits. Usually it ends up with TTOTAL + 107%.
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APPENDIX A.l
MAX QUANTIZER

The main criteria used in designing a quantizer is the reduction
of the quantization error. This is accomplished by adapting the struc-
ture of the quantizer to the signal to be processed. The problem of
quantizing for minimum distortion for a signal of known probability den-
sity p(x) was first considered in detail by Max [15] in 1960. We present
here the basic formulation of this problem and its solution as developed
by Max.

The digital transmission rate of any data-transmission system is
finite. This means that a quantizer is needed which sorts the input sig-
nal into a finite number of ranges, N. For a given N, the system is des-
cribed by specifying.the end points, X of the N input ranges, and an
output level, Yier corresponding to each input range. If the amplitude
probability density of the signal which is the quantizer input is given,
then the quantizer output is a quantity whose amplitude probability den-
sity may easily be determined as a function of the xk's and yk's. The
distortion D, associated with the quantization process, is defined as the
expected value of f(c), where f is some function (differentiable), and ¢
is the quantization error. If we call the input amplitude probability

density p(x), then

D = E[f(S, - S .)]

out

N (x
E I in f(x - yi)p(x)dx

i=1 x,

where TR T and the convention is that an input between X,

and X541 has a corresponding output Yy
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If we wish to minimize D for fixed N, we get necessary conditions

by differentiating D with respect to the x,'s and yi's and setting deri-~

i

vatives equal to zero.

9D
3;; - f(x:l - yj_l)p(xj) - £y - yj)p(xj) =0
(1)
= 2,0..,N
X441
.3D_- —I ' - -
ayj ) £'(x yj)p(x)dx 0
] (2)
J = 1,...,N
(1) becomes (for p(xj) #0)
f(xj - yj-l) - f(x.1 - yj) j=2,...,N (3)
(2) becomes
X541
I £f'(x - yj)p(x)dx =0 j=1,...,N (4)
*3

If all the second partial derivatives of D with respect to the xi's
and yi's exist then the critical point determined by conditions (3) and

(4) is a minimum if the matrix whose 1th row and jth column element is

32D

%90,

critical point

where the p's are the x's and y's, is positive definite.
If we let f(x) = xz then the distortion D is simply the mean square
quantization error. In this case,

(3) implies




<

e
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Xy = Oy vy )2 or vy =2y -y,

(5)
J=2,...,N
(4) 1implies
X441
I (x - yj)p(x)dx -0 i=1,...,N (6)
x
3
That 1is yJ is the centroid of the area of p(x) between xJ and xj+1.

Because of the complicated functional relationships which are
likely to be induced by p(x) in (6), this is not a set of simultaneous
equations we can hope to solve with any ease. Note, however, that if we

choose y, correctly we can generate the succeeding xi's and yi's by (5)

and (6), the latter being an implicit equation for x in terms of xJ

§+1
and yj.

A method of solving (5) and (6) 1s to pick yj, calculate the suc-
ceeding xi‘s and yi‘s by (5) and (6) and then if Yn is the centroid of
the area of p(x) between Xy and =, yj was chosen correctly. If N is
not the appropriate centroid, then yj must be chosen again. This search
may be systematized so that it can be performed on a computer in quite
a short time.

This procedure was carried out by Max for a normalized gaussian
distribution, under the restriction that xN/2+1 = 0 for N even, and
y(N+1)/2 = 0 for N odd. This procedure gives symmetric results, i.e.,
if a signal amplitude x is quantized as Y then -x is quantized as Y+

The answers appear in Table 1.
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APPENDIX A.2

Dynamic Programming Solution
To The Optimal Non-Causal Bit Allocation Problenm

First we describe a dynamic progarmming algorithm for solving the Optimal

Non-Causal Bit Allocation problem with no buffer constraints and then provide 1
a slight modification of. it to include buffer constraints. 1

We assume there are K image blocks. Let P = {Pl,...,Pn} be the set of
N possible bit allocations which may be made to any one block. Let Cn: P+[0,00>
be the error versus bit rate function for the nth block. Let B be the total
number of bits to be allocated to the K blocks. For the optimal non-causal
bit allocation, we wish to find any

* * K«
bl""’bk €EP, kzl bk < B, statisfying

K . K
z gk(bk) < Zek(bk) for every bl"""bk EP
k=1 k=1

K
and 21 bk < B . A brute force procedure
k=

would successively go through all Nk possible values bl""’bk' Then for

K X
H . those satisfying the constraint Z bk < B, it would compute z €k (bk)
' k=1 k=1

and remember the values b*,...,bﬁ which gave the minimum. If we consider

addition as the basic operation, such an inefficient procedure would take

2K Nk operations.

)

Fortunately, a more efficient procedure is available. It is a special-
g{ ized version of Bellman's dynamic progaramming. To illustrate this technique,
|
J we need the following definition. For any T, 1 < T < B and for any

i ‘ M, 1 < M < K define fH(T) by




T . - ———————

fy('l‘) = min €m(bm)
bl"' . ’bPPP m=]1

Then clearly

K *
,};1 ex(y) = £ B

Now notice that the fM functions can be computer recursively since

M
fM(T) = . min b ep 2—:1 €m(bm)
1700 Me m=
M
E: bm < T
m=1
) M-1
= min min {EM(bM) + mzs:l €m(bm) }
by€P b ,..,b, €P
M-1
Y b <T-b
- m
M-1
= min {GM(bm) + min z €m(bm) }
b b m=1

1°°""""M-1€P
M-1

Y bm<T-b

m=1 M

= min {Gn(bm) + fM_l(T—bM)}
bMeP
Computing fK(B) by this recursive procedure allows a more efficient cal-
culation since it requires B.N operations to compute the value of any fM for

all of its possible arguments. The values of the functions fl,...,fK_1 have
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to be computed for all of their arguments and fK only has to be computed for
the argument B. This takes a total (K-1)B.N + 1 operations.

These equations also suggest a quick way for determining the optimizing
allocations b;,...,b:. For each T, 1 <T<Band M, 1 <M < K, define PM(T)
to be the smallest element of P satisfying

£y () = €, (B, (D) + £ (T - B(T))
Then

*
=

bK PK(B)

and for M<K,
K

* *
by, = PH(B - § bm)
m=M+1

The solution for the Non-Causual buffer constrained bit allocation pro-
blem is carried out in identical form, but an additional constraint is put

on the functions fM(T)’ That is,

M
fM(T,rl,rz) min €m(bm)
bl”"'bSEP m=
M
E: bm < T
m=1

f%
b -Megr
= F} < w 1 " 1

where ¢ is the channel capacity and rl-rz-R where R is the buffer size

Let r, = r, - (bM - C)

and Tt

N

- r2 + (bM - C)
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M-1
f (T,r,,r,) = min min (b)) +
HUTLT2 bys-. by EP feutey Z Encom}
- m=1

1
M-1
L bp £ T - by
m=1
O 1
T, _ Z bm - (M-1)c < r,
m=1
M-1
= min &eM(bM) + min Y em(bm)}
b b €P m=l
1’7" *"M-1
M-1
b < T-D»b
m=1 m — M

1 1
Ty _ ), by-(M-DCCy
m=1

11
= min eM(bM) + fM—l (T—bu,rl,rz)
bMeP
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APPENDIX A.3

ANALYTIC SOLUTION OF THE OPTIMAL BIT ALLOCATIONS PROBLEM
FOR THE OPTIMAL NON-CAUSAL DPCM QUANTIZATION PROBLEM

Let XpseeesXy be random variables with variances a%,...,og. respectively.
Let g, n = 1,...,N be quantizing functions. qn(xn) is the mean of the inter-
val to which Xn is quantized. For each number r of quantizing values for the

nth variable, we define the quantizing error to be

,
f
:

d (r,) = min E[(x, - qn(xn))z]
n

From rate distortion theory we can expect that

9 @ 1ogzr‘n

dn(rn) =0, e

Setting bn = 1ogzrn, we can write the distortion as
o _ 2 -a bn
dn(bn) =o€
The bit assignment problem is to determine b],...,bN satisfying bn > 0 and
N N
Z b, = B such that Z dn(bn) is minimized.
n=1 - n =
One analytic way to solve this problem is to use the technique of Lagrange
) multipliers and assume that bn can take any real value. This does not give us

' the precise answer we want, but it does give one close enough. Another technigue

is to use dynamic programming.
v N

N
g Set (b by,) 2] d (b)) + A( Z]bn - B)
p n=

(AR (LA

N —ab
E a, e + A(n ) ]bn - B)

n“
-ab
%g— = os(-u)e k + A
k

-ab

Setting gg— = 0, we have A = ag ae k. k =1,...,N.

k
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- L
Hence,
A e'abk
(lUk
2
ao =ecu.bk
A
ad
f.n A =abK (Y
0.02
1 k
by =z 0 1
N
Since z bn=Bwemay solve for a.
n=1
1 n 2,1 a
B = b = ~ N - = — tn o + = an =
n=1 " =" A Y= n GZ A
n=1
Multiplying by « and bringing the sums of the log of variances to the left, we have
N N
' aB-Zlno§= ZQn%=NEn9-
! n=1 n=1 A
| N
) ;—‘(08- Zznoﬁ)=zna-£nx
n=1
\j Solving for A, we obtain :
(
N 3
i lnA=2nu-%(aB- E znoz)
4 n:] n
‘ ¢
’ N
. r‘, =!.nu+]]“-( .Z:]!.norz)-uB).
j n=
!
i 146




N
]( z=: n 0’2‘-0.8)

n
2]
[+
(4]

]
Q
(1]

H =
N
—
~
=
]
R
o)
~
=

=a(

Now substitute this value of A in the expression for bn'

1 ‘“’ﬁ
by = 3 N — S T/
a( n Uk) e-a B/N
k=]
1 o /
21 n -a B/N
=& (egn N 21W'“‘e )
(n Uk)
k =1
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!
1 o
= 1 n
= a(zn W) - (-a B/N))
( 2
n oy
k =1
02
21 n aB
-;(Qn N 2]/N+T)
(H Uk)
k =1
02
_B,1 n
TNt N, /N
( I Uk)
k =1
N 1/N
=%+l(nno,?;-zn( n ci) )
o k=1
N
bn=§+;—(znog-lkz__:] £n oi)
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APPENDIX 3.8

COMPUTER PROGEAN DOCUMENTATION

I. GENERATION OF ERROR VS BIT RATE TABLES
THIS PACKAGE GENERATES THE DPCM ERBOR VS BIT RATE TABLES

TO0 BE USED SUBSEQUENTLY TO DO AN OPTINMAL BIT ALLCCATION AND
STORES THEM IN A SEQUENTIAL FILE ON DISK.

DCERDV
DCHMPIO
DCERKC

8VARDL

DPCHER
QTZsAn
DPCB2L
DPCHNIIX

RASERR
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11.

OPTINAL BIT ALLOCATION AMD DPCM COAPRESSION
THIS PACKAGE USES THE BRROR VS BIT RATE TABLES CREATED
BY THE FIBST PACKAGE TO PERFORM AN OPTIMAL BIT ALLOCATION

ON THE BLOCKS OF AN INMAGE AND THEN DPCH'S THOSE ELOCKS
ACCORDINGLY.

DPCHDYV
DCHPIO
DPCHRC
OBITAL
BESALL
FRSTCL
NEXTCL
MVARDL:
DPCHER
QTZS Al
DPCH2L
DPCHIX

BNSERR
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C-=DCERDY DPCH ERRCER VS BIT TABLES GENERATION LCEIVER

C
C
C
(o
C
Cc
C
Cc
C
c
C
C
C
Cc
o
Cc
C
C
C

no 0O oo nonnoaononnhannannann

XX L LS RESEBREPEELEE RIS LB SRR RR IR SRS SR RXRLEEEDRESSERREREREREK S

IDENTIFICATION
PROGRAM TITLE DCERDV
AUTHOR OSCAR A. ZUNIGA
DATE NOVEHBER 9, 1978
LANGUAGE PORTRAN IV (PY4-~BSX)
SYSTEHM PDP ~ 15
SITE BSL - CRINC

PURPOSE

THIS IS THE DRIVER POR THE DPCH ERROR VS BIT
TABLES GENERATION PROGRAA.

ENTRY POINT
DCERDYV {(ALTRET)
ABRGUMENT LIST

=-NOTE- ALL ARGUMNENTS PASSED THROUGH KANDIDATS
LABELED COMMON AREAS

ALTBRET INT ALTERNATE RETURN TAKEN IN CASE CF ERROR

SUBROUTINES CALLED

KDPUSH POUSH ERROR PROCESSING STACK (KANDATS)
DEVCHK CHECKS FOR PROPER DEVICES (KANDATS)
RDKINL INITIALIZE 'SIF' FILE (KANDATS)
WHBAND GET THE BAND ( I/0 ) {KANDATS)
CONTIN GET COMNENT DESCRIPTOR

RECORDS ( I/0) (KANDATS)
CTRLT SET ADDRESS OF CONTROL T (SYSTEN)
DCMPIO DPCM DATA COMPRESSION I/O (USER)
DCERNC DPCHM DATA COMP. NUMEBR CRUNCHER (USER)
KDPOP POP ERRCR PROCESSING STACK (USER)

SUBROUTINE DCERDV (ALTRET)

INPLICIT INTEGER (A-2)

DOUBLE INTEGER INPIL (10), LPPIL (10), OTFIL (10), DOM
DOUBLE INTEGER FILNN (2)

BEAL FRAC

LOGICAL LPLAG, BRIEF, LONG, SHORT, RUN

INTEGER IDENT (20), KDENT (20)

cousoN ,/IBCSIZ/ BRIEF, INTT, OTTT, LONG, SHBORT, RUN,
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1

f‘
‘t
\§

naoa 0O onan n annNnono a0 o 00 an

(9]

nonaon

TTYIN, TTYOT, LP, BUNDAT, EXPDAT, SCDEV1,
SCDEV2, SCDEV3, CDRDAT

COMMOR /ERROR/ IEV

COBMON /COBAND/ IPC, OTDEVMN, OTDEY, OTTYP, OTFIL, INDEVN,
INDEY, INTYP, INFIL, LPFIL, CONM(10),
LFLAG (26)

CONMON /DCEZWKA,/ WRKSZ, WORK (Q00)

EQUIVALENCE (N¥COLS, IDENT(13)), (NROWS, ITENT(14))

EQUIVALENCE (NTBND, IDENT(17)), (NSBND, IDENT(18))

EQUIVALENCE (BHCDE, IDENT(19))

EQUIVALENCE (NTBND2, KDENT (17)), (NSBND2, KTENT(18))

BEQUIVALENCE (MODE2, KDENT(19))

DATA DEVMSK /#040000/
DATA NOU /-V/
CALL KDPUSH ('DCERD*, °'V')
URKSZ = 400
CHECK FOR PROPER DEVICE
CALL DEVCHK (DEVMSK, 1, BIT, £9999)
CHECK INPUT AND OUTPOT .DAT SLOTS

IP ( INDEV.LT.1.0R.INDEVN.LT.1.0R.SCDEVI.LT. 1 )
GO TO 9040

IP ( INDEV.EQ.INDEVN.OR.INDEV. EQ.SCDEV1.0OR.
INDEVN.2Q. SCDEV1 ) GO TO 9050

SET UOP INPUT FILE
CALL BDKINL ( INDEV, INFIL, IDENT, 1, IZV, £9999 )
CALL CLOSE ( INDEV )

CRECK THE INPUT FILE

IF ( MODE.NE. 1.AND.HMODE.NE.O ) GO TO 9000
IF (NTBND - NSBND .LE. 0) GO TO 9020

BLXSZE = NROWS*NCOLS
IP ( 3*BLKSZE.GT.WRKSZ ) GO TO 9010

GET INPORMATION FBOM USER

CALL DCMPIO ( PILNNM, BBFSZE, TOTAL, MXNBTS, SELECT,
PRAC )
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N0 o o00aonon

N a0 nanoa a0 anoaon

(o]

non 0

a 000

8000

9000

WIN =

CALL CTRLT ( £8000 )

SET 0P LOW PASS FILTER FILE
CALL BDKINL ( INDEVN, LPFIL, KDZNT, 1, IEV, £9999 )
CALL CLOSE ( INDEVN )
CHECK LO¥ PASS FILTER FILE
IP ( MODE2.NE.MODE ) GO TO 9030
IP {(NTBND2 - NSBND2 .LE. 0 ) GO TO 9020
GET THE BAND TO USE

CALL WHBAED { LPPIL, KDESNT, XU, BND2, IEV, £9999 )

CALL WHBAND ( INPIL, IDENT, NU, BND, ITV, §9999 )

ASK USER TO WRITE THE COMMENT
DESCRIPTOR RECORDS

CALL COMTIN ( §£9999 )

SET UP INTERROPT CONTRCL T

CALL THE NUMBER CRUNCHER
CALL DCERNC ( INDEV, INDEVN, INFIL, LPPIL,
SCDEV1, FPILNN, BND, BND2, WORK,
WBKSZ, MXNBTS, SELECT,
PRAC, IEV, £9998 )

CALL KDPOP
RETORN

CONTINUE
CONTROL T EXIT
CALL IGNORT
CALL CLOSE ( INDEV )
CALL CLOSE ( INDEVN )
RETUBN
ABNORMAL CONDITIONS

CONTINOE
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C--DCERNC DECM EBROR VS BIT TABLES GEN. NUMEER CRUNCHER

IDENTIPICATION
TITLE DCERNC
AOTHOR OSCAR A. ZUNIGA
VERSION A.01
DATE 11/04/78 06233
LANGUAGE PORTRAN IV (V48-RSX/BNULTI-ICCESS)
SYSTENM PDP-15
SITE RSL-CRINC
UBIVERSITY OF KANSAS,
2291 IBRVING HILL DRIVE, ' t
LAWRENCE, KANSAS 66045,
(913)-864-8836
PURPQSE

THIS IS THE NUMBER CRUNCHER POR THE DECM ERECR VS
BIT RATE TABLES GENERATION EROGHAN.

THIS ROUTINE READS BLOCRS FROX AN INPUT IMAGE AND

A LOW PASS FILTERED VERSION OF IT. A DPCM TECHNIQUE
SELECTED BY THE USER IS THEN APPLIED TO EACH INPUT
BLOCK USING SEVERAL BIT RATES AND A DPC¥ ERROR TABLE
IS IN THIS WAY CREATED WHICH IS STORED IN A SEQUEN-
TIAL PILE.

ENTRY POINT

DCEBNC ( INDAT, INDAT2, INFIL, LPFIL,
OTDAT2, FILNM, BND, BND2, WORK,
WRKSIZ, MINBTS, SELECT,
PRAC, IEV, ERRET )

ARGUMENT LISTING

(2) 2-D DpCH FLAT MODEL LSE
{3) #OD DPCE FLAT 2ODEL LSE
(4) 2-D DPCH FLAT MODEL HVE
(S) 10D DeCH FLAT E20DEL LAR
{6) 2-D DPCH SLOPED MODEL LSE
(7) mOD DPCH SLOPED MODEL LSE
(8) 2-D DpCH SLOPED MODEL MVE

INDAT INT INPOT LOGICAL ONIT NUMBER
l INDAT2 INT INPOT LUN FOR LOW PASS FILTER FILE
! INFIL DINT IBPUT FILE NANME
' LPFIL DINT LOW PASS FILTER FILE NAME

OTDAT2 INT LUN FOR SEQUENTIAL FILE
" FILNAN DINT SEQUENTIAL TILE NAME

BRD INT BAND OF INPUT IMAGE TO BE FRCCESSED
) BND2 INT BAND OF LOW PASS FILTER IMAGE

WOERK INT WORK ARRAY TO HCLD INPOUT ANC QUTPUT LINES
: WRKSIZ INT SIZE OF THE WORK ARRAY
. HXNBTS INT MAIINUN NUMBER CP CUANTIZATICON BITS
% SELECT INT SELECTION NUMBER FOR DPCM TECHNIQUE

e N e N e e Ko Ne o R e e e N e N N e Ne N Ne Ne e N e Re e NN e e N e Ne e Ko e e N Ko e K e R e Ko e e e e e e K e X e Ke e X2 X2 X2 K2

Y
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.

e

non

9010

nan o

9020

onoaon o

9030

a0 6

9040

(s Xe N BN 2]

9050

nnoo 0

9998

noOn o0

NnnNon

9999

NOT AN INTEGER PFILE

IRV = -2012
GO TO 9998

CONTINOQE
NOT ENOUGH WORK SPACE

IEV = -5010
GO TO 9998

CONTINUE
NO NUMERIC BANDS

IBV = -5018
GO TO 9998

CONTINUE
INPUT FILES NOT THE SAME MODE

IEV = -5022
GO TO 9998

CONTINUE
ILLEGAL .DAT SLOTS

IBY = =-2001
GO TO 9998

CONTINUE
-DAT SLOTS THE SANE

IEV = =5009
GO TO 9998

CONTINUE
ERROR IN SUEPROGRAN

CALL CLOSE ( INDEV ) .
CALL CLOSE ( INDEVY )

ABNORMAL RETOURN

RETORN ALTRET
END
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PRAC REAL
IEV INT

ERRET INT
HARDVARE REQUIRED
PRP - 15

PROGRAM ENVIRONMENT

ROUTINES CALLED

(s N e N s NN Ne e Na N NN e Ko Ke Ko Re Ne e Ke K Ko Ne K e Xe Na e e Ka Na Ke Ke!

{9) #QD DPCH SLOPED MODEL HNVE
FRACTION OF STANDARD DEVIATION THAT
RANGE O? DITHER SHOULD BE

INTEGER EVENT VARIABLE

= -20017 ILLEGAL FILE CODE

= =5009 LUNS ARE THE SANE

ERROR RBRETURN

DCERNC SHOULD BE CALLED BY ITS DRIVER DCERLCV IN KANDIDATS

KDPUSH PUSH NAME ONTO BERROR STACK (KANDIDATS)
RDKINL IRITIALIZES AND ACCESSES AN *'SIP® (KASDIDATS)
PILE IN A1 FORIAT
BREAD READ A BLOCK FROH AN (SIP) IMAGE (KANDIDATS)
MVARDL MEAN AND VARIANCE OF THE DI ( USER )
PPERENCE BETWEEN 2 LINES
DPCMER DPCM DATA CONPRESSION ERROR ( USER )
KDPOP POPS THE NAME OOT OF THE EBRROR STACK (KANDIDATS)

R 22 P LR LRI ERERERR SR ELER 2 22 RS SRR 2R EE 2222 2R R R R R R R R L R L E R L ]

SUBROUTINE DCERNC ( INDAT, INDAT2, INFIL, LPPIL,

OTDAT2, FILNM, BND, BNDZ, WORK,
VRKSTZ, MINBTS, SELECT,
PBAC, IEV, ERRET )

REAL BLKERR(10), VARTAB(100), DMEAN, DVAR, ERROR, FRAC

1
2
3
C
C
INPLICIT INTEGER (A-2)
o
DOUBLE INTEGER INPIL(10),LPFIL({10)
DOUBLE INTEGER IST
DOUBLE INTEGER PFILNN(2)
c
C
INTEGER IDENT (20) ,KDENT (20)
INTEGER WORK(WRKSIZ), QTZ2BTS(10)
(o
BEAL MNTAB(100), SQBRT
C
o

EQOIVALENCE (NBITS,IDENT(S)), (NWDS,IDENT{(12))
BQUIV!LENCE'(NPPL.IDBNT(G)),(NLIN,IDBNT(7))
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X
c
c
c
c
c
c
c
c
c
c
c
c
CALL CLOSE { INDAT )
c
c
c
c
c
c
c
c
c
C
c
¢
c
c
c
BLKSZE = NBOWS®HCOLS
c
c
c
PTY = 3
PT2 = PT1 + BLKSZE
PT4 = PT2 + BLESZE
c
c
c
QTZBTS(I) = I
1015  CONTINOE '

EQUIVALENCE (NCOLS,IDENT(13)), (NROWS,IDERT(14))
BEQUIVALENCE (MODE,IDENT(19))

BQUIVALENCE (NPPL2,KDENT(6)), (NLIN2,KDENT(7))
BEQUIVALENCE (NCCL2,KDENT(13)), (NROW2,KDENT{1%))
CALL RDPUSH(®DCERN',*'C")

CHECK .DAT SLOTS

IF (INDAT.EQ.OTDAT2.0BR.INDAT2.EC.CTDAT2.0R.
OTDAT. EQ.OTDAT2) 60 TO 9010

Ir ( OTDAT2 .LT. 1 ) GO TO 9050

OPEN INPUT FILE
CALL RDKIBL (ISDAT,INFIL,IDENT,1,IEV,£9998)

QPER LOW PASS FILTER FILE
CALL RDKINL {( INDAT2, LPFPIL, KDENT, 1, IRV, £9998 )

CHECK THAT SIZE OF INPUT FPILES
IS THE SAME

IF ( NPPL.NE.NPPL2.OR.NLIN.NE.NLIN2 ) GO TC 9030 :
IF ( NCOLS.NB.NCOL2.0R.FNROWS.NE.NROW2 ) GO TC 9040
ACTUAL NOMBER CRUNCHING

COMPUTE THE NUMBER OF BLOCKS IN
INPUT PILE AND THE BLOCK SIZE

NBLCKS = ICEIL ( NLIN, NROWS )*ICEIL ( NPPL, NCOLS )

CONPUTE POINTERS FOR WORK ABEA

COMPUTE THE DPCH ERBOR TABLE

DO 1015 I = 1, MXNBTS
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0

9040

CALL ENTER ( OTDAT2, PILNHN )
SRITE (OTDAT2) MXNBTS, NBLCKXS

DO 1060 I = 1, NBLCKS
CALL RREAD {( INDAT, WORK(PT1), BND, I, 1, IDENT,
IEV, £§9998 )
CALL BRREAD ( INDAT2, WORK(PT2), BND2, I, 1, KDEANT,
1BV, &9998 )
CALL EVARDL {( WORK(PT1), WORK(PT2), DNEAN, LVAR, BLKSZE )
VARTAB(I) = DVAR
BNTAB(I) = DAEAN
DO 1050 ¥BIS = 1, MXNBTS
CALL DPCMER ( WOBK(PT1), WORK(ET3), WOEK(PT2), DHEAN,
DVaR, PLKSZE, NCOLS, NBTS, FRAC,
IST, SELECT, ERROR )
BLKERR (NBTS) = ERROR
CONTINUE '
WBITE (OTDAT2) { QTZBTS(L), L = 1, MXNBTS )
WRITE (OTLAT2) ( BLKERR(L), L = 1, MXNETS )
CONTINUE

CONTINUE

WRITE (OTDAT2) ( VARTAB(L), L = 1, NBLCKS )
CALL CLOSE ( OTDAT2 )

CALL CLOSE (INDAT)
CALL CLOSE(INDAT2)

CALL KDPOP
RETURN

ABNORMAL CONDITIONS
CONTINUE
LUNS ARE THE SANE

IEV = -5009
GO TO 9999

CONTINUE
INPUT FILES NOT THE SAME SIZE

IEY = -5021
GO TO 9999

CONTINOE
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INPOT FILES NOT THE SAME B1CCK SIZE

IBV = -5023
GO TO 9999

CONTINUE

ILLEGAL PILE CODE

IEV=-2001
60 TO 9999
CONTINUE

READ OR WBITE EBROR

CALL CLOSE ( INDAT )
CALL CLOSE { INDATZ )
RETURN ERRET

END
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C—DppCHuDV NON-CAUSAL DPCH DATA COMPRESSION LCBIVER
IDERTIFICATION
PROGRAN TITLE DPCHNDY
AUTHOR CSCAR A. 20WIGA
DATE NOVEMBER 9, 1978
LANGUAGE PORTERAN IV (P44-RBRSX)
SYSTEN BDP - 15
SITE RSL - CBRINC -
PURPOSE

THIS IS THE DRIVER FOR THE NON-CAUSAL DPCM [LATA
COHNPRESSION PROGRAMNM.

ENTRY POINT
DPCHNDY (ALTRET)
ARGUNENT LIST

-NOTE~ ALL ARGUMENTS PASSED THBOUGH KANDIDATS
LABELED CONMON ABEAS

ALTRET INT ALTERNATE RETURN TAKEM IN CASE OF ERROR
SUBROUTINES CALLED

KOPOSE POUSE ERRCOR PROCESSING STACK {KANDATS)
DEVCHK CHECKS POR PROPER DEVICES {KANDATS)
ROKINL INITIALIZE *SIF* PILE " {KANDATS)
WBEBAND GET THE BAND ( I/0 ) (KARDATS)
COMTIN GET COMMENT DESCRIPTIOR

RECORDS ( I/0) (KANDATS)
CTRLT SET ADDRESS OF CONTROL T {SYSTEN)
DCHPIC DPCM DATA COMERESSION I/0 (USER)
DPCHNC NON-CAUSAL DPCM NUMEER CRUNCHER {USER)
KopQp POP EBBOR PROCESSING STACK (USER)

L EAS LR PR LR L2 R RS LR RE 2R RS2SR 2 222 R R R R R R R R 2 R 2 2 R R0 ]

SUBROUTINE DPCHNDV (ALTBET)
IMPLICIT INTEGEE (A-2)

no N annoananaoahnnonnaanaaoacacaaanannanoonnonnnaOnnnGg

DOUBLE INTEGER INFIL (10), LPFIL (10), OTFIL (10), DUN

DOUBLE INTEGER FILNN(2) :
REAL FRAC .

LOGICAL LFLAG, BRIEF, LONG, SHOBT, RUN

INTEGER IDENT (20), KDENT (20)

ConMoN ,/IBCSIZ/ BRIEP, INIT, OTTT, LONG, SHCRT, RUN,
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TTYIN, TTYOT, LP, RUNDAT, EXPDAT, SCDEV1,
SCDEV2, SCDEV3, CDRDAT

COMMON /ERBOR/ IRV

COMMON ,/CONAMD,/ IPC, OTDEVN, OTDEV, OTTYP, OTFIL, INDEVN,
INDEV, INTYP, INFIL, LPFIL, DUN(10),
LPLAG (26)

COMMON /DCEWKA/ WRKSZ, WORK (800)

EQUIVALENCE (NCOLS, IDENT(13)), (MBOWS, IDEBT(14))

EQUIVALENCE (NTBND, IDENT(17)), (NSBND, ILENT(18))

EQUIVALENCE (MODE, IDENT(19))

EQUIVALENCE (NTBND2, XDENT(17)), (¥SBND2, KDENT(18))

EQUIVALENCE (MODE2, KDENT(19))

DATA DEVASK /#040000/
DATA NU /-1/
CALL KDPUSH ('DPCHD', 'V')
WRKSZ = 400
CHECX POR PROPER DEVICE
CALL DEVCHK (DEVMSK, 1, BIT, £9999)
CHECK INPUT AND OUTPUT .DAT SLOTS

IF ( INDEV.LTe 1.OR.INDEVN.L1Te 1.0R.CTDEV.LT. 1 )
GO TO 9040

IP ( INDEV.EQ.INDEVN.OBR.INDEV.EQ.CTDEV.OR.
INDEVN.EQ.OTDEV ) GO T0O 9050

SET UP INPUT FILE
CALL RDKINL ( INDEV, INFIL, IDENT, 1, IEV, £9999 )
CALL CLOSE ( INDERV )

CHECK THE INPUT FILE

IP ( MODE.NE. 1.AND.MODE.KE.Q ) GO TO 92000
IP (NTBND - NSBND .LE. 0) GO TO 9020

BLKSZE = NROWS*NCOLS
IF ( 3*BLKSZE.GT.WRKSZ ) GO TO 9010

GET INPORMATION PROM USER

CALL DC¥PIO ( FILNM, BBFSZE, TOTAL, MINBTS, SELECT,
FEAC )

161




—
R

- o - 1\"
e ————— .

NG a6 o0ano

anon ao0n0n oo o6 ohoan

n

onn_ o

nnon

8000

9000

W) -

SET UP LOW PASS FILTER PILE

CALL BRDKINL ( INDEVN, LPPIL, KDENT, 1, IEV, £9999 )
CALL CLOSE ( INDEVR )
CHECK LOW PASS FILTER FILE
IF ( MODE2.NE.MODE ) GO TG 9030
IF (NTBED2 - NSBEND2 .LE. 0 ) GO TO 9020
GET THE BAND TO USE
CALL WHBAND ( LPPIL, KDENT, NU, BND2, IB;, £9999 )

CALL WHBAND ( INFPIL, IDENT, NU, BND, IEV, £9999 )

ASK USER TO WRITE THE COMMENT
~ DESCRIFTOR BECORDS

CALL COMTIN ( §9999 )
SET UP INTERRUPT CONTROL T
CALL CTRLT ( &800Q0 )
CALL THE NUNBER CRUNCHER
CALL DPCHNC ( IMDEV, INDEVM¥, INPIL, LPFIL, OTCEV,
OTFIL, SCDEV1, PILINB, BND, BNC2, WORK,
WRKSZ, BBFSZE, TOTAL, MXNBTS, SELECT,
PRAC, IEV, £9998 )

CALL KDPOP
RETORN

CONTINUE
CONTRBOL T EXIT
CALL IGNORT
CALL CLOSE ( INDEV )
CALL CLOSE ( INDEVN )
CALL CLOSE ( OTDEV )
RETURN
ABNORMAL CONDITIONS

CONTINUE
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9999

9040

NOT AN INTEGER FILE

IBV = -2012
GO TO 9998

CONTINUE
NOT ENQUGH WOBK SPACE

IEV = -5010
GO TGO 9998

CONTINUE
NO BUMERIC BANDS

IBY = -5018
GO TO 9998

CONTINUE
INPUT FILES NOT THE SAME MODE

IRV = -5022
GO TO 9998

CONTINDZ
ILLEGAL .DAT SLOTS

IBVY = -2001
GO TO 9998

CONTINUE
«DAT SLOTS THE SAME

IEV = -5009
GO TO 9998

CONTINUE
ERROR IN SUEPROGRAM
CALL CLOSE ( INDEV )
CALL CLOSE ( INDEVN )
CALL CLOSE ( OTDEV )
ABNORMAL BETURN

RETURN ALTRET
END
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#--DCHPIO DPCH DATA COMPRESSION I/O
2 '
IDENTIFICATION
TITLRE DPCH¥ DATA COMPRESSION I/0
AUTHOR .OSCAR A. ZUNIGA
DATE AUGUST 30, 1978
LANGUAGE RATFOR ( XVM/BATFOR V24003 )
SYSTEN PDP - 15
SITE RSL ~ CBINC
UNIVEBSITY CF KANSAS
2291 IBRVING HILL DBIVE
LAWRENCE, KANSAS 66045
(913) -864-4836
PORPOSE

THIS SUBROUTINE OBTAIN FROM THE USER ALL THE INFOR-
MATION RECUIRED TO PERFORM THE DPCM DATA COEPRESSION
EXPERIMENTS

ENTRY POINT

CALL DCHMPIO ( PILNM, BBPSZE, TOTAL, MXNBTS, SELECT,
FRAC )

ABGUNENT LIST

PILNYN DINT SEQUENTIAL FILE NAME FOR

DPCH ERROR TABLZ2

THE BIT BUPFER SIZE

TOTAL NUMBER CF BITS CONSTERAINT

TBE MAXINOM NUMBER OF BITS TO BE
ASSIGNED TQ ANY BLOCK ( BETWEEN O
AND 6 )

ALLOWS THE USER TO SELECT A FARTI-
CULAR DPCH TECHNIQUE

(2) 2-D DpCH FLAT MODEL LSE
(3) MOD. DPCH FLAT HODEL LSE
(8) 2-D DPCH PLAT MODEL 8VE
(S5) noD. DPCH FLAT MODEL MVE
{6) 2~-D DPCH SLOPED MOLCEL LSE
{7) #obD. DPCH SLOPED HOTEL LSE
(8) 2-D DPCX SLOPED HCDEL MVE
{9) B8OD. DPCH SLOPED MCDEL MVE

BBPSZE INT
TOTAL INT
BXNBTS INT

SELECT INT

PRAC REAL PRACTION OF STANDARD DEVIATICN THAT
RANGE OF DITHER SHOULD BE ( TC BE
USED ON THE PABTICULAR DPCN TECHNI- '
QUE )

]
$
»
$
3
t 4
8
$
L
s
#
3
#
L
3
s
$
#
#
3
3
$
L
#
s
:
3
t
*
$
#
*
3
$
L
*
#
L
L
L
$
s
]
s
3
3
s
# HARDWARE REQUIRED
M ,

]

- POP - 15
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*
$# SUBROUTINES CALLED
s
$ NONE
#
4
s
(3R 22 2 2 2R ERE R 222 2SR RS E RS R 2 PR 2R RS LR RS RS SR 222 R 222 22 2 R 2 2 R 2R L
$
$
#
SUBROUTINE DCHMPIO ( PILNM, BBPSZE, TOTAL, MINBTS, SELECT,
FRAC )
$
s TYPE STATEMENTS v
8
INPLICIT INTEGEB ( A - 2 ) ]
DOOUBLE INTEGER FILNM(2) |
REAL FRAC
DATA INTT, OTTT / 12, 13 /
$
4 READ SEQUENTIAL FILE NANE FCR
* DPCH ERKOR TABLE
L
¥RITE (OTTT,6000)
6000 FORMAT (' —--—ENTER SEQUENTIAL FILE NANE FCR DPCM ERROR'/,
' TABLE--=15, Al4===')
$

BREAD (INTT,6010) FILNNM
6010  FORMAT ( AS, A4 )

BEAD LOW PASS FILTER INMAGE CPTION

RRPAD TOTAL ROUMBER OF BITS CCNSTRAINT

% % W W "W

WRITE (OTTT,6050) v
6050 FORMAT (' ---—-ENTRER TOTAL BUNBER OF BITS CCNSTRAINT--I3--")
READ (INTT,6070) TOTAL

READ BIT BUFFER SIZE

WRITE (OTTT,6060)

6060 PORMAT (' -~--—-ENTER BIT BOUFFER SIZE---I3---')
READ (INTT,6070) BBFSZE

6070 FPORMAT ( I3 )

$
] READ MAXINOUM NOUNBER OF BITS TO BE
’ ASSIGNED TO ANY INDIVIDUAL BLCCK
s
WRITE (OTTT,6080)
6080 FORSAT (' ----ENTER THE MAXINMUM NUNBER OF EITS TO BE'/,

! ASSIGNED TO ANY INDIVIDUAL BLCCK===It===?)
READ (INTT,6090) MXNBTS
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6090

™ % »

6100

“ W e e

6110

6120

PORMAT ( I1)

READ SELECTION FOR DPCM TECHNIQUE

WRITE (OTTT,6100)

FORMAT ('
' (2)
' (3)
! (%)
' (5)
! (6)
' N
' (8)
! (9)

2-D DPCH
HODIF. DPCH
2-D DPCH
MODIF. DPCH
2-D DPCH
HODITY. DPCA
2-D DECM
80ODIF. DPCHM

READ (INTT,6090) SELECT

FLAT EODEL
FLAT MODEL
FLAT BODEL
PLAT ¥ODEL
SLOPED MODEL
SLOPED MODEL
SLOPED NODEL
SLOPED MODEL

-=-=ENTER SELECTION FOR DPCM TECHENIQUE~--I1--~'/,

1.S-E. '/,
L.S-EB. '/,
MIN. VAR.'/,
MIN. VAR.'/,
L.S-E.'/,
L.S.E.'/,
MIN. VAR.'/,
BIN. VAR.' )

READ FBACTION OF STANDARD LEVIATION

THAT RABGE OF DITHER SHOULD BE

WRITE (OTTT,6110)
PORSAT (' ~-—-ENTER FRACTION OF STANCARD DEVIATION THAT'/,

' BANGE OF DITHER SHOULD BE-==~FS5.3-~-~!')
REBAD (INTT,6120) PRAC

FORMAT ( F5.3 )

RETURN
END
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‘ C--DPCHNC HON-CAUSAL DPCH NUNBER CRUNCHER
f ( USING DYNAMIC PRCGRAMMING )
IDENTIFICATION
TITLE DPCHNC
AUTHOR OSCAR A. ZUNIGA
VERSION .01
DATE 11/04,78 (06:33
LANGUAGE FORTRAN IV (VUU4-RSX/MULTI-ACCESS)
SISTENM PDP-15
SITE RSL~-CRINC
UNIVERSITY OF KANSAS,
2291 IRVING HILL DRIVE,
LAWRENCE, EKANSAS 66045.
{(913)-864-4836
PURPOSE

THIS IS THE NUMBER CRUNCHER FOR THE DPCM DATA COHM-
PRESSION PROGRAHN,

THIS ROUTINE DOES AN OPTIMAL BIT ALLOCATION TO THE
BLOCKS OF AN INPUT IMAGE BY THE TECHNIQUE CF DYNAMIC
PROGRAMMING USING A DPCM ERROR VS BIT RATE TABLE CRE-
ATED PBEVIOUSLY AND STOBED IN A SEQUENTIAL FILE.
BLOCKS ARE THEN READ FROM THE INPUT IMAGE AND A LOW
PASS FILTERED VERSION OF IT AND A DPCM TECHNIQUE
SELECTED BY THE USER IS SUBSEQUENTLY APPLIED TO EACH
BLOCK USING AS MARY BITS AS INDICATED BY THE OPTIMAL
BIT ALLOCATION ALGORITHM.

ESTRY POINT .
DPCMNC ( INDAT, INDAT2, INFIL, LPPIL, OTDAT,
OTFIL, OTDAT2, FILNM, BEND, BND2, WOEK,
WRKSIZ, BBFSZE, TOTAL, MXNBTS, SELECT,
PRAC, IEV, EBRET )

ARGUMENT LISTING

. INDAT  INT INPUT LOGICAL UNIT RUMBER
i ‘ INDAT2 INT INPOT LUN FOR LOW PASS FILTER FILE

, INFIL DINT INPUOT FILE NAME

R LPPIL  DINT LO¥ PASS PILTER FILE NAME

B OTDAT  INT OUTPOT LOGICAL UNIT NUMBER
| \ OTFIL  DINT OUTPUT FILE NANE
S OTDAT2 INT LON POR SEQUENTIAL PILE
; FILNN DINT SEQUENTIAL PILE NANE
{ ' BND INT BAND OF INPUT INAGE TO BE EROCESSED
L ¢ BND2 INT BAND OF LOW PASS FILTER IMAGE
S WORK INT WORK ARRAY TO HOLD INPUT AND OUTPUT LINES
S WRRSIZ INT SIZE OF TRE WORK ARBAY

. BBFSZE INT BIT BUOFFER SIZE

TOTAL INT TOTAL NOMBER OF BITS TO BE ALLOCATED

el N el e e la ke Ke e Ne e R Ko e e Ko N N Ne Ne Re e e N e N e K o e e Ko N N e e e e e K Xe Ke e K e Ke e N Ka N Xe )

TO ALL BLOCKS IN THE INPUT INAGE
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MINBTS INT MAXINUM NUMBER OF COANTIZATION BITS
SELECT INT SELECTION NUMBEBR FOR DPCM TECHNIQUE
PRAC REAL FRACTION OF STANDARD DEVIATION THAT
RANGE OF DITHER SHQULD BE
IEV Int INTEGER EVENT VARIABLE
= ~-2001 -ILLEGAL PILE CODE
= =5009 LUNS ARE THE SANE
ERRET INT ERROR BETURN

gy s

HABDWARE REQUIRED

PDP - 15

PROGRAM ENVIRONHENT
DPCHNC SHOOLD BE CALLED BY ITS DRIVER CPCNLV IN KANDIDATS
ROUTINES CALLED

KDPUSH PUSH NAME ONTO ERROR STACK (KANDIDATS)
RDKINL INITIALIZES AND ACCESSES AN °'SIF! {KANDIDATS)

PILE IN A1 PORMAT
BPYDSC COPIES DESCRIPTOR RECORDS FROB INPUT (KANDIDATS)

TO OQUTPUT FILE |
NAMREC WRITE REN NANE RBECORDS {KANDIDATS) L
RDSC20 WVRITES PARAMETEES EECORDS (KANDIDATS) ,
CONTVWR WRITES CCHMENT DESCRIPTCR BRECORDS (KANDIDATS) I
NRCHKO CHECKS ‘O' PLAG BEFCRE GETTING NEW (KANDIDATS) |

NOMBER OF RECORDS ( FUNCTION )

, MVARDL MEAN AND VARIANCE OF THE DIFPP ( USER )

ERENCE BETWEEN 2 LINES
DPCMER DPCM DATA COMPRESSION EEKROR ( USER )
OBITAL OPTIMAL BIT ALLCCATION ( OSER ) ;
BRREAD BEADS A BLOCK PRON AN °*SIF' INMAGE (KANDIDATS) 3
BW¥RITE VWRITES A BLOCK ON AN *SI¥' PILE {KANDIDATS) !
KDpPOP POPS THE NANE OUT OF THE ERROR STACK (KANDIDATS)

CEEES S LB R RS LSS S LB E RS EXERBEELE LS AL SEEEEREBE XL A ERE S XX RL XA RER KR EXERER

e o e e K e K el o ke RNl N e Mo R e R e e R e e N e N N e e Ne N e Ne N e Ke Ko Ke N2 Ne X2 K2

SUBROUTINE DPCHNC ( INDAT, INDATZ2, INFIL, LPFIL, OTDAT,
: OoTrIL, OTDATZ2, FILNM, BND, BND2, WOBK,

» 2 WBKSIZ, BBFSZE, TOTAL, MXNBTS, SELECT,
; 3 PRAC, IEV, ERRET ) ,
g c
\ c
( IMPLICIT INTEGER (A-2) .
C .
- DOUBLE INTEGER INPIL (10),LEFPIL (10),0TFIL(10),NANE(7)
: DOUBLE INTEGER IST
3 DOUBLE INTEGER FILNH(2)
r c
t

e
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1000

INTEGER PABAM (20),IDENT (20) ,KDENT (20) ,JDENT {20)
INTEGER WOBK(WRESIZ), QTZBTS{10), CBITAB (100)

REAL DMEAN, DVAR, EBROR, FRAC
BEAL SQRT

EQUIVALENCE (NBITS,IDENT(S)), (NWDS,IDENT (12))
BQUIVALENCE (NPPL,IDENT(6)), (NLIN,IDENT(7)})
EQUIVALENCE (NCCLS,IDENT(13)), (FROWS,IDENT(14))
EQOIVALENCE (MODE,IDERT(19))

EQOIVALENCE (NPPL2,KDENT{6)), (NLIN2,KDENT(7))
EQUIVALENCE (NCCL2,KDENT(13)), {(NROW2,KDEBT(14))

DATA NAME ,/ 'D', 'P*, 'CY, 'NY, NV, 9C', '3'
CALL KDPUSH({'DPCMN','C") ‘
CHECK .DAT SLOTS

IF (INDAT.EQ.OTDAT2.0R.INDAT2.EQ.OTDATZ2.0R.
OTDAT.EC.OTDAT2) GO TO 9010

IF ( OTDAT2 .1T. 1 ) GO TO 9050

OPEN INPUT FILE
CALL BDKINL (INDAT,INFIL,IDENT,1,IEV,£9998)

CALL CLOSE ( INDAT )

OPEN LOW PASS FILTER FILE
CALL RDRINL ( INDAT2, LPPIL, KDENT, 1, IEV, £9998 )

CHECK THAT SIZE OF INPOT FILES
IS THE SAME

{ NPPL.NE.NPPL2.OR.NLIN.NE.NILIN2 ) GO TC 9030
{ NCOLS.NE.NCOL2.OR.NROWS.NE.NEOW2 ) GO TO S040

-
g g

DO 1000 I=:,20
JDENT (I)=0

CONTINDE

SET 0P JDENT ARRAY FOR OOUTPOT IMAGE
JDENT (S) = NBITS
JDENT (6) = NPPL
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JDENT(7) = NLIN

JDENT (10) = NUMBAM(NNMREC) + NUMCMT (NCMREC) + 2
JDENT (13) = NCOLS

JDENT (14) = NROSS

JDENT{17) = 1

JDENT (20) = 1

COPY DESCRIFTOR BRECORDS TO OUTPUT FILE
CALL RPYDSC (INDAT,INFIL,OTDAT,OTPIL,JDENT,IEV,£9998)

CHECK '0O' PLAG EEFORE GETTING NEW NUMBER
OF BRECOBDS

NREC=NRCHKO ( NREC, IDENT)
WRITE NEW¥ NANE RECORDS

CALL NAMREC ( OTDAT, NREC, WAME, JDENT, IEV, §9998 )
SET UP PARANETER BECORD

PARAN(1) =1

DO 1010 I=2,20

PARAN(I)=0

CONTINUE
¥RITE PARAMETER RECORD

CALL RDSC20 {OTDAT,JDENT,PARAN,NREC,IEV,£9998)

POT IN THE INFORMATION POR THE DESCRIPTOR
BRECORD

PARAYN (1) =6
PARAM (2) =BND
PARAN (3) =BND2
PARAN (4) =MXNBTS
PARAN (5) =SELECT
PARAN (6) =BBFSZE
PARAM (7) =TOTAL
WBRITE OUT THE DESCBIPTOR RECCRHD
CALL RDSC20 (OTDAT,JDENT,PABAN,NBEC,IEV,£59998)
WRITE OUT THE COHMENT DESCRIPTOR RECORDS
CALL CONT®B (OTCAT,JDENT, NBEC,IEV,£69998)
ACTUAL NUMBER CRUNCHING

COMPUTE THE NUMBER OF BLOCKS IN
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INPOT PILE AND THE BLOCK SIZE

NBLCKS = ICEIL ( NLIN, NBOWS ) *ICEIL ( NPPL, NCOLS )
BLKSZE = NBOWS*KCOLS
COMPUTE POINTERS POR WORK AREA
PT1 = 1
PT2 = PT1 + BLKSZE
PT4 = PT2 + BLKSZE
FIND OPTINAL BIT ALLOCATION
CALL OBITAL ( OTDAT2, PILNM, BBFSZE, TCTAL, MXNBTS,
NBLCKS, OBITAB )
E |
CREATE OUTPUT PILE
DO 1110 I = 1, NBLCKS
CALL BREAD ( INDAT, WOBK(PT1), BND, I, 1, IDENT,
IEV, £9998 )
CALL BREAD ( INDAT2, WORK(PT2), BNWND2, I, 1, KDENT,
IEV, £9998 )
CALL MVARDL { WORK(PT1), WOBRK(PT2), DMEAN, DVAR,
BLKSZE )
NBTS = OBITAB (I)
CALL DPCNER ( WORK (PT1), WORK (FT4), WORK (PTZ), DMEAN,
DVAR, BLKSZE, NCOLS, NBTS, FRAC,
IST, SELECT, EBROR )
CALL 8WRITE ( OTDAT, WORK(PTH), 1, I, 1, JDENT,
IEV, £9998 )
CONTINUE

CONTINUE

CALL CLOSE{INDAT)
CALL ZLOSE({INDAT?2)
CALL CLOSE(CTDAT)

CALL KDPOP
RETUERN

ABNORMBAL CONDITIONS
CONTINUE
LUNS ARE THE SANE

IEV = -5009
30 TO 9999
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9030

9040

9050

9998

9999

CONTINUE

IEV = -5021
GO TO 9999

CONTINCE

IEV = -5023
GO TO 9999

CONTINUE

IBV==2001
GO TO 9999
CONTINUE

INPUT PILES BOT THE SANE SIZE

INPUT PILES NOT THE SAME BICCK SIZE

ILLEGAL PILE CODE

READ OR WRITE ERROR

CALL CLOSE ( INDAT )
CALL CLOSE ( INDAT2 )
CALL CLOSE ( OTDAT )

RETORN ERRET

END
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$--8VARDL MEAN AND VARIANCE OF A LINE OF DIFFERENCES

IDENTIFICATION

TITLE NVARDL

AUTHOR OSCAR A. ZOUNIGA
VERSION 2.01

DATE AUGOST 31, 1978
LANGUAGE RATFOR

SYSTEN PDP-15

* PURPOSE

THIS ROUTINE COMPUTES THE MEAN AND VARIANCE OF THE
DIFFERENCE OF TWO LINES OF INTEGER DATA.

ENTRY POINT
MVARDL { LINE1, LINE2, DMEAN, DVAR, NUMPPL )

ARGUMENT LISTING

‘ LINE1 INT FIRST LINE OF DATA
LINE2 INT SECOND LINE OF DATA
DMEAN REAL MEAN OF THE DIFFERENCE LINE
DVaR REAL VABIANCE OF THE DIFFERENCE LINE
NUWPPL INT NUBBER OF PCOINTS PER LINE

ROUTINES CALLED -

NONE

EXEBX EXREX XXX EEERERERRREX X EEEXEEERERTXE L LR XX TLEE XX B ERAREAEXERE XX XX R E K

L R B IR IR BB A I DR IR R I I B I I R B IR L R

SUBROUTINE MVARDL ( LINEB?1, LINE2, DMEAN, DVAR, NUHPPL )

$
R INTEGER LINE1(NOUMPPL), LINE2(NUNPPL)
A REAL DMEAN, DVAR, SOUM, SOUM2
! 3
), suM = 0.
suM2 = 0.
i s
\ ! DO I = 1, NUMPEL
{ SOM = SUM ¢ LINB1(I) - LINE2(I)
: , DMEAN = SUM/NOMPPL
* '
f DO I = 1, NUMPPL
! SUM2 = SUNM2 + (LINE1(I)-LINE2(I)=-DMEAN)**2
S DVAR = SUN2 , NOMPPL
. . .
BETURN
END

elate
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C-—0BITAL OPTINAL BIT ALLOCATION

IDENTIFICATION
TITLE OBITAL
AUTHOR OSCAR A. ZUNIGA
VERSION 2.01
DATE OCTOBER 26, 1978
LARGUAGE PORTRAN
SYSTEN POP-15

PURPOSE

GIVEN THE PILE SAAE FOR_THE DPCM ERROR TABLE THIS
BOUTINE RETOURNS TEE OPTINAL BIT ALLOCATION TO ALL
BLOCKS USING DYSANIC PROGRANMING.
ENTRY POINT ;

OBITAL ( INDAT, FILNN, BBPSZE, TTOTAL, NUMPOS,
NSTAGE, ALICT )

ABRGUMENT LISTING

ananoanaoaOOOOnNOOnNnNNONONON0NNONNN

; I¥DAT INT INPUT LOGICAL UNIT NUMEER
FILNM  INT SEQUENTIAL FILE NAME WHERE DPCM BERROR
TABLE IS STORED
BBPSZE IRT BIT BUFFER SIZE
. TTOTAL INT TOTAL NUMBER OF BITS TC BE ALLOCATED
NUMPOS INT NUMBER OF DIFFPERENT BITS THAT CAN BE
ALLOCATED TO ANY BLOCK
c NSTAGE INT NUMBER OF BLOCKS IN THE IMAGE
c ALLCT INT ARBAY OF SIZE = NUMBER OF BLOCKS, THAT
c CONTAINS THE OPTIMAL ALICCATION TO EACH
c BLOCK
(o
' C BOUTINES CALLED
4 C *
. c RESALL RESOURCE ALLOCATION (USER BGUTINE)
1 ‘ g
,'.\,' C‘ (22 R 22 R R R R REL R R R R R R R L P L T RN P P P S R R R R R RSy (22 283 % 3
L (o
3 c
; SUBROUTINE OBITAL ( INDAT, PFILEM, BRFSZE, TTOTAL, RUNMPOS,
v 1 NSTAGE, ALLCT )
\ o
( DOOBLE INTEGER FILNN(2)
. INTEGER ALLCT (NSTAGE), TTOTAL, BBFS2ZE, OTTT, CTT2, OTDAT
| INTEGER RPOSS (10), P(200), PBNEXT (200)
' REAL F(200), FNEXT (200), RVALOER(10), BC
{ CONMON /CONST,/ PLARGE
I DATA OTTT / 13 /
; DATA OTDAT, OTTT, OTT2 / 18, 13, 16 /
Y
¢
b
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FLARGE = 999999.

CALL FSTAT ( INDAT, PILNN, I)
IP ( I.NE.O ) GO TO 1000
WRITE (OTTTY,6000) FILNHM

FORMAT ( 1X, AS, A4, ' FILE NOT FOOND' )
RETURN

CONTINUE

CALL SEEK ( INDAT, PILNM )

READ (INDAT) NUNPOS, NSTAGE

BC = FLOAT (TTOTAL) /NSTAGE

CALL RESALL ( INDAT, OTDAT, F, P, PNEXT, PNEXT, TTOTAL,
RPOSS, RVALUE, NUMPOS, ALLCT, NSTAGE,
BBPSZE, BC )

WRITE (OTT2,6010) ( ALLCT(I), I = 1, NSTAGE )

PORMAT ( 1X, 10I5 )

CALL CLOSE (INDAT)

Bovw

BETORN
BEND
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ARGUMENT LISTING

V.Vy_.—_-_.-w

C--RESALL RESOURCE ALLOCATION
c
C IDENTIFICATION
c TITLE RESALL
c AUTHOR ROBERT M HARALICK
c VERSION 1
c DATE 10/13,78 14226
c LANGUAGE FORTRAN IV (V48<-RSY/MULTI-ACCESS)
c SYSTEN PDP-1S
C SITE BRSL-CRINC
C UNIVERSITY OF KANSAS,
C /2291 IBRVING HILL DRIVE,
c LAWRENCE, KANSAS 66045.
c (913)~863-4836
c N
C OPDATE 2 1 . ]
c : i
c AUTHOR OSCAR A. ZOUNIGA 3
C DATE DECEMBER 3, 1978
C VERSION B.01
c LANGUAGE FORTRAN IV
c PURPOSE MODIFIED TO ALLOW RIT BOFFES HANDLING.
C TWO PAERAMETERS HAVE BEEN ADDEL TO THE
, c _ARGUMENT LIST: THE BUFFER SIZE ( BBFSZE )
i c AND THE CHANNEL CAPACITY ( BC ).
c
C PURPOSE
c
| c THIS SUBROUTINE ASSUMES THERE IS AN INPUT FILE ON UNIT
C IN WHICH CONTAINS THE ALLOCATICN AND RESOUBCE TABLES FOR
C EACH STAGE. IT BETURNS THE ALLOCATION WHICH MINIMIZES THE
C RESOURCE VALUES
c
C ENTRY POINT
i c
; c RESALL (I¥,0T,P,P,PNEXT, PNEXT,TOTAL,RPOSS,RVALUE, NUNPOS,
c ALLCT,NSTAGE, BRFSZE, BC)
c
c
i c .
1 C IN INT LOGICAL UNIT FOR STAGE ALLCCATION AND
- c RESOURCE TABLES
) c oT INT LOGICAL ONIT FOR TENPORARY TABLE
. c P REAL PREVIOUS CCLUMN'S RESOURCE VALUES
! c P INT PREVIOUS COLUMN'S ALLOCATIONS
. c PNEXT REAL NEXT COLOMN'S RESOURCE VALUES
\ c PNEXT INT NEXT COLOUMN'S ALLOCATIONS
{ c TOTAL INT TOTAL ALLOCATION POSSIELE FOR ALL THE
c STAGES
; C RPOSS  INT ALLOCATION TABLE FOR A STAGE
G c BVALUE REAL RESOURCE VALOES POR A STAGE
A c NUNPOS INT NONBER OF POSSIELE ALLOCATION VALUES PFOR A
: c STAGE
: C ALLCT INT OPTIMAL ALLOCATION TABLE FCR ALL STAGES
b
; 176
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i NSTAGE INT NUMBER CP STAGES
BBPSZE INT BIT BUFFER SIZE
f BC . INT CEANNEL CAPACITY

HARDWARE REQUIRED
NSOTHING SPECIAL

BOUTINES CALLED

EEEXLEEEXERFREE R LB R BERBFE XX B REBEREBEER SRR AR RS SR RS PSR RPN RAEEEEERR KEHK

OOONO0ONNONO0OONO0OO

SUBROUTINE RESALL(IN,OT,F,P,PNEXT,PNEXT,TOTAL,RPOSS,BVALUE,
1 NUMPOS,ALLCT,NSTAGE,BEFSZE, EC)

INTEGER TOTAL,P {(TOTAL),FNEXT (TOTAL) ,RPOSS (NUMPOS)

INTEGER ALLCT({NSTAGE)

INTEGER TTOTAL,OT,TMAX,TMIN,BBFSZE

REAL PILNM{(2),F(TOTAL) ,FNEXT (TOTAL) ,RVALUE (NOUNPOS), BC
DATA FILNM/'TEMPR',*FLE'/

DEFINE A TENMNPORARY RANDCX FILE
CALL DEPINE(OT,TOTAL,NSTAGE,FILNN,IV,0,0,0,IEV)

READ IN THE ALLOCATION AND RESOURCE VALUE
TABLES FCR THIS STAGE

OO0 ann

READ (IN) (BPOSS(L),l=1,NUNMPOS)
READ(IN) ({(RVALOE(L),L=1,NOMPOS)

INITIALIZE THE FIRST COLUMN

NnNOn

CALL PRSTCL(F,P,TOTAL,RPOSS,RVALUE,NUNPOS)

WRITE THE FIRST COLUMN CUT

WRITE(OT #1) (P(L),L=1,TOTAL)
DO 2 N=2,NSTAGE

READ IR THE ALLOCATION ANC BESOURCE VALCUE
TABLES FOR THE NEXT STAGE

-
Nnoaoonn (g] O0On

READ (IN) (RPOSS(L),L=1,NUHPCS)
READ(IN) (RVALUE(L),L=1,NU0H8PCS)

—. . "

(BBFSZE+1) /2 + ( N -
- (BBPSZE+1)/2 + ( N
MINO ( THAX, TCTAL )
MAXO0 ( TMIN, 0 )

: THAX
¢ THIN
X THAX
“, THIN

1

—— .
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GENBBATE THE NEXT COLUAX

CALL U!XTCL(P.TOTIL.RPOSS.RVILU!,lU!POS,fﬂ!!T,PIEXT.
THAX,THIN)

DO 3 J=1,TOTAL
F (J)=PNEXT {J) {

WRITE THIS COLUMN OUT

WRITE(OT#N) (PNBXT(LL,L=1,T0?AL)
CONTINUE

PIND THE SHALLEST RESOUBCE VALUE

TTOTAL=1 :
PSHALL=FNEXT(1)

DO 4 I=1,TOTAL

IF? (FNBXT (I) -.GE.FSHALL) GO TO 5
PSHALL=FNEIT (I)

TTOTAL=I

CONTINUE

BACKSOLVE

po 5 I=1,NSTAGE
N=NSTAGE+1-1

READ (OT#§) (P(L),L=1,TOTAL)
ALLCT (N) =P (TTCTAL)
TTOTAL=TTOTAL~ALLCT (N)
CONTINOE

CALL DLETE(OT,FILNH) !

BRETURN
END
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C=--FRSTCL INITIALIZE

IDENTIFICATION
TITLE FRSTCL
AUTHOR ROBERT 8 HARALICK
VERSION 1
DATE 10713778 13:03
LANGUAGE FORTRAN IV (V44~RSX/MULTI-ACCESS)
SYSTEN PDP-15
SITE BSL-CERINC
UNIVEBSITY OF KANSAS,
2291 IBRVING HILL DRIVE,
LAWRENCE, KANSAS 66085.
{913)~-864-4836
PUBRPOSE

INITIALIZE THE PIRST COLOMN OF THE RESQURCE ALLOCATION
TABLES.

ENTRY POINT
PRSTCL(F,P,TOTAL,RPOSS,RVALUE, NUNPOS)

ABGOMENT LISTING 1

r REAL COLOMN OF RESOURCE VALUES

P INT COLUMN OPF ALLOCATIONS

TOTAL INT THE MAXTINUM TOTAL RESOURCE ALLOCATION

RPOSS INT POSSIBLE RESOURCE ALLOCATIONS FOR THE FIRST
STAGE

RYALUE REAL VALOES OF ALLOCATED RESOURCES FOR THE PIRST
STAGE

NOMPOS INT NOMBER OF PCSSIBLE RESOURCE ALLOCATIONS FOR

THE PIRST STAGE
HEARDWARE REQUIRED
NOTHING SPECIAL

ROUTINES CALLED

PRI ET SRR R R R R SR 2 R R R R R R R RS R RS2 RS SRR R R R R R L R L 2

N Xe N2 Re NeKe N NaNeNaNaXaEeNeNe NN e No e N e N e N e N e e Ko e e N e e e N Ne Na e N K Ko Ne Xe Ka Ke K2

SUBROUTINE FBSTCL({(F,P,TOTAL,BRPCSS,RBVALUE,NUNEQS)

C
INTEGER PMIN,TOTAL,RPCSS (NUMPOS),P (TOTAL)
REAL F(TOTAL) ,RVALUE (TOTAL)
COBMON /CONST/ FLARGE

C

DO 1 I=1,TOTAL
P(I) =PLARGE
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P (I)=0
CONTINUE

DO 2 I=1,NONPOS

FPMIN=RVALOUE(1)
PMIN=RPOSS (1)

Do 3 J=1,NURPOS
IP (RPOSS (J) .GT.RPOSS (1)) 6O TO 3 1
IP(PMIN.LT.RVALUE(J)) GO 70 3
PEIN=RVALUE (J)

PHIN=RPOSS (J)

COBTINUE

IIsRPOSS (1)
P(II)=PHIN
P(II)=PHIN
CONTINUE

RETURN
END
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C—NEITCL BUILD NEXT COLUNN

IDERTIFICATION
TITLE
AUTHOR
VEBRSION
DATE
LANGUAGE
SYSTEN
SITE

UPDATE # 1
AUTHOR
DATE
VERSION

LANGUAGE
PURPOSE

PURPOSE

ENTBY POINT

ARGUMENT LISTING

F REAL
TOTAL INT
RPOSS INT

8VALUE BREAL
NUNPOS INT

PNEXT BEAL
PNEIT INT

e N e Na KR Ne KK Nae e Xo NeReRa e X Ko Ne Re Ne X K K Ke Na R e K e N Ne K Ne e K Ne e N N Ne N X Ne KoK Ke K K K Ke X e X!

NEXICL

ROBERT M HARALICK

)

10/13/78  13:49

PORTRAN IV (V44-8BSX/MUOLTI-ACCESS)
PDP-15

RSL~-CRINC

JNIVERSITY OF KANSAS,
2291 IRVING HILL DRIVE,
LAWBENCE, KANSAS 66045.
(913)-864-4836

OSCAR A. 2ZURIGA

DECEMBER 3, 1978

B.01

PORTRAN IV

MODIFIED TO ALLOW EUFFER HABDLING.
TWO PARAMETERS BAVE BEEW ALDED TO
THE ARGUMENT LIST: THE UPPER CORS~
TRAINT ( TMAX ) TO PREVENT BUPPER
OVERPLOW ANC THE LOWER CONSTRAINT
( TMIN ) TO PREVENT BOUFFER UNDER-
FLOW

THIS SUBROUTINE TAKES IF THE PREVIOUS RESOORCE VALUE COLUNMN
AND TH. ALLOCATION AND RESOURCE TABLES FPOR THE CURBRENT STAGE
AND IT CREATES THE ALLOCATION AND BESOURCE VALUE COLDMNS

FOR THE CUBRBENT STAGE.

NEXTCL{F,TOTAL,RPOSS,RVALUE,NOMNPOS,FNEXT, PNEXT,
THAX,THMIN)

PREVIOUS RESOURCE VALUE COLUAN

NUMBER OF PCSSIBLE ALLOCATICNS

TABLE OF POSSIBLE ALLOCATIONS FOR THZE
CURRENT STAGE

CORRESPONDING TABLE OF VALUES RESULTING
PROM RESOURCE ALLOCATIONS IN RPOSS

NUSBER QF POSSIELE ALLOCATIONS FOR THE
COBBENT STAGE '

RESOURCE VALUE COLUMN CREATED AT THIS STAGE
BESOURCE ALLOCATION COLUNN CBEATED AT THIS
STAGE
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THAX INT - UPPER CONSTRAINT; THE TOTAL MAXIMUM RESOURCES
TO BE ALLOCATED TO ALL THE STAGES PREVIOUS
TO THE CUBRENT OMNE
T THIN INT LOWER CONSTRAINT
HARDWARE REQUIRED
NOTHING SPECIAL
ALGORITHM
THIS SUBROUTINE DOES ONE STAGE CF DYNAMIC FRCGRAMNMING

ROUTINES CALLED

BESEX SR BEXLXFEXBE SRR EX B XXX AR EIR SRS LB XXX XX E L XL X R LA XX LSRR XX L AKX SR N RR

SUBROUTINE NEXTCL{(F,TOTAL,RPOSS,RVALUE,NUMECS,FNEXT,PNEXT,
1 TMAX, TMIN)

INTEGER TEST,PMIN,TOTAL,RPOSS (NOMPOS) ,PNEXT (NUMPOS)
INTEGER THEAX, THIN

REAL P(TOTAL) ,RVALUE(NOUNMPOS) ,FNEXT (TOTAL)

COMMON /CONST/ FLARGE

DETERMINE EACH ENTRY IN THE FNEXT AND
PNEXT COLUNMN OF THE ALLCCATION TABLE

DO 5 I=1,TOTAL
PMIN=FLARGE
PNIN=0
GC THROUGH ALL POSSIBLE ALLOCATIONS
DO 3 J=1,BUMPOS

IF AN lLiOClTIOH IS GREATER THAN THE
TOTAL ALLOWED, THERE IS NO HO2E

IF (RPOSS (J) .GE.I) GO TO 3

WE TRY AN ALLOCATION OF BEOSS(J) TO
CURBENT STAGE

THIS LEAVES AN ALLOCATICN OF I-RPOSS(J)
TO THE PREVIOUS STAGES

TEST=I-RPOSS (J)

IP ( TEST.GT.TMAX ) GC TO 3
IF ( TEST.LT.TMIN ) GO TO 3
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c
VALUEP=F (TEST)
c
c IF THE ALLOCATION OF TEST WAS POSSIBLE
c FPOR THE PREVIOUS STAGES, VALUEP WILL
c NOT BE ECUAL TO LARGE
c
IP(VALUEP.EQ.PLARGE) GO TO 3
c
c ALLOCATION OF RPOSS(J) TO CURRENT STAGE
c AND TEST TO SUM OF ALL PREVIOUS STAGES
c IS OK. THE RESULTING VALUE OF THIS
c ALLOCATION IS ...
c
GMIN=RVALOE (J) +VALOEP
c
c COMPARE THIS VALUE TO THE BEST
c . PREVIOUS TRY
c
IP(PMIN.LT.GHIN) GO TO 3
c
c IT IS BETTER
c
PHIN=GMIN ,
PMIN=RPOSS (J)
3 CONTINUE
c
PNEXT (I) =PMIN
PNEXT (I) =PHIN
5  CONTINUE
c
RETOURN
END
[}

y
v

}

)

'
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#—DPCNER DPCM DATA CONPRESSICN EERROR
IDENTIFICATION

TITLE DPCHER

AUTHOR OSCAR A. ZUNIGA

DATE AUGUST 15, 1978

LANGUAGE RATPOR ( XVH/RATFOR V24003 )

SYSTEN PDP - 15 B

SITE BSL - CRINC :
UNIVERSITY OP KANSAS
2291 IRVING HILL DRIVE
LAWRENCE, KANSAS 66045
(913) -864~3836

PURPOSE

THIS SUBROUTINE QUANTIZES A BLOCK OF DATA USING A
MAX QUANTIZER AND GENERATES THE CORRESPONDING QUAN-
TIZATION TABLE. A DPCM COMPRESSION IS THEN APPLIED
TO THE INPUT BLOCK GENERATING AS A RESULT A BLOCK
OF OUTPUT. FINALLY THE RMS ERROR BETWEEN INPUT AND
OOTPUT BLOCKS IS CONPUTED.

ENTRY POINT

s

L

s

$

&

3

4

3

]

$

:

$

]

3

*

*

]

#

&

#

2

L

3

* .

* CALL DPCMER ( LNIN, LNOUT, LNLPF, LNMEAN, LNVAR,
$ NUMPPL, NCOLS, NBITS, FRAC, IST,
] SELECT, ERROR )

*

# ABGUMENT LIST

*
s
1]
$
4
$
]
#
4
]
]
$
]
$
*
¢
#
3
3
$
$
3
$

LBIN INT 1-D ARRAY OF SIZE 'NOUNPPL®' TO
STORE THE INPUT BLOCK OF DATA

LNOUT INT 1-D ARRAY OF SIZE °*NUNPPL' TC
STORE THE OUTPUT BLOCK OF CaATA

LNLPP INT 1-D ARBRAY OF SIZE °*NONPPL' TO
STORE THE CONVOLUTED ( LOW PASS FILTERED )
BLOCK OF DATA USED AS A PRECICTOR FOR
THE INPUT BLOCK.

LEMEAN REAL THE HMEAN OF THE DPCM CORRECTICNS

LNVAR REAL THE VABIANCE OF THE DPCM CCHRECTIONS

NUBPPL IRT THE SIZE OF THE BLOCKS

BCOLS INT THE NOUMBER CP COLUMNS IN A EBLOCK
OR SUBINMAGE

NBITS INT THE NOMBER OF BITS USELC FOR CUAN- i
TIZATION

FRAC REAL THE PRACTION OF STARDARD LEVIATION
THAT RANGE OF DITHER SHOOLD BE ( POR *
2-D DFCa )

IST DINT THE SEED FOR RANDOM NUMBER GENERATION

SELEBCT INT USED TO SELECT DPCH TECHNICUE :
(2-9)

EBROR INT THE RMS ERBCR BETWEEN INPUT AND
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R

& OUTPUT BLOCKS
4
# HARDWARE BEQUIRED
:
] POP - 15
3
$¢ SUBROUTINES CALLED
]
* QTZSAM QUANTIZ. END POINTS & MEANS USER LIBRARY
¥ DPCH2L 2~DIMENSIONAL DPCH USER LIBRARY
L] DPCH¥XX MODIFIED DPCH ( 2-D DPCAH USER LIBRABY
L USING FUTOURE VALUES FROH
$ CONVOLUTED IMAGE )
3 BNSERR RNS ERROR USER LIBRARY
]
:
JEXARXTILARKXRFAR A EREXAEABEE ERRS SR A XS AKX RERR B AR S S ISBEFREREREERRES 1
’ ]
1]
$
SUBROUTINE DPCMER ( LNIN, LNOUT, LNLPF, LNMEAN, LNVAR,
BU#PPL, NCOLS, NBITS, FRAC, IST,
SELECT, EBBROR )
]
3 TYPE STATEMENTS
$
IMPLICIT INTEGER ( & - 2 )
DOUBLE INTEGER IST
INTEGER LNIN(NUMPPL), LNOUT(NUNPPL), LNLPP(NUMPPL)
INTEGER QTABLE(512)

INTEGER WGTS2(4), WGTSG(8), WGTS6(4), SGTS8 (W)
INTEGER WGTSS5(3,3), ¥GTS7({3,3)
REAL QENDS (65), QMEAKS(64), B2BRROR, LNMEAN, LNVAR
REAL RANGE, FRAC, SQRT

‘ DATA MAX /255/

X DATA WGTS2 /4*1/

! DATA WGTS4 / 49, 49, 70, 70 /

. DATA WGTsS5.,100,70,100,70,49,70,100,70,100/
DATA &GTS6 / -1, 0, 1, 2 /

e DATA ¥GTS7 / 9=*1 /
DATA ¥GTSS8 , -7, 6, 20, 35 /

INITIALIZATIONS
NLEVLS = 2%*NBITS

COMPUTE THE END POYINTS AND MEANS USING
BAX QUANTIZER

CALL QTZSAM ( LNMEAN, LNVAR, NBITS, QENDS, CMEARS )

QENDS (1) = <-NAX - 1

QENDS (NLEVLS+1) = MAX




CONPUTE SIZE OF QUANTIZING TAELE

NTABLE = 2sH8AX ¢ 1
CONPUTE THE QUANTIZING TABLE

POR (J = 1; J <= SLEVLS; J = J ¢ 1)
$(
LOWEND = QENDS(J) + MAX + 2
UPPEND = QENDS{J+1) ¢ MAX ¢ 1
FOR ( I = LOWEND; I <= UPPEND; I = I ¢ 1)
$(
QTABLE(I) = IROUND(QUEANS(J))
$)
)

CONPUTE THE LINE OF OUTPUT
IP ( SELECT == 3 ) SELECT = 7
IP ( SELECT == 9 ) SELECT = 5

POR (I = 1; I <= NCOLS; I =1I + 1)
$( A
LNOUT(I) = LNIN(I)

$)

RANGE = FRAC*SQRT(LNVAR)
PRVLY = 1

NITLN = 2%NCOLS + 1

PSTLN = NCOLS + 1
LSTLN = NUMPPL - NCOLS ¢+ 1

IF ( SELECT==2 | SELECT==4 | SELECT==6 | SELECT==8 )
POR ( CURLN = PSTLN; CUBLN <= LSTLN;
CORLN = CUBLN + NCOLS )
$(
IFP ( SELECT==2 )
CALL DPCN2L ( LNIN(CURLN), NUMPPL, LNOUT (PRVLY),
LNOUT (CURLN), QTABLE, NTABLE, MAX,
BANGE, IST, WGTS2, NGEN, BUSED )
IF ( SELECT==4 )
CALL DPCHM2L ( LNIN(CURLR), NUMPPL, LNOOT (PRVLN),
LNOUT (CURLN) , QTABLE, NTABLE, HAX,
RANGE, IST, WGTS4, NGEN, NUSED )
IF ( SELECT==6 )
CALL DPCM2L ( LNIN(CURLN), NUMPPL, LNOOT (PRVLN),
LNOUT (CUBLN), QTABLE, KTABLE, NAX,
BAKGE, IST, WGTS6, NGEN, KOSED )
IF ( SELECT==8 )
CALL DPCH2L ( LNIN(CURLN), MNUMPPL, LNOOT (PRVLN),
LNOUT (CUBLN) , QTABLE, NTABLE, MAX,
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BANGE, IST, WGTS8, NGEN, KNUSED )
PRVLN = CURLN
) '

IFP ( SELECT==5 | SELECT== 7 )
FOR ( CORLN = PSTLM; CUBLN <= LSTLN;
CURLN = CURLN ¢ NCOLS )
${
IF ( SELECT==5 )
CALL CPCMXX ( LNIN(CURLN), NOMPPL, LNLEF(CURLN),
LNLPP (NXTLN), LNOUT (PRVLH), LNOUT (CURLN), |
QTABLE, BTABLE, MAX, BANGE, IST, WGTSS, !
NGEN, NUSED )
IF ( SELECT==7 )
CALL DPCMIX ( LNIN(CURLN), NOMPPL, LNLPP (CURLN),
LELPP (NXTLN), LNOOT (ERVLN), LNOUT (CURLN),
QTABLE, NTABLE, MAX, BANGP, IST, WGTS7,
SGEN, NOUSED )

PRVLY = CURLN
NXTL¥ = NXTLN + NCOLS
NXTLN = MINO ( NITLN, LSTLN )

$)

COMPUTE THE RMS ERROR
CALL RMSERR {( LBIN, LNOUT, KRONPPL, ERROR )

BRETURN
END




C--QTZSAN MAX QUANTIZATION END POINTS AND KEANS

IDENTIFPICATION
f TITLE CTZSAN 1
AUTHOR SAN SHANMUGAM a
VERSION 2.01
DATE OCTOBER 6, 1973
LANGUAGE PORTRAN :
SYSTEN PDP-15 |
UPDATE # 1 i
AUTEOR OSCAR A. ZUNIGA !
DATE SOVENBER 7, 1978 |
VERSION B.01 %
LANGUAGE FORTBAR IV
PURPOSE DOCUNENTATIOS CEANGED TO SISTEM
STANDARDS.
PURPOSE

GIVEN THE NUMBER OFP BITS, THIS ROUTINE RETURNS THE UPPER
BOUNDARIES AND THE MEANS OF A NAX QUANTIZER.

ENTRY POINT

QTZSAM ( XDMEAN, XDVAR, NBIT, QENDS, QMEANS )

ARGUMENT LISTING

XDMEAN REAL SEAN OF THE DISTRIBUTION
XDVaAR REAL VARIANCE OF THE DISTRIEUTION
NBIT INT NUMBER OF BITS AVAILABLE ( <= 6 )
QENDS REAL THE 2%#NBIT+1 END POINTS
QMEANS REAL TRBE 2#*NBIT MEANS

ALGOBITHN

LET X(1), X(2) jeey X(N+1), AND Y{1),cee, Y(N) BE THE
THE QUANTIZER END POINTS AND MEANS, IE. I¥ THE VARIA-
BLE BEING QUANTIZED HAS A VALUE IN THE RANGE OF X (J)
TO X(J+1), THEN THE QUANTIZER OUTPUT WILL EE EQUAL

TO Y(J). THE PIRST AND LAST END POINTS ARE USOUALLY
CHOSEN TO BE ~ AND + INFINITE RESPECTIVELY. THE REMAI-
NING X(J) 'S AND Y (J) 'S ARE CHOSEW BY MINIMIZING THE
MEAN SQUARE EBRCR.

D=E ( (XIN-XOUT)®**2 )

WHERE B STANDS FOR THE BXPECTED VALUE, XIN IS THE IN-
PUT TO THE QUARTIZER, AND XOUT IS THE OUTPUT OF THE
QUANTIZER. THE SOLUTION TO THIS PBEOBLEM IS GIVEN BY:

sl NN Ko e e e e e K Na e e e Ne e e Ne NN e N N Ne N e N N Ne N R N e e Ka Ne N Ke Ko Ne e N K N2 K2 Ne Ne Xs K N Ke X e X e )
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(1) Y(J) = 2*X(J) - Y(J=1) J = 2, 3,eeee, N
{2) INTEGRAL ( (2-Y(J))**23p(2) ) = 0, J % 2,ea., N

P{(«) IS THE PROBABILITY DENSITY FUNCTION OF THE INPUT
SIGNAL. ECUATIONS 1 AND 2 ARE VALID FOE ANY LISTRIBOT-~
ION. FOR NORNAL(0,1) DISTRIBUTION THE VALUES OF THE
ENDPOINTS AND MEANS ARE SHOWN TABULATED IN EEFERENCES
1 AND 2. THIS SUBROUTINE 0USES THESE TABLES.

ROUTINES CALLED
HONE
BEMARKS

REFERENCES:

1o J. BAX, CUANTIZING FOR MINIMOM CISTORTION, IEEE
TRANSACTIONS OFN INFOBMATION THEORY, 1960, PP 7-13.

2. P. A, WINTZ AND A. J. KUERTENBACH, ANALYSYS OF PCH
TELEMETRY SYSTENS, PURDUE UNIVERSITY TECH. BEPORT,
TR-EE--67~-19, DEC 1967.

SAXREFXXXEEARERRAXEEBE RS LR L XREAIXEEREE XXX LS B A E RN LS XD XX N XK R KRR SR EERRAR

(e NN NeNe e Ko N Ne Ne N e N N N Ne e e N Ne o Ne e Re Ne Na N e!

SUBROOUTINE QTZSAM (XDMEAN,XDVAR,NBIT,CENDS,CMEANS)

SET UP ARRAYS AND TABLES

oo

DIMENSION X1(1),Y1(%),X2(2),Y2(2)

DIMENSION X3(4),Y3(3),X4(8),Y4(8),X5(16),1S(16)
DIMENSION X6(32) ,Y6(32),X7(64),Y7(64),X8(128),18(128)
DINENSION QENDS (65) ,QNEANS (64)

DATA X1/0.0/,Y1,/0.7980/
DATA X2/0.0,0.9816/,Y2/0.4528,1.510/

DATA Xx3/0.0,0.5006,1.050,1.748,,Y3,/0.2451,0.7560,1.344,2.152/

DATA X4,0.0,0.2582,0.5224,0,7996,1.099,1.437,1.844,
*2.801,

DATA Y4,/0.1284,0.3881,0.6568,0.9824,1.256,1.618,
*2,069,2.733/

DATA X5,/0.0,0.1320,0.2648,0.3991,0.5351,0.6761,0.8210,
*0.9718,1.130,1.299,1.482,1.682,1.908,2.174,2.505,2.977/,
* Y5/0.0659,0.1981,0.3314,0.4668,0.6050,0.7472,0.8947,

*1.049,1.212,1.387,1.577,1.788,2.029,2.319,2.692,3.263/

COMPUTE THE STANDARD DEVIATION
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LS

nnnon

nnnon 0

g}

10

XISD=SQRT (XDVAR)
NN=2%# (NBIT-1)
NNN=2%NN+1
NNX=PLOAT (2*HY)
STEP=6.0/NNX

PICK UP THE APPROPRIATE ENTRIES FRON THE
TABLES AND STICK THEM IN CENDS QND QMNEANS
ADJUST POR MEAN AND ATANDABRD DEVIATION.

DO 10 I=1,NH

6o To (1,2,3,4,5,6,7),8BIT
NNI=NN+I

QENDS (NNI)=X1 (I) *XSD+XDAEAN
QMEANS (NNI)=Y1(I) *XSD+XDREAN
GO TO 9

ENI=NN+I

QENDS (§NI)=X2 (I) *XSD+XDNEAR
QMEANS (NNI) =Y2 (I) #XSD+XDHEAN
GO TO 9

FNI=NN+I

QENDS (NNI)=X3(I) *ISD+XDNEAN

QMEANS (NNI)=Y3 (I) *XSD+XDMEAN
GO TO 9

NNI=NN+I ,
QENDS (¥NI) =X8 (I) *XSD+XDMEAN
QMEANS (NNI) =Y4 (I) #XSD+XDUEAN
GO TO 9

NNIaNN+I

QENDS {(NNI) =X5 (I) *XSD+XDHEAN
QMEANS (NNI)=Y5 (I) *XSD+XDAEAN
GO TO 9

NNI=NNeI

QENDS (NNI) = (I~-1) *STEP*XSD+XDHEAN
QUEANS (NNT) = (I-0.5) *STEP*XSD+XDAEAN
GO T0 9

NEI=NNeI

QENDS (NNI) =X7 (I) *ISD+XDHEAWN
QMEANS (NNI)=Y7 (I) #XSD+IDNEAN
GO TO 9

NNI=§N+I

QENDS (NN I) =X8 {I) *XSD+XDMEAN
QMEANS (NNI) =Y8 (I) *XSD+XDMEAN

CONTINUE
CONTINUE
SET OP END POINTS AND MEANS ON THE LOWER
SIDE OF THE HEAN.
NN¥=NN=-1
NMID=NN+1

DO 12 I=1,NNR




‘ c
N1=NMID+I
N2=NMID-I
QENDS (N2) =CENDS (N1) *(=1.0) + 2.0 * QEEDS ( NMID )
c
12 CONTINUE
c
, c : PIRST AND LAST END POINTS ARE - AND +
| cI INPINITY RESPECTIVELY)
c
QBNDS (1) ==0. 1E+6
QENDS (NNN) =0. 1E+6
c
DO 13 I=1,8¥
c
I1=N8N-T -
QMEANS (I)=QMEANS (I1) #(-1.0) + 2.0 * QENDS ( NMID )
c
13 CONTINUE
c
RETURN
END
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IDENTIFICATION

TITLE
AUTHOR
VERSION
DATE
LANGUAGE
SYSTEH

PURPOSE

THIS SUBROUTINE

ONE DIMENSIOHNAL DPCH

DPCHIL

ROBERT M. HABRALICK
4.02

BARCH 1977

FORTRAN

PDP-15

INPUTS ONE LIBﬁ OF DATA ANC LOES A

SIMPLE FIRST ORDER PREDICTOR ONE DIMENSIONAL CPCA.

ENTRY POINT

DPCM1L ( LNIN, NUNMPPL, LNOUT, QTABLE, NTABLE, MAX,

NGEN, Y¥USED )

ARGUMENT LISTING

LNIN INT
NUOMPPL INT
LNOOT INT
QTABLE INT
NTABLE INT
MAX INT
NGEN INT
NUSED INT

ROUTINES CALLED

NONE

SUBROUTINE CPCMIL( LNIN, NUNPPL, LRCUT, QTAELE, NTABLE,

INTEGER LNIN(NUMPPL) ,LNOUT (NUNPEL) ,QTABLE (RTABLE)

MAX1=1+MAX
LNOOUT (1) =LNIN (1)

DO 1 I=2,NUNPFL

IDIP=LNIN(I)-LNOUT (I-1)+HMAX)
LNOOUT (I) =QTABLE {(IDIF) +LNOUT (I-1)

LNOUT (1) = BAXO
1 CONTINUE

INPOT LINE

DIMENSION OF INPUT LISNE !

O0TPUT LINE l

QUANTIZING TABLE !

DIMENSION OF CUANTIZING TABLE {
i

MAXINOM VALUE OF DATA
NUNBER OF OUTPUT RECORLCS GENERATED (=1) f
NUMBER CP INPUT RECORDS USED (=1) i

(2 PRS2 EE R R R R R RS SRS RS R R ER REEE R RS R R 2R R A R R R R R L R L L 2

MAX, NGEN, NUSED )

( 0, LNCUT(I) )
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NGEN=1
NUSED=1

RETURN
END
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C--DPCM2L TWO DIMENSIOBNAL DPCH

e ¥ Ne e Ko Ne e e o e e N KN e e e e K N e N e Ne e e e R e N N Ne e s N e e Ne N Ne Ko R N Ne o e Ks N Ne Ke N He K2l

IDENTIFICATION

TITLE
AUTHOR
VERSION
DATE
LANGUAGE
SYISTEnN

UPDATE # 1

AUTHOR
DATE
VERSION
LANRGUAGE
PORPOSE

PURPOSE

THIS SUBROUTINE IMPLEMENTS A SIMPLE TWO DIMENSIONAL
LINEAR POUETH CRDER DPCM FOE A LINE OF DATA

ENTRY POINT

DPCM2L ( LNIN,

MAX,

ABGUMENT LISTING

LNIN INT
NOMPPL INT
LNPOUT INT
LNOOT INT
QTABLE INT
NTABLE INT
MAX INT
RANGE REAL
IST DINT
WT INT
NGEN INT
NUSED INT

INTERNAL VARIABLES

IPRED INT

NUMPPL, LNPCUT, LNOUT, CTABLE, NTABLE,
RANGE, IST, WT, NGEN, NUSED )

DPCHN2L

ROBERT M. HARALICK
A.01

MARCH 1977

FORTRAN

PDP-15

OSCAR A. ZUNIGA

OCTOBER 10, 1978

PORTRAN IV

THE ARRAY WT HAS BEEN ADDEC TO THE
ARGUMENT LIST TO CONPUTE THE DPCHN
PREDICTOR USIEG A WEIRTEL AVERAGE

INPUT LINE OF DATA

NUMBER CF VALUES IN INFUT LINE
PREVIOUS OUTIPUT LINE

CURRENT OUTPUT LINE

QUANTIZING TABLE

QTABLE(IDIF) GIVES THE RECCNSTRUCTED
VALOE FOR ANY CIPFERENCE OF VALUE IDIF
LENGTH OF QUANTIZING TABLE

BAXINUM VALOUE OF AN INEOT

BANGE OF UNIPORMLY DISTRIBOUTED DITHER
RANDCH NUBBER GENERATOR SEED

VBIGHTS FOR COMPUTING PRELCICTOR
NUMBER OF CUTPUT RECORDCS GENERATED
NUMBER CF INPUT RECORDS USED

PRECICTED VALUE, COMPUTED FRON SUM OP
THE FOUR NEAREST NEIGHECRS ABOVE AND TO
THE LEFT OF THE CURRENT (C,D,E,R):




R} ] " T APy
c ABCDEP... { PREVIOUS LINE )
C PQRS ( CORRENT LINE, COL S )
c
C BOUTINES CALLED
C
C MAXO MAXIMUNM OF A SET OF INTEGERS { SYSTEN )
C IROUND ROUND OFF TO NEAREST INTEGER ( USER )
c MINO MININUM OF A SET OF INTEGERS { SYSTEN )
C RCH UNIFORM RANDOM NUMBER GENERATOR { SYSTEN )
c
c .
CEEXBB SEXXRFS X EXE R RN BIENIRRE SR EEE SRR EEE L PR R B RS R R AT AP IEE IR EREE R ERE SR
[
C
SUBROUTINE DPCM2L{ LNIN, NUNPPL, LNPOUT, LNOUT, QTABLE,
2 BTABLE, MAX,BANGE,IST, 4T,NGEN, NUSED )
c
DOUBLE INTEGER IST
INTEGER LNIN(NUMPPL) ,LNPOUT (NUMPPL) ,LNOOT (NUNPPL)
INTEGER QTABLE(NTABLE), WT(8), DPCSUA
C
NRMLZF = WT(1) + WT(2) + WT(3) + WT(4)
IRND = NBMLZP/2
c
MAX1=1+MAX
LNOOT (1) =LNIN (1)
c
DO 1 I=2,NUNPPL
DITHER= (RCM (IST)~.5) *RANGE
IDTHR=IROOUND (DITHER)
J=MINO(I+1,NUNPPEL)
PPCSUM=LNPOUT (I-1) *WT (1) +LNPOUT (I) #WT (2) +LNPOUT (J) *W4T (3) +
1 LNOUT (I-1) ®WT (4)
IPRED= (DPCSUM+IRND) /NBMLZF
: IDIP=LNIN (I)~IPRED+MAX1+IDTHR
; IDIF=MAXOQ(IDIP, 1)
. IDIP=MINO (IDIF,NTABLE)
LNOUT (I)=IPRED+CTABLE (IDIF) -IDTHR
- LNOUT(I)=MAX0 (LNOUT(I),0)
) 1 CONTINUE
| C
) NGEN = 1
NUSED = 1
, c
4 BETORN
- END
, .
‘1
{
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IDENTIFICATIO

TITLE
AUTHOR
VERSION
DATE
LANGUAGE
SYSTEN

PURPOSE

MODIFIED DPCH

N

DPCHIX

GE MONAGHAN
4.01

MARCH 31, 1977
FORTRAN

PDP-15

THIS SUBROQUTINE FORMS A PREDICTOR FROX THE FOUR
NEAREST PREVIOUS DPCM VALUOES PLUS THE PIVE RENM-
AINING NEAREST LOW PASS FILTERED VALUES.

ENTRY POINT

DPCHXX { LNIN,

ARGUMENT LIST

LNIN
NUMPPL
LILPF
LNXTLP
LNPOUT
LNOUT
QTABLE

NTABLE
MAX
RANGE
IST

T

NGEN
NUSED

INTERNAL VARIABLES

DPCSUA
ITsun
NXTSON

IPRED

NUAPPL, LNLPP, LRXITLP, LNPOUT, LNOUT,

QTABLE, NTABLE, BAX, RANGE, IST, WT, NGEN,

NUSED )

ING

INT INPUT LINE OF DATA

INT NOMBER CF PCINT PER INFUT,/OUTPUT LINE

INT CURRENT LOW PASS FILTERED LINE

INT NEXT LOW PASS FILTERED LINE

INT PREVIOUS OOUTPUT LINE

INT CUBBENT OUTPUT LINE

INT QUANTIZING TABLE
QTABLE (IDIP) GIVES THE RECONSTRUCTED VALUOE
FCR ANY DIFFERENCE OF VALOE IDIF

INT DIMENSION OF QTABLE

INT MAXINUM VALUE GOF ANY INPUT LINE

REAL BANGE OF DITHER

DINT SEED OP BANDOM NUMBER GENERATOR

INT 3X3 ABRRAY OF VEIGHTS TC USE WHEN SUMMING
PREVIOUS DPCNM'D AND NEXT DATA POINTS WITH
CUBRRENT DATA POINT

INT NOMBER OF OUTPUT RECORDS GENERATED (=1)

INT NUMBER OF INPUT RECORDS USED (=1)

INT
INT
INT

INT

VEIGHTED SUN OF 3 NEAREST NEIGHBORS ON
PREVIOOS DPCH LINE

WEIGHTED SU¥ OF LAST DPCN, CORRENT AND
NEXT INPUT POINTS

WEIGHTED SOUNM OF 3 NEAREST NEIGRBORS ON
NEXT INPUT LIKRE

PREDICTED VALUE, COMPUTED FPROM DPCSUM+
ITSUN+NXTSON
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c
C ROUTINES CALLED
C .
c NINO MISINON OF A SET OF INTEGERS (SYSTEN)
c MAXO MAXINUN OF A SET OF INTEGERS (SYSTEN)
C IROUND ROUND OFF TO NEAREST INTEGER (OSER)
C RCHN UNIPFORM RANDOM BUMBER GENERATOR {SYSTEN)
c
C
Ce3axx SEBB LB XL RS RN EBRSEEEEEREESLESE RSB L EEE LB RS ERERA TR ERBEEREERE SRS
C
C .
SUBROUTINE LCPCHMXX ( LNIN, NOUMPPL, LNLPF, LNXTLP, LNPOUT,
2 LNCUT, QTABLE, RTABLE, ¥AX, BANGE,
3 IsST, WT, NGEN, NUSED )
C
DOUBLE INTEGER IST
) INTEGER LNOOUT (NUMPPL), CTABLE(NTABLE), LNLEF (NUMPPL)
INTEGER LNIN(NUNPPL), LNXTLP{(NUMPPL), LNPOUT (NUMPPL)
INTEGER WT ( 3, 3 ), DPCsSUOx
(of
MAXP1 = MAX + 1
C=- NMPLM1 = NUMPPL - 1
NRMLZF = 0
C
Do t 1=1,3
po 1 J=1,3
NRMLZP = NRMLZF + WT (I,Jd)
1 CONTINUE
C
IBRND = NRMLZF/2
c .
o DO 1ST AND LAST DPCHN'S SPECIALLY
C
LNQUT (1) = LNIN(1)
: Ce=- LNQOUT(NUNPPL) = LNIN(NUMPPL)
' o}
' C NOW DO THE REST OF THE LINE
C
DO 1000 I=2,NUNPPL
, o
) IM1 = I-1
IP1 = MINQ ( I+1, BUNPPL )
C
\ DITHER= (RCM (IST)~.5) *RANGE
( IDTHR=IROOND (DITHER)
J C
(o
' ’ DPCSUM = LNPOUT (IN1) *WT (1,1) + LNPCUT(I)*W¥T(1,2) +
: 2 LNPOUT (IP1) *HT (1,3)
r ITSOM = LNOUT(IH1)*HT(2,1) ¢+ LELPP(I)*8T (2,2) ¢
o 2 LNLPF(IE1) *WT(2,3)
NXTSUM = LNXTLP(IN1)*WT(3,1) ¢ INXTLP(I)*WI(3,2) ¢
2 2 LNXTLP (IP1) *§T (3, 3)
(|
b
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1000

IPRED = (DPCSUM + ITSUA + NXTSUM + IRND)/NBMLZF
IDIP = LNIN(I) - IPRED ¢ NAXP1+IDTHR
IDIP=MAXO(1,IDIF)

IDIP=MINO (NTABLE,IDIF)

LNOUT (I) = IPRED ¢ QTABLE (IDIF)-IDTHR

LNOOT(I) = MAXO (LNOUT (X),0)

CONTINUE

NGEN = 1
SUSED = 1

RETOURN
END
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#-——RMSERR ROOT
IDENTIPICATION
TITLE
AUTHOR
VERSION
DATE
LANGUAGE
SYSTEM
PORPOSE

THIS ROUTINE
OF INTEGER I

ENTRY POINT
RMSERR ( LNI

ARGUMENT LISTING
LNIN INT
LNOUT INT
NOMPPL INT
ERROR REAL

BOUTINES CALLED

NONE

EXEEEEEBXERXRIEEREEK

LA B K B B BETEE B BN BE SR B B BB I BE BN AL B B R I

SUBBOUTINE R

» %

INTEGER LNIN
REAL ERROR,

sgn2 = Q.

“

FOR (I = 1;
3(

suM2 = SOM
$)

» * »

MSE = SUM2 /

MEAN SQUARE ERROR

BMSERR

OSCAR A. ZUNIGA
A.01

SEPTEMBER 29, 1978
RATFOR

PDP-15

COMPUTES THE RMS ERROR BETWEEN TWO LINES
NPUT DATA

N, LNOUT, NUNMPPL, EBROR )

FIRST LINE OF DATA

SECOND LINE OF DATA
NUMBER CF PCINTS PER LINE
ROOT MEAN SQUARE ERROR

EEAEREE R PR ERERBRR R R AR KB EE R R AL SR FE AR A AR XA RE KKK

MSERR { LNIN, LNCUT, NONPPL, ERRCR )
TYPE STATEMENTS

(NUMPPL), LNOUT (NUMPPL)
MSE, SON2

COMPUTE SUM OF THE SQUABES
I <= NUMBEL; I =1 ¢ 1)

2 + ( LNIN{I) - LNGUT(I) ) **2

CONMPUTE THE RMS EEROR

NUSPPL
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o o

ERROR = SQRT ( MSE )

RETOURN
END

y‘z.
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APPENDIX B

~ KEY TO "HOW TO INTERPRET NAMES OF IMAGES"

(A) NON-CAUSAL, ADAPTIVE

123456789

location # Description
6 An "0" in this position means output has been processed.

Any other letter means no output processing.

7 An "R" in this position means the "raw" curves were used.

An "F" means the fitted ones were used.

8 An "F" in this position means compression of 8:1. An "C"

means 16:1 compression.

9 An "A" means no buffer constraint. A "B'" means buffer

has been constrained.

. (B) NON-ADAPTIVE, EQUAL ALLOCATION

’ KCcAL _ _ _ _
) 123456789

— .,
(@]
]
o>
[

123456789
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location # Description
7, 8, 9 An RET in locations 7, 8, 9 means that the image is a

non-adaptive, equal allocation image.

5% An "E" in this location (for CCAL & KCAL) means 8:1

compression. An "F" means 16:1

4% % An "E" means 8:1. An "F" means 16:1
*for CCAL & KCAL only

**for LADY image only

(C) ADAPTIVE CAUSAL

123456789

location # Description
1, 2, 3, 4, 5 If the letter '"B" occurs in any one of these locations, 1t

means the image is a 'causal" one.
6, 8, 9 Same interpretationas in "non-causal" case.

X 7 As always, "R" doesn't mean anything.




Either KCALIL or Either KCALI2 or
CCALI1 or LADY3l\  CCALI2 or LADY32
oy
b 116 / 116
2 / 2 |7
50 3|8
K e %
1] 6 1] 6 A
2 2
50
\ / |
5 5[5/ 25| y

50 — = |
Either KCALI3 or <(/Either KCALI4 or
CCALI3 or LADY33 CCALI4 or LADY34
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APPENDIX C

Set of Photographs
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KCALIF EQU

A)

LADYB RFA

B)

-,

e



e

»* D)

LADYB RFB

LADYB RCA

CAUSAL
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C) LADY3 QN5

D) KCALIF QN3

RICHARDS IMAGES
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A) KCALIF QN4

B) KCALIF QN5

RICHARDS TIMAGES
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PN <S

C) LADE3 RET

D) LADF3 RET

EQUAL ALLOCATION NON-ADAPTIVE
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'

A) LADY3 RFA

f' B) LADY3 RFB
[ ]

Y NON-CAUSAL
r

¥
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C) LADY3 FFA

D) LADY3 RCB

NON~-CAUSAL
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A)  KCALTE RCA

,4{ B)  KCALIF RCB

¢ NON-CAUSAL
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.,
T, ¥ N

C)

D)

KCALIF RFA

KCALIO RFA

NON-CAUSAL
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A) KCALTIO FFA

]
!
i
3!
3
4
!.
* B) KCALIF FFB
3
‘- NON-CAUSAL
[
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C) KCALTO FFB

D) CCALTF RFA

NON-CAUSAL
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<o

o

A)

B)

CCALIF RFB

CCALTF FFA

NON-CAUSAL
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C) CCALIF RCA

D)

o chetter

CCALIF RCB

NON-CAUSAL
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APPENDIX D

Set of Graphs

e
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1. 1Introduction

We investigate here an approach for solving the causal DPCM image
compression problem which arises naturally as an extension of the analytic
solution of the non-causal problem under gaussian data assumptions. Experi-
mental results are provided comparing the performance of the causal, non-causal,

and fixed bit allocation DPCM compression.

2. Causal DPCM Image Compression

One of the important results obtained earlier in this report is the
fact that the quantization mean square error versus bit rate functions for
blocks in a large class of images match closely those predicted by rate
distortion theory under gaussian data assumptioms.
That 1is,

e2 = g2 exp (-ab) (2.1)

where o2 is the variance of the DPCM corrections,b is the bit rate; a is an
image dependent constant, and e? the resulting quantization mean square
error. Use of this model leads to an analytic solution of the non-causal
problem. This solution is stated as follows: Let the image be partitioned

K
each of these blocks; let c be the desired channel capacity bit rate; and B

into K blocks; let o‘:-,...,o2 be the variances of the DPCM corrections in

the available number of bits for block 1 through K. The optimal bit allocations

bi,...s b, are given by

K
b =c+3 (In o2-1n 0?) (2.2)
k a k b3

for k=1,...,K

241




Rl SR

where,

K
2 1 2 . B
1n O¢ K Z 1n % ioe=g
k=1
Here c% is the geometric average variance of the image blocks.

This simple result states that blocks with variance larger than the
average variance are allocated bits above the channel rate and accordingly
blocks with variance smaller than the average variance are allocated bits below
the channel rate.

Notice that the non-causal aspect of the allocation procedure of
equation 2.2 reduces to the knowledge of the average variance a% before any
processing is done. This also suggests an attractive simple approach for
solving the causal problem which involves an initial estimation and subsequent
updating of a%

Assume blocks 1 through t-1 have been processed. Block t is the current
block being processed. (og)t is the variance of the DPCM corrections associated
with block t, and (0%)t is the current estimate for o%. Let Bt be the number
of bits available for blocks t through K. Then allocate bt bits to the current

block in the following way,
b = atn (3%, ¢ + 3 (In (ag)t -1n @5 @3

02

¢ can be updated as

t+l

ln @« @-v 1 (a%)t +v In (og)t (2.4)

and

Bt+1 - Bt - bt
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In order to make this procedure work better and to be able to
attain higher compression ratios we must allow the assignment of zero
bits to those blocks with very small variance as determined by (2.3). In
this case the last row in the previously reconstructed north block and the
last column in the previously reconstructed west block may be used to estimate
the current block in the usual DPCM manner but no corrections are transmitted.
The transmitter sends to the receiver the values of the mean and variance of
the difference between the original block and the estimated one. These values
are used by the receiver to improve its estimate of the current block by
adding to it uniform noise of the same mean and variance. In order to avoid
running out of bits before all blocks are processed the following modification

can be made to (2.3).

t . 1 2\t _ 2yt
Let b0 c + < (1n (cp) In (Of) )

then,
- t .t t
min { B, bo } 1£ B- > (K-t + 1)c when c < 1
:
' bt - < or Bt >(K-t+1) whenc>1
. (2.5)
min { 1, bt } otherwise
\ o

An additional modification to (2.5) can be made to take into account

f? buffer size constraints. Let R be the size of the bit buffer and let rt be
, the state of the buffer right after processing the (t-1)th block. The following

. bit assignment will then prevent overflowing or underflowing the buffer.
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L min

{8%, b%, R - £%} 1f B°

v

(K-t+1lcvwhenc<l1l

or B

Iv

(K-t+1) whenc>1
(2.6)

{1, b; } otherwise

(8%, max {fcl, .} 1£ 3" > (K-t + Lcvhenc<1

orBt_>_(K-t+l) when ¢ > 1

{1, max {[el, b;} } otherwise
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3. Experimental Results
Several experiments were performed using the "girl" image shown in
Figure 3.1. This image consists of 256 x 256 pixels and was blocked into
16 x 16 blocks before processing. This image was originally quantized to
256 levels. The compression technique used was a simple 2-D DPCM with an
equally weighted predictor. The DPCM was initialized using the first row and
first column in the image. The amount of dither used was 0.5 the standard
deviation of the DPCM corrections. The corrections in each block were quantized
using a max quantizer based on normal distribution with the same mean and
variance as those of the corrections.
Fixed bit allocatiom procedures at bit rates of 1.0 and 2.0 b/p, and
causal and non-causal procedures at 0.85, 1.0, 1.5 and 2.0 b/p were carried
out. These bit rates do not take into account the amount of bits necessary
for transmitting the first row and first column in the image without compression
(9 b/p); the bits necessary to encode the mean and variance for each block
(8 bits for the mean; 12 bits for the variance) and in the case of the non-causal
' and causal procedures the bits necessary to indicate the number of quantizing
’ bits used for each pixel within a block (3 bits). After making the necessary
2' corrections the effective bit rates correspond to 1.14 and 2.14 b/p for fixed
3 bit allocation procedures and 1.0, 1.15, 1.65 and 2.15 b/p for causal and non-

causal procedures.

f Figure 3.2 shows the reconstructed pictures obtained by using the fixed bit
allocation procedure. Figures 3.3 and 3.4 show the reconstructed pictures using

RL non-causal procedures with buffer and no buffer constraints. Figures 3.5 and

li 3.6 show the corresponding results using a causal bit allocation procedure.

b We can observe the improvement in image quality obtained when using the
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non-causal and causal bit allocation procedures over tﬁe fixed bit allocation
procedures. This is also noticed by looking at Tables 3.1 (a)-(e) that show

3 measures of the error between the original picture and the reconstructed
pictures. It is also observed that no additional degradation resulted when
using the buffer constrained causal allocation as compared to the unconstrained

case for the buffer size used.
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4. Conclusions

We have shown that causal adaptive DPCM compression performs
significantly better than fixed bit allocation DPCM compression, however
the pixel by pixel nature of conventional DPCM puts a limit to the amount of
compression we can obtain. Full advantage of the adaptive scheme we have
developed is taken when the DPCM is carried out in a block by block fashion,
that 1s instead of estimating the graytone value of a single pixel based
cu past reconstructed neighboring pixels we estimate an entire block of
pixels based on past reconstructed neighboring blocks. The simplest such
scheme would only make use of the last row in the top block and the last
column in the left block. Such estimation scheme can be done in the form of

a least squares fit and may be also constrained to minimize the errors in

the top and left borders. A block in this case will be replaced by its
fitting parameters. Blocks corresponding to regions in the image of low
complexity will then require lower dimensional fitting than those blocks

corresponding to regions of high complexity:
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it ratJ
1.14 2.14
error
RMS 10.16 4.90
ABSE 5.93 2.92
MAXE 123 101

(a) PFixed bit allocation

it rate[
error 1.0 1.15 1.65 2.15
RMS 8.29 7.18 4.70 3.44
ABSE 5.45 4.75 3.15 2.23
MAXE 112 104 100 90

(b) Non~causal; No buffer constraints

Table 3.1 Different error measures between original and

reconstructed pictures; RMS is the root mean square
error; ABSE is the mean absolute error (the mean

of the absolute value of the difference image);
MAXE is the maximum error (the maximum absolute
value in the difference image).
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it rate

rror 1.0 1.15
RMS 8.58 7.22
ABSE 5.54 4.77
MAXE 115 104

(c) Non causal; Buffer size is 10%
of minimum size that guarantees
no constraints.

bit rate
1.0 1.15 1.65 2.15
rror
RMS 9.38 8.30 5.83 3.74
ABSE 5.82 5.13 3.45 2.34
MAXE 132 132 133 100

(d) Causal; No buffer constraints.
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bit rate
1.0 1.15
error
é
RMS 9.38 8.30
ABSE 5.82 5.13
MAXE 132 132

. (e) Causal; Buffer size is 10X of
. minimum size that guarantees
! no constraints.
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. Figure 3.1 Original picture. This image consists of
) 256 x 256 picture elements quantized to
256 gray levels (8 b/p).




Figure 3.2 Reconstructed pictures using a fixed bit
allocation 2-D DPCM.

(a) Compression: 1.13 b/p.
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Figure 3.2 (continued)
(b) Compression: 2.14 b/p.
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Figure 3.3 Reconstructed pictures using a non-causal 2-D
DPCM with no buffer constraints.

(a) Compression: 1.0 b/p.
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Figure 3.3 (continued)

(b) Compression: 1.15 b/p.
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Figure 3.3 (continued)

(c) Compression: 1.65 b/p.
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Figure 3.3 (continued)
(d) Compression: 2.15 b/p.
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RPN

M Figure 3.4 Reconstructed pictures using a non-causal 2-D
a OPCM with buffer constraints. Buffer size is
). 10% of minimum size that guarantees no
" constraints.
é‘ (a) Compression: 1.0 b/p.
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Figure 3.4

(continued)

(b) Compression: 1.15 b/p.




Figure 3.5 Reconstructed pictures using a causal 2-D
DPCM with no buffer constraints.

(a) Compression: 1.0 b/p.
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B Figure 3.5 (continued)

) (b) Compression: 1.15 b/p.
\
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Figure 3.5 (continued)
(¢) Compression: 1.65 b/p.
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Figure 3.5

(d)

(continued)

Compression: 2.15




ol et N

Figure 3.6 Reconstructed picture using a causal 2-D

DPCM with buffer constraints. Buffer size
b is 10% of minimum size that guarantees no
constrainst.

{3) Compression: 1.0 b/p.




Figure 3.6 (continued)

, (b) Compression: 1.15 b/p.
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APPENDIX B.1

DPCH DATA COMPRESSION PACKAGE

I. FIXED BIT ALLOCATION DPCM DATA COMPRESSION

FDPCHMD
PDPCHMI
FDPCAHC

MVARDL
~PIXBLK
GETEGS
BKDPCH
. BGSINT
QTZSAN
DPCH2L
DPCMIX
HSERR

UPDEGS .
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II. CAUSAL AND HO*-CIUSAL DPCH DATA COMPRESSION

DPCHCD
DPCHCI
DPCHDC

MVARDL
CBITAL
BITALOC
WBITAL
BITALO
PIXBLK
GETEGS
BKDPCH
EGSINT
QTZSAN
DPEN2L
DPCHXX
MSERR

UPDEGS
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#--FDPCHD PIXED BIT ALLOCATION DPCM COMPRESSICN DRIVER ~ MID
IDENTIFICATION
TITLE FDPCHD
AUTHOR OSCAR A. ZUNIGA
VERSION .01
DATE JULY 3, 1979
LANGUAGE RATFOR
SISTEN IBA-370
PURPOSE

ENTRY POINT

WORK

ALTBET

NACA1
GIPCON
ERROR

PPUSH
PPOP
BDKINL
CLOSE
CTRLT
IGNORT
PDPCMI
_0SALOC
PDPCAC

(B W ¥ N N ¥ R N N B N N B K N N I B B N B N X N R N N K N N N N N N N X N W N N ¥ N B N N %W ¥}

FDPCHD { WORK, ALTRET )

ARGUMENT LISTING

THIS IS THE DRIVER FOB THE PIXED BIT ALLOCATION DPCH
DATA COHPRESSIOMN. PROGRAN.

INT WORK ARRAY TO HOLﬂ IRPU?VAND OUTPOT

BUFPFERS
INT R ALTERNATE RETURN TAKEN IN CASE OF ERROR

INCLUDE FILES/COMHONS

INCLUDR MACRO FILE POR TOKEN DEFINITION
INCLUDE INCLUDE FILE FOR GIPSY
INCLUDE INCLUDE FILE FOR COMMON ERROR

BOUTINES CALLED

PUSHES PROGRANM NAHE INTO ERROR STACK
POPS PROGRAM NAME QUT OF ERROR STACK
INITIALIZES AND ACCESSES AN SIP FPILE
CLOSES AN SIF FPILE

RETURNS ADDRESS OF CONTROL T.
IGBORES CONTBROL T

ASKES USER FOR INPUT PARAMETERS
ALLOCATE DINM WORDS FOR DYEAMIC ARRAY
PERFORAS A PIXED BIY ALLOCATION DPCH
ON AN INPUT INMAGE.

SUBROUTINE FDPCHND ( WORK, * )

INCLUDE HACA1
IAPLICIT INTEGER ( A - 2)
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(PRINITIVE)
(PRINITIVE)
(PRINITIVE)
(PRINITIVE)
(PRIMNITIVE)
(PRINITIVE)
(GIPSY)

(PRIMITIVE)
(GIPSY)

(SIS RS2 SR 222 R 2L S 22 2222 222t R R 2222 R 22 2R 22 22 d 2 s 2ttt
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o % B L KR ®» ® w» %

CALL WHBAND ( FDIt1, IDENT, MU, BND, IEV, %9999 )

INCLUDE GIPCOR

INCLUDE ERROR

INTEGER WORK ( .ARB )

INTEGER IDENT ( 20 ), IDNT2 ( 20 )
REAL FBAC '

BQUIVALESCE (NPPL,IDENT(6)), (NLINS,IDENT(7))
EQUIVALENCE (NCOLS,IDENT{13)), (NBOWS,IDENT(14))
BQUIVALENCE (NTBND,IDENT(17)), (NSBND,IDENT(18))
EQUIVALENCE (MODE,IDENT(19))

BQUIVALENCE (NTBND2,IDNT2(17)), (NSBND2,IDNT2(18))
BQUIVALENCE (MODE2,IDNT2(19))

CALL PPUSH ( °*FCPCHD' )

SET UP INPUT FILE

CALL RDKINL ( FDI1, IDENT, .OLD, IEV, %9999 )
CALL CLOSE ( FDI1 )
CALL RDKINL ( FDI2, IDNT2, .OLD, IEV, %9999 )
CALL CLOSE ( PDI2 )

" CHECK INPUT FILE

MODE ~= 1 & MODE -= 0 ) GO TO 9000
NTBND - NSBND <= 0 ) GO TO 9010
MODE2 ~= 1 § MODE2 ~= 0 ) GO TO 9000
MTBND2 - NSBND2 <= 0 ) GO TO 9010

-
L
o~ s~ o~

GET USER INFORMATION

CALL FDPCHMI ( FDI1, SELECT, PRAC, BTRATE, %9999 )
CHECK AVAILABLE SPACE

BLKSZE = NROHS #* NCOLS

YRKSZ = 3*BLKSZE + NPPL + NLINS

IF ( .OK == OSALOC ( WEKSZ ) ) GO TO 9020

GET THE BAND TO USE
BND = 1

SET UP CTRLT ADDRESS
CALL CTRLT ( %8000 )
CALL THE NUSBER CRUNCHER
CALL FDPCHMC ( PDIt, PFDI2, FDO1, BND, WORK, HRKSZ.
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SELECT, PRAC, BTRATE, IBV, %9998 )

‘ )
CALL PPOP
BETURN
.
8000 CONTINUE
') ;
’ CONTROL T EXIT ‘
‘ -

CALL IGNOBRT : |
CALL CLOSE ( FDI1 ) Lo - ’
CALL CLOSE ( PDI2 ) ‘ )
CALL CLOSE ( PDO1 )

RETURN

'y N
L ABNORMAL CONKDITIONS
s

9000 CONTINUE
]
] BOT AN INTEGER FILE
]

‘ IBY = -2012
o GO TO 9998

9010 CONTINUE
NO NUMERIC BANDS

IEY = -5018
GO TO 9998

9020 CONTINUE
NOT BEOUGH WORK SPACE
IBV = -5010
9998 CONTIRUE
]
s » ERBROR IN SUBPROGRAN
L
CALL CLOSE ( FDI1)
CALL CLOSE ( PDI2 )
CALL CLOSE ( FDO1 )

ABNORNAL RETURN

® % »

9999 RETURN 1
END
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#-~FDPCHI FIXED DPCM USER INPUT ' u1D
IDENTIPICATION
TITLE PDPCHI
AUTHOR OSCABR A. ZUNIGA
VERSION ‘2,01
DATE JULY 2, 1979
LANGUAGE RATPOR
SYSTEN IBN-370
PURPOSE

THIS ROUTINE ASKS THE USER THE INPUT PARAMETERS NBEDED
TO PERFORM A PIXED BIT ALLOCATION DPCH ON AN INAGE.

ENTRY POINT
FDPCHI ( FD, SBLECT, FPRAC, BTRATE, ERRET )
ABGUAENT LISTING

FD CHRARRAY FILE DESCRIPTOR

SELECT INT SELECTION NUMBER FOR DPCM TECHKNIQUE

FRAC REAL FRACTION OF STANDARD DEVIATION THAT
OF DPCM DITHER SHOULD BE

BTRATE INT THE DPCHM BIT RATE

ERRET ALTRET . ALTERNATE BRETUBN

INCLUDE FILES/COHNMONS

HACA1 INCLUDE MACRO PILE FOR TOKEN DEFINITION

GIPCON INCLUDE INCLUDE PILE FOR GIPSY

ERBOR IRCLUDE IBCLUDE FILE POR COMMON ERROR

TTCOHN INCLUDE INCLUDE FILE POR TERMINAL & RUNFILE I/O

ROUTINES CALLED

PPUSH PUSH PROGRAM NAME ONTO ERROR STACK (PRIRITIVE)
OSGTNN GET NANE STRIKG FROM FILE DESCRIPTOR (PRINITIVE)
GETI GET INTEGER INPUT (PRINITIVE)
GETR GET REAL INPUT (PRINITIVE)
PPOP POP PROGRAM NAME OFF ERROR STACK (PRIMITIVE)

SEEBE S L ERE SRS RS RN RLSLRRLEXE LS LSS LR LR XL R LR REEE L XERXE SR SR EE R RN

SUBROUTINE PDPCHNI ( PD, SELECT, PRAC, BTRATE, * )

-» L X B W R N N N N N N NN N R KR R K BN N R BN NRENRREZNEDH.RIJNIH.ETH.EZ:SH:RJENEZERJEH:SJ;NNN}N]

INCLUDE HACA1
IAPLICIT INTEGER (A -~ Z )

INCLUDE GIPCON
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6000

6010

6020

9999

{
INCLUDE ERROR .
INCLUDE TTCOM

CHABRACTER FD ( .FDLENGTH )

CHARACTER FPDIO ( .PILENAMEBLENGTH )
CHARACTER ALT, BELLS .

REAL FRAC

DATA ALT, BELLS / .ALTCHR, .BELLCHR /

CALL PPUSH ( 'rDPCHI' ) ‘
GET MNANME INTO SYSTEM STANDARD FORMAT
I? ( .OK ~= OSGTHEM ( FD, FDIO ) ) GO TO 9999

§RITE (RUNOT,6000) PFDIO, BELLS, ALT
PORMAT ( ' SELECT DPCM PREDICTOR PFOR °*, .FILENANELENGTH A1l,/,

' (2) 2-D DPCH PLAT HODBEL LSE'/,
(3) HOD DPCH FLAT NODEL LSE'/, .
() 2-D DPCH FLAT HODEL nveey,
{5) HNOD DPCH FLAT MODEL 8vE'/,

{6) 2-D DPCH SLOPED MODEL LseEY/,

{7) moD DPCH SLOPED HODEL LSE'/, . ]

(8) 2-D DPCHM  SLOPED MODEL MYEY/,

{9) -MOD DPCH SLOPED MODEL nve'/,
261)

IF ( .OK ~= GETI ( PDRUNI, SELECT ) ) GO TO 9999

- ® @& © o ® o

CHECK FOR LEGAL SELECTION NONMBER

WHILE ( SELECT < 2 | S!LBCT >9)
${(

WRITE (TTYOT,6000) FPDIO, BELLS, ALT

IP ( .OK ~= GBTI ( PDTTYI, SELECT ) ) GO TO 9999
$) ‘

WRITE (RUNOT,6010) BELLS, ALT
FORMAT ( ' ENTER PFRACTION OF STARDARD DEVIATION'/,

* THAT RANGE OF DITHER SEOULD BE --°', 2A1)
IP ( .OK ~= GETR ( PDRUNI, PRAC ) ) GO TO 9999

WRITE (RUNOT,6020) BELLS, ALT .
FORMAT ( * BNTER BIT BRATE --°, 2i1) -
IP ( .OK -~= GETI ( FDROUNI, BTRATE ) ) GO TC 9999

CALL PPOP
RETURN

CONTINUE

RETURYN 1
E¥D
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IDENTIPICATION
TITLE _ PDPCMC
AUTHOR OSCAR A. ZUONIGA
VERSION .01
DATE JULY 3, 1979
LANGUAGE RATFOR
SYSTEM IBN-370

PURPOSE

THIS ROUTINE READS BLOCKS PFROM AN INPUT INAGE IN A SCAN
RASTER MODE AND PERFORMS A PIXED BIT ALLOCATION DPCM ON
THOSE BLOCKS USING A NUMBER OF DPCH TECHNICUES AS SEL-
ECTED BY THE USER

ENTBY POINT

PDPCHC ( FDI, FDI2, FDO, BND, WORK, WBRKSIZ, SELECT,
FRAC, BTRATE, IEV, ALTRET )

ARGUMENT LISTING

DI INT FILE DESCRIPTOR FOR INPUT IMAGE

FDI2 INT FILE DESCRIPTOR FOR LOW PASS FILTEBRED
INAGE

DO INT FILE DESCRIPTOR FOR OUTPUT INAGE

BND INT IMAGE BAND TO PROCESS

WORK INT WORK ARBAY TO HOLD INPOT AND OUTPOT
BUPFERS

WRKSIZ IAT SIZE OF WOBRK ABRAY

SELECT INT SELECTION NUMBER FOR DPCH TECHNIQUE

PRAC REAL FRACTION OF STANDARD DEVIATION THAT
RANGE OF DITHER SHOULD: BE

BTRATE INT BIT BATE USED ON THE DECH

IEV INT ' INTEGER EVENT VARIABLE

ALTRET INT ALTERNATE ERROR RETURN

INCLUDE PILES/COMMONS
MACA1 IRCLUDE MACRO FILE FOR TOKEN DEFINITION
PROGBAN ENVIRONNMENT

THE INPUT IMAGE SHOULD BE PREPROCESSED IN THE POLLO-
WING MANRER BEFPORE BEING USED IN THIS PROGEAMN:

(1) BMOVE TOP LINE TO THE BOTTOM AND LEFT COLUMN TO
THE RIGHT. THIS CAN BE DONE BY USING TBE *'FLPEGS*
COMNAND IN GIPSY

(2) BLOCK THE RESULTING IMAGE IN RECTANGULAR BLOCKS
USING THE °*BLOCK' COMMAND IN GIPSY
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THE OUTPUT IMAGE SHOULD BE POSTPROCESSED IN THE
FOLLOWING HMANNER

APTER USING THIS PROGRAN:

(1) PUT THE IMAGE IHILIIB PORNAT USIKG THE ‘'BLOCK?

COMBARD IN
{(2) DELETE THE BOTTOM LINE AND THE RIGHTMOST CO-

Lunm ADD A NEW LINE AT THE TOP

GIPSY

IN THE IMAGE.

USING THE TOP LINE OF THE ORIGINAL INAGE.

ALSO A

ALGORITHA

THE POLLOWING STEPS

(1)
(2)

(3) COMPUTE THE HEAN

READ
READ A BLOCK PROAM LOW PASS FILTERED IMAGE .
AND VARIANCE OF THE DIFFERENCE

YRSTRGS' IN GIPSY.

ARE POLLOWED:

A BLOCK FROM THE INPUT INMAGE

BLOCK. :
(3) CREATE A QUANTIZATION TABLE USING A MAX QUANTIZER

BASED ON A GAUSSIAN DISTRIBUTION BY USING THE MEAN

AND VARIANCE CONPUTED IN STEP (3).

5

ADD
BEW COLUNMN AT THE LEPT USING THER LEFT
COLUMN OF THE ORIGINAL INAGE.
USING THE COBHAND

THIS CAN BE DOMNE

PEBFORN THE DPCM TRCHNIQUE SELECTED BY THE USER ON

THE INPUT BLOCK USING THE QUANTIZATIOR TABLE CREA-
TED O¥ STEP (8).

(6) WRITE THE OUTPUT

{SOTE) : THE TOP LINE
INPUT INAGE ARE USED
SUBSEQUENTLY THE TOP

BLOCK O¥ THE OUTPUT IRAGE

AND THE LEFTBROST COLUNN OF THE
TO INITIALIZE THE DPCM PROCEDURE.
AND LEFT NEIGBBORING EDGES FROHN

PREVIOUS BLOCKS ARE USED TO INITIALIZE THE CPCHM IN THE
CURRENT BLOCK

ROUTINES CALLED

PPUSH .
PPOP

RDKINL
CLOSE
CPYIDR
DSCxaA
PDSCI
PDSCR
COPYDS
BREAD
RURITE
FIXBLK

GETEGS

PUSHES PROGRAM NANE INTO ERROR STACK
POPS PROGRAM NANE OCT OF ERROR STACK
INRITIALIZES AND ACCESSES AN SIF FILE
CLOSES AN SIP FILE

GET DESCRIPTOR BECOBRDS PRON INPUT PFILE
WRITE THE NANE DESCRIPTOR RECORD

WRITE INTEGER DESCRIPTOR RECORD

WRITE REAL DESCRIPTOR RBCORD

COPY DESCRIPTOR RECOBRDS TO OUTPUT FILE
READS PFROB AN SIF FILE

WRITES TO AN SIY PFILE ‘

FIXES BOTTOHM AND/OR RIGHT EDGES OF THE
BOTTO® OR RIGHTMOST BLOCKS OF THE
IBAGE .

GETS THE ¥EIGHBORING EDGES OF THE
BLOCKS AT THE TOP AND AT THE LEFT OF

THE CURRENT BLOCKX IN THE RECONSTRUCTED .
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(PRINITIVE)
(PRIMNITIVE)
(PRIMITIVE)
(PRINITIYE)
{(PRINITIVE)
(PRINITIVE)
(PRINITIVE)
(PRINITIVE)
{PRINITIVE)
(PRINITIVE)
(PRINITIVE)
(GIPSY)

{(GIPSY)
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INMAGE
UPDEGS UPDATES THE BUFFER WHICH STORES ALL
TOP EDGES IN A ROW OF BLOCKS AND
- ALL LEFT EDGES IN A COLUMN OF BLOCKS
HMVARDL COMPUTES MEAN AND VARIANCE OF THE DI-
PFERENCE BETWEEN TWO BLOCKS
BKDPCR CREATES QUANTIZATION TABLE AND PERFOR-
MS DPCH ON INPUT BLOCKS

(GIPSY)

(GIPSY)

(GIPSY)

XX LR X EBEEE R LS R BELIREERE SR EEEREE R R ESEBE R ESE R SR SRS ESRREERE L SR RES

SUBROUTINE FDPCAC ( PDI, FPDI2, FDO, BND, WORK, WRKSIZ,
SELECT, PRAC, BTRATE, IEV, * )

INCLUDE MACA1 .

IMPLICIT INTEGER ( A - 2 )

CHARACTER FDI { .FDLENGTH ), FDO {( .FDLENGTE )
CHARACTER PFDI2 ( .FPDLENGTH )

IRTEGER IDENT ( 20 ), JDENT ( 20 )
INTEGER IDNT2 { 20 )

INTEGER WORK ( WBKSIZ ), Z ( 33)
REAL FRAC, ERROR, REAN, VAR

EQUIVALENCE (NBITS,IDENT(5)), (RWDS,IDENT (12))
EQUIVALENCE (NPPL,IDENT(6)), (NLIN,IDENT({(7))
EQUIVALENCE (MODE,IDENT(19)) '
EQUIVALENCE (NCOLS,IDENT(13)), (NROWS,IDENT{14))
EQUIVALENCE (BPPL2,IDNT2(6)), (NLIN2,IDHNT2(7))
EQUIVALENCE (NCOL2,IDNT2(13)), (NROW2,IDNT2{14))

CALL PPUSH ( °'FDPCHNC' )
IsT = 359140257

OPEN INPUT FILE
CALL RDKINL ( PDI, IDENT, .OLD, 1EV, %9998 )
CALL CLOSE ( FDI )
CALL RDKINL ( PDI2, IDNT2, .OLD, IEV, %9998 )
CALL CLOSE ( PDI2 )

CHECK IP SIZE OF INPUT FILES
IS THE SAMR

IP ( NPPL~=NPPL2 | NLIN-~=NLIN2 ) GO TO 9010
IF ( BCOLS-~=NCOL2 | NROWS~=NROW2 ) GO TO 9020

Do r'= 1, 20
JDENT(I) = O
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JDENT(5) = NBITS
JDENT (6) = NPPL
JDBET (7) = NLIN
JDENT(13) = NCOLS
JDBRT (14) = NROWS
JDENT(17) = 1
JDEBNT (20) = 1

CALL
CALL

CALL
CALL
CALL

CALL
CALL

CALL

NBPC
NBPR

COPY DESCRIPTOR RECORDS PROM INPUT INAGES,
ROUTINE NAME AND PARAMETERS TO TBHPORIRY
SEQUENTIAL FILE

CPYIDR { FDI, IDENT, .OPNTEP, IEV, %9998 )
CPYIDR ( PDI2, IDNT2, .NOOPNTHP, IEV, %9998 )

DSCNAM ( *PDPCHC', IEV, %9998 )

PDSCI ( 'INPUT IMAGE BAND NUNBER.', BND, IEV, %9998 )
PDSCI ( 'DPCM PREDICTOR (SELECT).', SELECT, IEV, %9998 )
PDSCI ( *BIT RATE _ » %, BTRATE, IEV, %9998 )
PDSCR ( *DITHER FRACTION «', FPRAC, IEV, %9998 )

OPEN OUTPUT IMAGE AND COPY T0 IT THE
- DESCRIPTOR RECORDS FROM TEMPORARY FILE

COPYDS ( PDO, JDENT, IEV, %9998 )
ACTUAL NUMBER CRUNCHING

= ICEIL ( WLIN, NROWS )
= ICEIL ( WPPL, NCOLS ) -

NBLCKS = NBPC * NBPR

BLKS
ZLEN
PT1
PT2
PT3
PT4
PTS

ZE = NROHS #* KRCOLS
= NCOLS + NROWS + 1
1
BLKSZE + PT1
NPPL + PT2
NLIN ¢+ PT3
BLKSZE + PTH

GET TOP AND LEFPT EDGES IN THE
ORIGINAL IBAGE

DO I = 1, NBPC

$(

BLKNO = ( NBPR - 1 ) ® NBPC + I

o §
Do
$)

LL BREBAD ( FDI, WORK({PT1), BND, BLKNO, IDENT,
«WAIT, IEV, %9999 )
K = 1, NRONS
'08!('!035‘(1-1)09?3*!-1) = WORK (KROWS* {(RCOLS-~ 1)*K)

DO J = 1, NBPR

$(
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8000

BLKNO = J * NBPC :
CALL BRREAD ( FDI, WORK(PT1), BND, BLKNO, IDENT,
.WAIT, IEV, %9999 )
DO K = 1, BCOLS
s WORK (HCOLS* (J-1) +PT2¢K-1) = WORK (NROWS*EK)
)

CORMNR = WORK(PTZ2+¢RPPL-1)
CORRECT EDGES

WORK (PT2+NPPL-1) = WORK (PT2+NPPL-2)
WORK (PT3+HLIN~-1) = WORK (PT3+MLIN-2)

NOW READ EACH BLOCK IN THE INAGE
IR A BASTER SCAN MODE AND PROCESS

DO I = 1, NBEC
$¢(
. BXTCHER = WORK ( NROWS*I ¢ PT3 - 1)
DO J = 1, WBPR :
$(
BLEKNO = NBPC * ( J - 1) + I
CALL RREAD ( PDI, WORK(PT1), BND, BLKNO, IDENT,
LWAIT, IBV, %9999 )
CALL PIXBLK ( WORK(PT1), I, J, NBPC, NEPR,
NBOWS, NCOLS )
- CALL RREAD ( PDI2, WORK (PTS), BND, BLKNO, IDNT2,
.WAIT, IEV, %9999 )
CALL NVABRDL ({ WORK(PT1), WORK(PTS), MEAN, VAR,
BLKSZE )
CALL GETEGS ( WORK(PT2), WORK(PT3),
CORMR, NPPL, BLIN, I, J,
NROWS, NCOLS, Z, ZLEN )
CALL BKDPCM ( WORK(PT1), WORK(PT3), WORK(PTS),
Z, ZLEN, MEAN, VAR, NROWS, NCOLS,
BTRATE, FRAC, IST, SELECT, ERROR )
CALL RWRITE ( PDO, WOBK (PT4), BND, BLKNO, JDENT,
.WAIT, IEV, %9999 )
CALL UPDEGS ( WORK(PT4), WORK(PT2), WORK(PT3),
CORNR, NPPL, NLIN, I, J,
NROWS, NCOLS )
$)
CORNR = HXTCNR
$)

CONTINUE

CALL CLOSE ( FDI )
CALL CLOSE ( PDI2 )
CALL CLOSE ( FDO )
CALL PPOP '
RETURN

ABNORMAL CONDITIONS
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9010 CONTINUE
s
: IBPUT FILES ARE NOT THE
’ SAME SIZE
*
IEV = -5021
GO TO 9999
’
9020 COBTINUE
s |
# INPUT PILES NOT THE SAME
’ . SIZE
’
IEV = -5023 .
GO TO 9999 o '
’
’

9998 CONTINUE

READ OR WBITE ERROR

™ %

CALL CLOSE ( PDI )
CALL CLOSE ( FDI2 )
CALL CLOSE ( FDO )
9999  RETORN 1

END
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#--DPCHCD DPCH DATA COMPRESSION DRIVER - HID
IDEXNTIPICATION
TITLE DPCHCD
AUTHOR QOSCAR A. ZUNIGA .
VERSION A.01
DATE JULY 16, 1979
LANGUAGE RATFOR
SYSTEAM IBA-370
PURPOSE

THIS IS THE DRIVER FOR THE DPCH DATA CONPRESSION PACKAGE.
ESTRY POINT

DPCHCD ( WORK, ALTRET )

ARGUBRENT LISTING ‘ *
WORK INT WORK ABRRAY TO HOLD INPUT ABD OUTPUT
BUFFERS
ALTRET INT . ALTERNATE ERROR RETURN

INCLUDE PILES/COMNONS

HACA1 INCLUDE ‘ BACRO PILE FOR TOKEN DEFINITION
GIPCONM INCLUDE INCLUDE FILE FOR GIPSY
ERBROR INCLUDE INCLUDE FILE POR COMMON ERROR

ROUTIBES CALLED

PPUSH PUSHES PROGRAM NAME INTO ERROR STACK {PRINITIVE)
‘PPOP POPS PROGRAN NAME FROM ERROR STACK (PRINITIVE)
BDKINL INITIALIZES AND ACCESSES AN SIF PILE (PRINITIVE)
CLOSE CLOSES AN SIF FILE (PRINITIVE)
CTRLT RETURNS ADDRESS OF CONTROL T (PRINITIVE)
IGNORT IGNORES CONTROL T (PRIMITIVE)
QOSALOC ALLOCATE DIN WORDS POR DYNAMIC ARRAY (PRIMITIVE)
DPCHCI ASKS USER POR INPUT PARAMETERS {GIPSY)

DPCHMDC PERFORMS A NON-CAUSAL OR CAUSAL BIT (GIPSY)

ALLOCATION DPCM ON AN INPUT IMAGE

S REREBEEREELEBEEREE L EAS R L SR LE XX LR R BB A B EE B SR E LR EX R EE KRR EEE R R XS

SUBROUTINE DPCHCD ( WORK, * )

» L L K N N N N N N R & 3 B K B N L X XL R B N N N K B N N X R LENENELIEERZSENZSENXNRZSZ®EZJR X ]

IBCLUDE HACA1
INPLICIT INTEGER (A - 2)

INCLUDE GIPCON
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INCLUDE ERBROR

IBTEGER WOBK ( .ARB )

INTEGER IDENT ( 20 ), IDNT2 ( 20 )
REAL FRAC, C, ALPHA, GABHNA
LOGICAL FLAG

EQUIVALENCE (NPPL,IDENT(6)), (NLIXS,IDENT (7))
BQUIVALENCE (NCCLS,IDENT(13)), (NROWS,IDENT(14))
BQUIVALENCE (NTBND,IDENT(17)), (NSBND,IDEXNT(18))
EQUIVALENCE (MODE,IDENT(19))

BQUIVALENCE (NTBND2,IDNT2{17)), (NSBND2,IDRT2(18))

-BQUIVALENCE (MODE2,IDNT2(19))

™® W - . s W i W ah s » % W% 4 » ¥

o W %

™ W w»

CALL PPUSH ( *DPCHMCD! )

SET UP INPUT PILE

CALL RDKINL ( PDIY, IDENT, .OLD, IEV, %9999 )
CALL RDKINL ( PDI2, IDNT2, .OLD, IEV, %9999 )

CALL CLOSE ( PDIV )
CALL CLOSE ( FDI2)

CHECK INPUT FILE

IP ( MODE ~= 1 & MODE -~= 0 ) GO TO 9000
IF ( NTBND - NSBND <= 0 ) GO 70 9010

IF ( MODE2 -= 1 & MODE2 -~= 0 ) GO TO 9000
IP ( NTBND2 - NSBRD2 <= 0 ) GO TO 9010

GET USER INFORMATICN

CALL DPCHMCI ( FDI1, SELECT, FRAC, MXNBTS, MINBTS, C,
ALPHA, BUPSZE, GAMMA, FPLAG, %9999 )

- CHECK AVAILABLE SPACE

BLXSZE = NROWS * NCOLS
NBLCXS = ICEIL (NLINS,NROWS) *ICEIL(NPPL,NCOLS)
9RKSZ = 3*BLKSZE ¢ NPPL + NLINS + NBLCKS
IF ( .OK -= 0OSALOC ( ®RXSZ ) ) GO TO 9020

GET THE BAND TO USE
BND = 1

SET 0P INTEBROPT CONTROL T
CALL CTBLT ( %8000 )

CALL THE NUNBER CRUNCHER
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9000

9010

“ " »

9020

» b ®

) 9998

™ % w»

w» w "

ot 9999

CALL DpcaDC ( FDI1, PDI2, FDO1, BAD, WORK, WRKSZ,
SELECT, FRAC, C, ALPHA, GAMHNA, BUFSZE,
NXNBTS, 4INBTS, FPLAG, IEV, %9998 )

CALL pPOP
RETUBRN

COJTINUE

CONTROL T EXIT
CALL IGNOBT
CALL CLOSE ( FDI?1 )

CALL CLOSE ( FDI2 )
CALL CLOSE ( PDO1)

RETURN

ABNORMAL CONDITIONS
CONTINUE

NOT AN INTEGER FILE
IBV = -2012
GO TO 9998
CONTINUE

NO NUMERIC BANDS

IBRY = -5018
GO TO 9998

CONTINUE

NOT ENOUGH WORK SPACE
IEV = -5010
CONTINOE

ERROR IN SUBPROGRAYN
CALL CLOSE ( FDI1)
CALL CLOSE ( PDI2 )
CALL CLOSE ( PDC1)

ABNORMAL BRETURNW

RETORN 1
END
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IDENTIPICATION

TITLE
AUTHOR
VERSION
DATE
LANGUAGE
SISTEM

PURPOSE

DPCM DATA CONPRESSION USER INPUT MID

DPCHCI

OSCAR A. ZUNIGA
A.01

JULY 10, 1979
RATFOR

IBu-370

THIS ROUTINE ASKS THE USER THE INPUT PARAMETERS NEEDED
TO PERFORM A CAUSAL OR A NON-CAUSAL DPCM COMPRESSION

ON AN INMAGE.
ESTRY POINT

DpPCHCI ( FPD, SEIL
BOPSZE,

ARGUMENT LISTING

FD CHRARRAY
SELECT INT

PRAC REAY
MXNBTS INT
MINBTS INT

C REAL
ALPHA REAL
BOFSZE INT

GANNA REAL

PLAG LOG
ERRET ALTRET
INCLODE FILES/COMMONS
MACA1 INCLUDE
GIPCOM INCLUDE
ERROR INCLUDE
TTCON INCLUDE

ROUTIRES CALLED

PPUSH PUSH PROGRAM NAME ONTO ERXROR STACK (PRIMITIVE)

OSGTNM GET NANE STRING FROM FILE DESCRIFTOR (PRINITIVE)

GETI GET INTEGER INPUT (PRINITIVE)
232

ECT, PRAC, MXNBTS, MINBTS, C, ALPHA,
GaMMA, FLAG, ERRET )

FILE DESCRIPTOR

SELECTION NUMBER FOR DPCM TECHNIQUE
FRACTION OF STANDARD DEVIATION THAT
RANGE OF DPCM DITHER SHCULD BE

THE ALLCWED MAXIMUM NUXBER OF BITS PEER
PIXEL FCR ANY BLOCK

THE ALLOWED SINTIMUM NUMEBER OF BITS PER
PIXEL PFOR ANY BLOCK

THE CHANNEL CAPACITY IN BITS PER PIXEL
THE DISTORTION MODEL CCNSTANT

THE SIZE OF THE BIT BUFFER

CONSTANT USED TO UPDATE THE EXPECTED
AVERAGE VARIANCE IN CAUSAL BIT ALLOCA-
TION. .

TRUE FOBR CAUSAL BIT ALLCCATION AND
PALSE OTHEBWISE

ALTERNATE RETURN

MACRO FILE POF TOKEN DEFINITICN

INCLODE PILE FOR GIPSY

INCLUDE PILE FOR COMNCN ERFOR

INCLUDE FILE FOR TERMINAL & RUNFILE I/O




L GETR GET REAL INPOT (PRINITIVE)
$ peop POP PROGRAM NAME OFF EBBOR STACK (PRINITIVE)
3
#
PERERX RSB RE LA BZ AL LRSI BESSE R A ERX BB IRERREBRLEEBARE AR ABEEER BN RS
L
 J
SUBROUTINE DPCMNCI ( FD, SELECT, PRAC, HXNBTS, AINBTS, C,
ALPHA, BOFSZE, GAMMA, FLAG, * )
INCLUDE MACA1
INPLICIT INTEGER ( A ~ Z )
]
INCLUDE GIPCOM
INCLUDE ERBOR
INCLUDE TTCOM
'y .
CHARACTER FD ( .FDLENGTH )
CHARACTER FDIO ( .FILENAMELENGTH )
CHARACTER ALT, BELLS
LOGICAL PLAG
REAL FRAC, C, ALPHA, GAMMA
L
DATA ALT, BELLS / .ALTCHR, .BELLCER /
3 .
CALL PPUSE ( *'DECHCI' )
L]
# GET NAME INTO SYSTEM STANDABD FORNAT
3

IP ( .0OK ~= OSGTNM ( PD, FDIOC ) ) GO TO 9999

WRITE (RONOT,6000) PDIO, BELLS, ALT
6000 FORMAT ( ' SELECT DPCM PREDICTOR FOR ',.FILENAMELENGTH A1l,/,

| {2) 2-D DPCH FLAT MODEL LsSE'/,
. (3) MOD DPCH PLAT MODEL Lse'/,
) {4y 2~-D DPCH FLAT MODEL MVE'/,
) (5) moD DPCHM FLAT MODEL MVE'/,

(6) 2-D DPCM  SLOPED MODEL LSE'/,
(7) 0D DPCM  SLOPEL MODEL LSE'/,
(8) 2-D DPCM  SLOPED MODEL MVE'/,
| (9) MOD DPCM  SLOPELC MODEL MVE'/,
| 201 )

I? ( .OK ~= GETI ( PDRUNI, SELECT ) ) GO TO 9999

CHECK FOR LEGAL SELECTION NOUMBER

.
L

VHILE ( SELECT < 2 | SELECT > 9 )
$(

WRITE (TTYOT,6000) FDIO, BELLS, ALT

IF ( .OK -~= GETI ( FDTTYI, SELECT } ) GO TG 9999
3)

WRITE (RUNOT,6010) BELLS, ALT
6010 FORMAT ( ' ENTER FRACTION OF STANDARD DEVIATION'/,
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6020

6025

6030

6040

6050

6060

6070

9999

' THAT RANGEZ OF DITHER SKOULD BE =--*, 2A1)
IF ( .OK ~= GETE ( FDRUNI, FRAC ) ) GO TO 9999

WRITE (RUNOT,6020) BELLS, ALT
PORMAT ( *' ENTEER MAX BITS =--', 2A1)
IP ( .OK ~= GETI ( FDRUNI, MXNBTS ) ) GO TC 9999

WRITE (ROUNOT,602S5) BELLS, ALT
PORMAT ( ' BENTER MIN BITS =--=', 2A1)
IF ( .OK ~= GETI ( FDRUNI, MINBTS ) ) GO TO 9999

WBITE (RUNOT, 6030) BELLS, ALT
FORMAT ( ' ENTER CHANNEL CAPACITY--', 2A1 )
IF ( .OK ~= GETR ( FDRONI, C ) ) GO TO 9999

WRITE (RUNOT,6040) BELLS, ALT

PFORMAT ( ' ENTER DISTORTION MODEL CONSTANT =--',
201 )

IF ( .OK ~= GETR ( PDRUNI, ALPHA ) ) GO TO 9999

WRITE (RUNOT,6050) BELLS, ALT
PORMAT ( ' ENTER BUPFER SIZE --', 231)
IP ( .OK ~= GETII ( FDRONI, BOFSZE ) ) GO TOC 9999

WRITE (RONOT,6060) BELLS, ALT
FORMAT ( ' NON-CAUSAL (0)? OR CAUSAL (1) ?-=-%, 2A1)
IF ( .OK -= GETI ( FDRONI, KK ) ) GO TOC 9999
I?P ( KK == 1)
$(
FLAG = .TROE.
WRIT® (RONOT,6070) BELLS, ALT
FOBMAT ( * ENTER UPDATING CONSTANT --', 2A1 )
IP ( .OK ~= GETR ( FDRONI, GAMMA ) ) GO TC 9999
$)
ELSE PLAG = .FALSE.

CALL PPOP
RETURN

CONTINUE

RETURN 1
END




#--DPCHDC NON-CAUSAL AND CAUSAL DPCM DATA COMPRESSION aID
§

# IDENTIFICATION

$

L4 TITLE DpCuDC

s AUTHOR OSCAR A. ZUNIGA

$ VEBSION A.01

8 DATE JULY 16, 1979

# LARGUAGE RATFOR

s SYSTEn IBn-370

s

# PURPOSE

] ' .

THIS ROUTINE READS BLOCKS FROM AN INPUT IMAGE IN A SCAN

# RASTER MODE AND PERFORMS A NONWN-CAUSAL OR CAUSAL BIT ALL-

# OCATION DPCM ON THOSE BLOCKS USING A NUMBER OF DPCM TEC-

L HNIQUES AS SELECTED BY THE USER.

3

4 ENTRY POINT

L

s ppcuDpC ( FDI, FDI2, FDO, BND, WORK, WRKSIZ, SELECT,

$ PRAC, C, ALPHA, GAMMA, BUFSZE, MXNBIS,

L4 BINBTS, FLAG, IEV, ALTRET )

’ .

¢ ARBGUMENT LISTING

L

$ DI INT PILE DESCRIPTOR FOR INFUT IMAGE

s FDI2 INT FILE DESCRIPTOR FOR LOW PASS FILTERED
$ IMAGE

& DO INT - PILE DESCRIPTOR FOR CUTIPUT IMAGE

L BND INT IMAGE BAND TO PROCESS

4 WORK INT WORK ARBAY TO HOLD INPUT AND OUTPUT

$ BUPFERS

3 WRKSIZ INT SIZE OF WORK ARRAY

L4 SELECT INT SELECTION NUMBER FOR CPCY¥ TECHNIQUE

$ FRAC BEAL PRACTION OF STANDARD DEVIATION THAT

L4 RANGE OF DITHER SHOULD BE

L C REAL THE CHANNEL CAPACITY IN BITS PER PIXEL
$ ALPHA REAL DISTCRTION MODEL CONSTANT

L cAnna REAL CONSTANT USED TO UPDATE THE EXPECTED

] AVERAGE VARIANCE IN CAUSAL BIT ALLOCA-
L4 TION DPCH

? BOFSZE 1INT THE SIZE OF THE BIT BUFFER

s BINBTS INT THE ALLOWED NAXINUM NOUOMBEER OF BITS PER
* PIXEL FOR ANY BLOCK

s MINBTS INT THE ALLOWED MININUM NOMBER OF BITS PER
$ PIXEL FOR ANY BLOCK

8 PLAG LOG TROE FOR CAUSAL BIT ALLCCATION AND FALSE
L OTHERWISE.

] IEY INT INTEGER EVENT VARIABLE

L ALTRET INT ALTERNATE ERBOR RETURN

L

$ INCLODE PILES/CONNONS

L
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INCLODE

PROGRAM ENVIRONMENT

MACRO FILE FOR TOKEN DEFINITION

THE INPUT IMAGE SHOULD BE PEEPROCESSED IN THE FOLLOW-
ING MANNER BEFORE BEING OSED IN THIS PROGRAMNM:

(1) MOVE TOP LINE TO THE BOTTOA
BRIGHT.

BAND IN GIPSY.
(2) BLOCK THE RESULTING INAGE IN RECTANGULAR BLOCKS USING
THE *BLOCK' COMMAND IN GIPSY.

AND LEFT COLUMN TO THE
TBIS CAN BE DONE BY USING THE 'FLPEGS' CON-

THE OUTPUT IMAGE SHOULD BE POSTPROCESSED IN THE FOLLOWING
MANNER AFTER USING TEIS PROGRAN:

{1) PUT THE IMAGE IN LINE FORMAT OSING TEE 'BLOCK' COMMAND

IN

GIPSY.

(2) DELETE THE BOTTOM LINE AND THE RIGHTMOST COLUMN IN THE

IMAGE.
THE ORIGINAL IMAGE.

USING THE LEFT COLUMN OF THE ORIGINAL IMAGE.

DONE BY USING THE COMMAND 'RSTEGS'

ALGORITHN

BEFER TO CHAPTER EIGHT IN THE PROJECT REPORT.

BOUTINES CALLED

PPUSH
PPOP
RDKINL
CLOSE
CPYIDR
DSCHAN
PDSCI
PDSCR
BDSCPS
COoPYDS
RREAD
BWRITE
FIXBLK

GETEGS

UPDEGS

BKDPCH

PUSHES PROGRAM NARE INTO ERROR STACK
POPS PROGRAM NANE FROM ERROR STACK
INITIALIZES AND ACCESSES AN SIF FILE
CLOSES AN SIF PILE

GET DESCRIPTOR RECORDS FROM INPUT FILE
WRITE THE NAME DESCRIPTOR RECORD

WRITE INTEGER DESCRIPTOR RECORD

WRITE REAL DESCRIPTOR RECORD

WRITE PACKED STRING DESCRIPTOR RECCRD
COPY DESCRIPTOR RECORDS TO OUTPUT FILE
READS FRON AN SIF PILE

WRITES TO AN SIF FILE

FPIXES BCTTONM AND/OR RIGHT EDGES OF THZ
BOTTOM OR RIGHTHNOST BLOCKS OF THE IN-
PUT INAGE.

GETS THE NEIGHBORING EDGES OF THF BLCC~
KS AT THE TOP AND AT THE LEFT OF THE
CURRENT BLOCK IN THE RECONSTRUCTED I-
BAGE

UPDATES THE BUFFERS WHICH STORE ALl
TOP EDGES IN A ROW OF BLOCKS AND ALL
LEPT EDGES IN A COLUMN OF BLOCKS
CREATES QUANTIZATION TABLE AND PEREC-
RAS DPCM ON INPOT BLOCKS

286

IN GIPBSY.

ADD A NEW LINE AT THE TOP USING THE TOP LINE OF.
ADD ALSO A JEW COLUMN AT THE LEFT
THIS CAN BF

(PRINITIVE)

(PRIMITIVE)

(PRIMITIVE)
(PRINITIVE)
(PRINITIVE)
(PRIMITIVE)
(PRIMITIVE)
(PRINITIVE)
(PRINITIVE)
(PRIMNITIVF)
(PRIMITIVE)
(PRINITIVE)
(GIPSY)

(GIPSY)

(GIPSY)

(GI?sY)
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L MVARDL COMPUTES MEAN AND VARIANCE OF THE DIF- (GIPSY)
3 PERENCE BETWEEN TWO BLOCKS
3 NBITAL PERPORMS A NON-CAUSAL BIT ALLOCATION (GIPSY)
# ON THE BLOCKS OF THE INPUT IMAGE
3 CBITAL PERFORMS A CAUSAL BIT ALLOCATION ON (GI®SY)
$ THE BLOCKS OF THE INPOT IMAGE
s
L
$RRBBEERRLEERREEBASEE AR ARX AR RRXNESSFAREE XA BRER SR RR S S XX R R SECA RS RN K AR
3
L]

SUBROUTINE DPCHMDC ( FDI, PDI2, FDO, BND, WCBK, WBKSIZ,
SELECT, FRAC, C, ALPRA, GA#MNA, BUFSZE,
MXINBTS, MINBTS, FLAG, IEV, * )

3
INCLODE MACA1
INPLICIT INTEGEB ( A = Z )
CHARACTER PDI ( .FPDLENGTH ), FPDO ( .FPDLENGTH )
CHARACTER FDI2 ( .FDLENGTH )
INTEGER IDENT ( 20 ), JDENT ( 20)
INTEGER IDNT2 ( 20 )
INTEGER WORK ( WBKSIZ ), Z ( 33
REAL PRAC, ERROR, MEAN, VAR, ALPHA, GAHNMA, C
REAL VARBUP ( 1024 ), MEANBP ( 1024 )
LOGICAL PLAG
]
EQUIVALENCE (NBITS,IDENT(S)), (N¥WDS,IDENT(12))
BQUIVALENCE (NPPBL,IDENT(6)), (NLIN,IDENT (7))
BQUIVALENCEZ (MODE,IDENT(19))
BQUIVALENCE (NCOLS,IDENT(13)), (NROWS,IDENT (14))
BQUIVALENCE (NPPL2,IDNT2(6)), (NLIN2,IDNT2(7))
EQUIVALENCE (NCOL2,IDNT2(13)), (NROW2,IDNT2(14))
3
$
CALL PPUSH ( 'DPCHDC' )
]
IST = 359140257
’
$ OPEN INPUT FILE
)
CALL BDKINL ( PCI, IDENT, .OLD, IEV, %9998 )
CALL CLOSE ( FDI )
CALL RDKINL ( PDI2, IDNT2, .OLD, IEV, %9998 )
CALL CLOSE ( FDI2 )
L)
] CHECK IF SIZE OF INPUT FILES
3 IS THE SANE
’
IP ( RPPL-~=NPPL2 | NLIN-~=NLIN2 ) GO TO 9010
IP ( NCOLS~=NCOL2 | NRORS~=NROW2 ) GO TO 9020
s
po I =1, 20
JDENT(I) = 0
287
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JDENT(S) = NBITS
JDENT (6) = NPPL
JDENT (7) = RLIN
JDENT (13) = NCOLS
JDENT (14) = NBOWS
JDENT (17) = 1
JDENT (20) = 1

COPY DESCRIPTOR RECORDS FRCX INPUT INAGES,
ROUTINE NAME AND PARAMETERS TO TEMPORARY
SEQUENTIAL FILE

CALL CPYIDR ( FDI, IDENT, .OPNTMP, IEV, %9998 )
CALL CPYIDR ( FDI2, IDNT2, .NOOPNTMP, IEV, %9998 )
CALL DSCNAM ( *DPCMDC*', IEV, %9998 )
CALL PDSCI ( 'INPUT IMAGE BAND NUNBER.', BND, IEV, %9998 )
-CALL PDSCI ( 'DPCM PREDICTOR (SELECT).', SELECT, IEV, %9998 )
CALL PDSCI ( *'BIT BUFFER SIZE .', BUFSZE, IEV, %9998 )
CALL PDSCI ( 'ALLOWED MAX #BITS/PEL .', MXNBTS, IEV, %9998 )
CALL PDSCI ( 'ALLOWED MIN #BITS/PEL .', MINBTS, IEV, %9998 )
CALL PDSCR ( 'DITHER FRACTICN .', PRAC, IEV, 19938 )
CALL PDSCR ( 'CHANNEL CAPACITY «', C, IEV, %9998 )
CALL PDSCR {( 'DISTORTION MODEL CONST .', ALPHA, IEV, %9993 )
I? ( FLAG )
$(.

CALL PDSCPS ( 'CAUSAL BIT ALLOCATION .', IBV, %9998 )

CALL PDSCR ( 'UPDATING CONSTANT «', GANMMA, IEV, %9998 )
3$)
ELSE

CALL PDSCPS ( °'NON-CAUSAL BIT ALLOCAT.', IEV, %9998 )

OPEN QUTPUT IMAGE AND COPY T0 IT THE
DESCRIPTOR RECORDS FROM TEMPORABY FILE

CALL COPYDS ( FPDO, JDENT, IEV, %9998 )

ACTUAL NUMBER CRUNCHING

§BPC = ICEIL ( NLIN, NROWS )
NBPR = ICEIL ( NPPL, NCOLS )
NBLCKS = NBPC * NBPR

BLKSZE = NBOWS * NCOLS

ZLEN = NCOLS + NROWS + 1

PT1

PT2 =

PT3
PTH
PTS
PT6

1

BLKSZE + PT1
MPPL + PT2
NLIN ¢+ PT3
BLKSZE + PT4
NBLCKS + PTS
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GET TOP AND LEFT EDGES IN THGZ
ORIGINAL IMAGE

DO I = 1, NBPC
$(

BLKNO = ( NBPR - 1) * NBPC + I

CALL RREAD ( FDI, WORK(PT1), BND, BLKNO, ILCENT,

.WAIT, IEV, %9999 )
DO K = 1, NROSWS
FOBK (NROWS*> {(I~1) +PT3+K~-1) = WORK (NROWS#* (NCOLS~-1) +K)

$)

DO J = 1, NBPR
S(

BLKNO = J * NERC

CALL RREAD ( FDI, WORK(PT1), BND, BLKNO, IDENT,

.¥AIT, IEV, %9999 )
DO K = 1, ¥COLS
WORK (NCOLS* (J~1) +PT2+K-1) = WORK (NROWS *K)

$)
CORNR = WORK(PT2+§PPL-1)

CORRBRECT EDGES

WORK (PT2+NPPL~-1) = WORK (PT2+NPPL~-2)
WORK (PT3+NLIN-1) = WORK (PT3+NLIN-2)

COMPUTE MEAN AND VARIANCES
FOR EACH BLOCK IN THE IMAGE

DO I = 1, NBPC
DO J = 1, NBPR
$(
BLKNO = NBPC * (J - 1) + I
NOM = NBPR # (I - 1) + J
CALL BREAD ( FDI, WORK(PT1), BND, BLKNC, IDENT,
JWAIT, IEV, %9999 )
CALL FIXBLK ( WORK(PT!), I, J, NBPC, NBPR,
NROWS, NCOLS )
CALL RREAD ( FDI2, WORK(PTS), BND, BLXNG, IDNT2,
LIAIT, IEV, %9999 )
CALL MVARDL ( WORK(PT1), WORK(PTS), SEAN, VAR,
BLKSZE )
VARBOFP ( NUM ) = VAR
MEANBP ( NUM ) = MEBAN
$)

PERFORM A CAUSAL OR NON-CAUSAL
BIT ALLOCATION

I? ( PLAG )

CALL CBITAL ( VARBUOP, WCRK(PT6), NBLCKS, BLKSZF,
ALPHA, GAMMA, C, MXNBTS, MINBTS,
BUFSZE, NBPC, NEPR )
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IP ( -~ PLAG )

CALL NBITAL ( VARBUF, WORK(PT6), NBLCKS, BLRSZE,
ALPHA, C, MXNBTS, MINBTS, BUFSZE,
NBPC, NBPR )

NOW READ EACH BLOCK IN THE INAGE
IN A RASTER SCAN MODE AND FRCCESS

W W W% e

DO I = 1, NBPC
$(
NXTCNR = WORK ( NROWS*I + PT3 - 1) )
‘ DO J = 1, NBPR : ‘ 1
$(
BLKNO = NBPC * (J -~ 1) + I
NOM = NBPR * (I - 1) +J
CALL RREAD ( PDI, WORK(PT1), BND, BLKNC, IDENT,
.WAIT, IRV, %9999 )
CALL RREAD ( FDI2, WORK(PTS), BND, BLKNO, IDNT2,
.WAIT, IEV, %9999 )
MEAN = MEANBF ( NOM )
VAR = VARBUF ( NUM )
‘ BTRATE = WORK ( PT6 + NOM - 1)
. x CALL GETEGS ( WORK(PT2), WORK(PT3),
| CORNR, NPPL, NLIN, I, J,
| NROWS, NCOLS, 2, ZLEN ) T
CALL PIXBLK ( WORK(PT1), I, J, NBPC, NEPE,
NROWS, NCOLS )
CALL BKDPCN ( WOBK(PT1), WORK(PT4), WORK(PTS),
Z, ZLEN, MEAN, VAR, NROWS, NCOLS,
BTRATE, FRAC, IST, SBLECT, ERROR )
CALL RWRITE ( FDO, WORK(PT4), BND, BLKNO, JDENT,
<#AIT, IEV, %9999 )
CALL UPDEGS ( WORK(PT4), WORK(PT2), WORR(?2T3),
CORNR, NPPL, NLIN, I, J,
X NROWS, NCOLS )
' $) ¢
. CORNR = NITCNR
%

8000 CONTINUE

CALL CLOSE ( FDI )
CALL CLOSE ( FDI2 )
1 CALL CLOSE ( FDO )
q CALL PPOP
- RETURN

ABNORMAL CONDITIONS

“ % %

9010 CONTINUE

INPOT PILES ARE NOT THE
S ' SANE SIZE

, 290
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9020

9998

9999

IEVY = -5021
GO TO 9999

CONTINDE

INPUT PILES NOT THE SAME BIOCK
SIZE

IBV = -5023
GO TO 9999
CONTINUE
READ OR WRITE ERROR
CALL CLOSE ( FDI )
CALL CLOSE ( PDI2 )
CALL CLOSE ( FDO )
RETURYN 1

END




$--MVARDL M2AN AND VARIANCE OF A LINE OF DIFFERENCES MID
IDENTIFICATION
TITLE MVARDL
AUTHOR OSCAR A. ZUNIGA
VERSION A.01
DATE AUGUST 31, 1978
LANGUAGE RATFOR
SYSTEN IB#-370
PURPOSE

W WA W W WS NN W WG N G N e REw

»
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THIS ROUTINE COMPUTES THE MEAN AND VARIANCE OF THE
DIFFERENCE OF TWO LINES OF INTEGER DATA.

ENTRY POINT
MVARDL ( LIRE1, LINE2, DMEAN, DVAR, NONPP. )

ARGUMENT LISTING

LINE1 INT FIRST LINE OF DATA

LINE2 INT SECOND LINE OF DATA

DHEAN REAL MEAN OF THE DIPFERENCE LINE
DVAR REAL VARIANCE OF THE DIFFERENCE LINE
NUNPPL INT NUMBER OF PCINTS PER LINE

ROUTINES CALLED

NONE

SUBROUTINE MVARDL ( LINE1, LINE2, DMEAN, CVAR, NUMPPL )

INTEGER LINE1 (NUNMPPL), LINE2 (NUMPPL)
REAL DMEAN, DVAR, SOM, SUM2

sgy = 0.
s082 = 0.

DO I = 1, NUMPPL
Sgd4 = SUM ¢ LINE1(I) - LINE2(I)
DMEAN = SUN/NUMPPL

DO I = 1, MUMPPL
SUN2 = SUM2 + (LINB1(I)~LINE2(I)-DMEAN)=*#*2
DYAR = SUN2 / NUMPPL

RETURN
END
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$--CBITAL CAUSAL CPCH BIT ALLOCATION
»
$# IDENTIPICATION
8
s TITLE CBITAL
# AUTHOR OSCABR A. ZUNIGA
’ VERSION A.01
3 DATE JoLy 21, 1979
s LANGUAGE RATFOR
3 SYSTEN IBM~-370
s
$ PURPOSE
s
’ THIS ROUTINE PERPORMS A CAUSAL BIT ALLOCATIOSN ON
s THE BLOCKS OF AN IMAGE
3
¢ ENTRY POINT
#
* CBITAL ( VARBUF, OBITAB, NBLCKS, BLKSZE, ALPHA,
s GAMMA, C, MINBTS, MINBTS, BUFSZE,
$ NBPC, NBBR )
%
# ARGUMENT LISTING
s
: VARBUF REAL 1-D ARRAY CONTAINING THE VARIANCES OF
3 THE DPCM CORRECTIONS FOS EACH BLOCK
* OBITAB INT 1-D OUTPUT ARRAY CONTAINING THE BIT
s ALLOCATIONS POR EACH BLOCK
s NBLCKS INT THE NUMBER OF BLOCKS IN THE INAGE
s BLKSZE INT THE SIZE OF BACH BLOCK
s ALPHEA  REAL DISTORTION NODEL CONSTANT
$ GAMNA  REAL CONSTANT PARAMETER FOR UPDATING THE
M ESTIMATION OF THE AVERAGE OF
s THE PUTOURE VARIANCE.
’ c REAL THE CHANNEL CAPACITY IN 3ITS PER PIXEL
$ MXNBTS INT THE ALLOWED MAXIMUM NOMBER CF BITS PER
s PIXEL POR ANY BLOCK
s MINBTS INT THE ALLOVED MINIMUM NUNBER OF BITS PER
’ PIXEL PCR ANY BLOCK
s BOFSZE INT THE SIZE OF THE BIT BUPFER
s NBRC INT NUNBER OF BLOCKS PER COLUMN
s ¥BPR INT NUMBER OF BLOCKS PER ROW
s
# INCLUDE PILES/COMMONS
’
» MACA1 INCLOUDE MACRO FILE POR TOKEN DEFINITICY
N
# ALGORITHM
s
? THE ALGORITHNM USED IN THIS ROUTINE IS BASEL ON RATE DIS-
¢ TORTION THPORY ASSUMPTIONS POR GAUSSIAN DATA. ONDER THIS
s ASSUMPTIONS THE RELATION BETWEER MEAN SQUARE QUANTIZATION
* ERROR AND BIT RATE POR EACH BLOCK IS GIVEN PY :
s
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MSE = VAR * EXP ( <ALPHA*NBITS )

WHERE HdSB MEAN SQUARE QUANTIZATION ERROR
VAR VARIANCE ASSOCIATED KITH THE BLOCK
ALPHA DISTORTION MODEL CONSTANT
NBITS THE BIT RATE

IF VAR!, VAR2,.¢...,VARK ARE THE VARIANCES CF THE DPCHM
CORRECTIONS FOR THE K BLOCKS IN THE IMAGE, C IS THE
DESIRED CHANNEL CAPACITY, THEN IT CAN BE SHCWN THAT
THE OPTIMAL BIT ALLOCATION POR EACH BLOCK IS GIVEZN BY:

NBITS(K) = C + (1/ALPHA) = ( LN(VARK) =~ LN(7ARP) )

LN(VARF) = (1/K) = sun L¥ (VARI)
I=1,K

OBSERVATION OPF THIS RELATION INDICATES THAT BIT ALLOCATION
TO A PRESENT BLOCK DEPENDS ON THE ESTIMATICN OF ONLY ONE
PUTORE PARAMETER, IE, LN(VARF). THIS ROUTINE ESTIMATES
IBITIALLY LN(VARP) AS LN(VAR1) FOR THE FIRST BLOCK AMND SUB-
SEQUESTLY UPDATES THIS ESTIMATION IN THE FCLLCWING PASHION:
LN (VARF;I#+1) = (1-GANMA)*LN(VARF;I) + GAMMA*LN(VARI)
THE INDEXES I+? AND I REFERS TO THE ESTIMATICN FOR THE
(I+1)TH8 AND ITH BLOCK RESPECTIVELY. VARI IS THE TRUE
VARIANCE OF THE ITH BLOCK.

POR EXPLANATION OF BUFFER HANDLING REFER TC THE TECHNI-
CAL REPORT, CHAPTER 8.

ROUTINES CALLED

BITALO BIT ALLCCATION QUTPUOT (GIPSY)

EEEEE B EREAABEREEEEEE S E LA R EBE L AR L AR B L X L ERE R SRR AR R BEEEER KR ENEE LR
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SUBROUTINE CBITAL ( VARBUF, OBITAB, NBLCKXS, 3LKSZE,
ALPHA, GANMNA, C, MXNBTS, MINBTS,
BUFSZE, NBPC, NBPR )

INCLODE MACA1

INTEGER OBITAB ( NBLCKS )

INTEGER BTSLPT, BKSLFT, BOFSZE, BLKSZE
INTEGER CBITS, BSTATE, BUFBTS, BTSOUT

REAL VARBOP ( NBLCKS ), LNVARF, LNVARP
LOGICAL PLAG

ESTIMATE AVERAGE VARIANCE AS THE
VARIANCE POR THE PIRST BLOCK

™ % W w»
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VARF = VARBUP ( 1 )
LMVAR? = ALOG ( VARF )
ALPAIV = 1. ,/ ALPHA
BTSLPT = C * NBLCKS
BKSLPT = NBLCKS
IP (C < 1. ) IBKSLP = C * BKSLPFT
ELSE IBKSLP = BKSLFT
I? ( BTSLPT <= IBKSLF ) PLAG = ,TRUE.
ELSE A FLAG = .PALSE.
&
CBITS = C
IP ( C - CBITS > 0. ) CBITS = CBITS + 1
BTSOUT = IROOND ( C*BLKSZE )
’ R
s ASSUME BUFFER INITIALLY HALP FULL
’
BSTATE = BOFSZE / 2
BOPBTS = ( BUFSZE + BTSOUT - BSTATE ) , BLKSZE
)
’ ALLOCATE BITS TO EACH BLOCK; UPDATE
' ESTIMATION OF AVERAGE VARIANCE ARD
] PREVENT BUFPER OVERFLOW OR UNDERFLOW
N
DO K = 1, NBLCKS
$(
LNVARP = ALOG ( VARBUF ( K ) )
BTBATE = C + ALPAIV * ( LNVARP - LNVARF )
NBITS = IROUND ( BTRATE )
IP ( BSTATE <= BTSOUT )
$(
NBITS = MAX0 ( NBITS, CBITS )
¥BITS = MINO ( NBITS, MXNBTS, BTSLFT )
$)
ELSE
3¢
NBITS = MAXO0 ( NBITS, MINBTS )
NBITS = MINO ( NBITS, MXNBTS, BTSLPT, BOUFBTS )
)
IF ( PLAG ) NBITS = MINO ( NBITS, 1)
OBITAB(K) = NBITS
BTSLFT = BTSLPT - MNBITS
BKSLFT = BKSLPT - 1
BSTATE = BSTATE + NBITS#BLKSZE - BTSOUT
BOFBTS = ( BUFSZE + BTSOUT - BSTATE ) / BLKSZE
I?P (C < 1. ) IBKSLF = C * BKSLFT
ELSE IBKSLP = BKSLET
IF ( BTSLPT <= IBKSLF ) PLAG = .TRUE.
ELSE FLAG = .FALSE.
LNVARP = (1.~GAMMA)*LNVARF ¢+ GAMNASLNVARE
$)
¢ .
IFP ( BTSLFT > 0 )
OBITAB ( NBLCKS ) = MINO ( BTSLFT, MINBTS )
s




CALL BITALO ( OBITAB, NBPC, NBPR, K, BTSLFT, BKSLFT )

RETURN
END

t
b[
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#==-NBITAL NON-CAUSAL DPCM OPTINMAL BIT ALLOCATION BID
]
# IDENTIFICATION

S
# TITLE NBITAL
AUTHOR OSCAR A. ZUNIGA
3 VEBSION A.01
] DATE JOLY 21, 1979
$ LANGUAGE RATPOR
 d SYSTEM IBm-370
$# PURPOSE
4
] THIS ROUTINE PERFORMS A NON-CAUSAL BIT ALLOCATION ON
] THE BLOCKS OF AN INAGE
3
$# BENTRY POINT
t
t NBITAL ( VABBUOF, OBITAB, NBLCKS, BLKSZE, ALPHA,
] C, MXINBTS, MINBTS, BUFSZE, NBPC, NBPER )
t 4
# ABRGUMENT LISTING
]
VARBUF REAL 1=-D ARRAY CCNTAINING THE VARIANCES OF
3 THE DPCHM CORRECTIONS FCR EZACH BLOCK
# OBITAB INT 1-D OUTPUT ARRAY CONTAINING THE BIT
3 ALLOCATIONS FOR BEACH BLOCK
t 2 §BLCXS INT THE NUMBER OF BLOCKS IN THE IMAGE
& BLKSZE IBNT THE SIZE OF EACH BLOCK
t ALPHA REAL DISTORTION MODEL CONSTANT
C REAL THE CHANNEL CAPACITY IN BITS PER PIXEL
] MXNBTS INT THE ALLOWED MAXINUM NUMBER OF BITS PER
s PIXEL FPOR ANY BLOCK
] MINBTS INT THE ALLCWED MINIMUM NUMBER OF BITS PER
» PIXEL FOR ANY BLOCK
$ BUFSZE INT THE SIZE OF THE BIT BUFFER
3 NBPC INT THE NUMBER OF BLOCKS PER COLUMN
] NBPR INT THE NUMBER OP BLOCKXS PER ROW
# INCLUDE PILES/COMMONS
* MACA1 INCLODE MACRO PILE FOR TOKEN DEFINITION
3
$ ALGORITHNM
]
] TRE ALGORITHM USED IN THIS ROUTINE IS BASED CN RATE DIS-
$ TORTION THEORY ASSUMPTIONS FOE GAUSSIAN DATA. UNDER THIS
$ ASSOUMPTIONS THE RELATION BETWEEN MEAN SQUARE CUANTIZATION
ERROR AND BIT RATE FOR EACH BLOCK IS GIVEN BY :
]
s MSE = VAR * EXP ( -ALPHAS®NBITS )
]
3 VHERE ASE MEAN SQUARF QUANTIZATION EBROR
$ VAR VABIANCE ASSOCIATED WITH THE BLOCK
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ALPHA DISTORTION MODEL CONSTANT
NBITS THE BIT RATE

IP VARY, VAR2,.....,VARK ABE THE VARIANCES CF THE DPCH
CORBECTIONS POR THE K BLOCKS IN THE IMAGE, C IS THE
DESIRED CHANNEL CAPACITY, THEN IT CAN BE SHCWN THAT
TRE OPTIMAL BIT ALLOCATION FOR EACH BLOCK IS GIVEN BY:
NBITS(K) = C + (1/ALPHA) * ( LN(VARK) =~ LN(VARP) )

LN(VARP) = (1/K) = sun LN (VARI)
: I =1, KX

FOR EXPLANATION OF BOUOFPER HANDLING REFER TC THE TECHNI-
CAL BEPORT, CHAPTER 8.

ROUTINES CALLED

BITALC ' BIT ALLOCATION OUTPUT (GIPSY)

AL ERL ESEERESESEEE REER RS RIS SRR AR R R R R R 2 2 2 2 R R L L At 2

SUBROUTINE NBITAL ( VARBOF, OBITAB, NBLCKS, OLKSzZZ,
ALPHA, C, MXNBTS, MINBTS,
BUPSZE, NBPC, NBPR )

INCLUDE MACA1

INTEGER OBITAB (NBLCKS), BTSLPT, BXKSLFT, BOFSZE
INTEGER CBITS, BSTATE, BUPBTS, BTSOOT, BLKSZE
REAL VAERBOUF (NBLCKS), LNVARF

COMPUTE THE LOG OF THE AVERAGE
VARIANCE

soa = 0.
DO K = 1, NBLCKS
SOM = SUM + ALOG ( VARBOF(X) )

LNVARF = SUN / NBLZKS

ALPHIV = 1, s ALPHA

BTSLIT = C & NBLCKS

CBITS = C

I?P ( C - CBITS > 0. ) CBITS = CBITS + 1
BTSOUT = IRQUND ( C * BLKSZE )

ASSUNE BUPFER INITIALLY HALF FULL

BSTATE = BUPSZE / 2
BOFBTS = ( BUFSZE ¢ BTSOUT - BSTATE ) ,/ BLKSZE

ALLOCATE BITS TO EACH BLOCK AND
PREVEYT OVERFLOWING OR UNDERFLOWING
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THE BOFFER

DO K = 1, MBLCKS |
$( :
VAR = VARBOF(K)
BTRATE = C + ALPHIV * ( ALOG (VAR) - LNVABF )
NBITS = IROUNT ( BTBATE )
IF ( BSTATE <= BTSOUT )
${
¥BITS = MAXO ( NBITS, CBITS )
NBITS = NINO ( NBITS, BTSLFT, MXNBTS )

NBITS = MAXO0 ( NBITS, MINBTS )
NBITS = MINO ( NBITS, BTSLPT, MXNBTS, BUFBTS )
$) )
OBITAB (K) = NBITS
BTSLPT = BTSLFT ~ NBITS
BRKSLPT = ¥BLCKS =~ KX
BSTATE = BSTATE + NBITS*BLKSZE -~ BTSOUOT
BOFBTS = ( BUPSZE + BTSOUT - BSTATE ) ,/ BLKXSZE
IP ( BTSLFT <= BRKSLFT*MINETS ) 3REAK

)
LSTBLK = K
IP ( BEKSLEFT >= 1 )
3¢
KK = NBLCKS - BKSLET + 1
DO K = KK, NBLCKS
OBITAB (K) = MINBTS
s)
CALL BITALO ( OBITAB, NBPC, WBPR, LSTBLK, BTSLFT,
BKSLPT )
BETURN
END
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$--BITALO BIT ALLCCATION OQUTPUT “uID

IDENTIFICATION
TITLE BITALO
AUTHOR OSCAR A. ZUNIGA
VERSION A.01
DATE JULY 22, 1979
LANGUAGE BATPOR
SYSTEN IBn-370

PORPOSE

THIS BOUTINE WRITES TO THE USER'S TERMINAL INFORMATION
CONCERNING THE BESULT OF A BIT ALLOCATION PROCESS.

ENTRY POINT
BITALO ( OBITAB, NBPC, NBEFR, LSTBLK, BTSLFT, BKSLFT )

ARGUMENT LISTING

OBITAB INT THE OUTPUT BIT ALLOCATION TABLE

NBPC INT THE NUMBER OF BLOCKS PER COLUMN

NBPR INT THE NUMBER OF ELOCKS PER RCW

LSTBLK 1INT THE LAST BLOCK ALLOCATED NON ZEBO BITS
BTSLPT INT THE BITS LEFT IN THE BOUFFER

BRSLPT INT THE BLOCKS LEFT (ALLOCATED ZERO BITS)

INCLODE PILES/COMMONS

MACA1 INCLUDE MACRO FIE FOR TOKEN DEFINITION
TTCOHN INCLUDE INCLUDE FILE FOR TERMINAL £ RUNFILE I/O

ROOTINES CALLED

NONE

RIS R IR R SRR 22 22 A2 2 22 R 2 R RS RSS2 222 RS RS R RS RS RL R E 222 R 22 72 2

W W W W W I AW W T W I W W SN NW N e

SUBROUTINE BITALC ( 0OBITAB, NBPC, NBPR, LSTELK, BTSLPT,
BKSLFT )

INCLUDE dACA1
IMPLICIT INTEGER ( A - 2 )

INCLUDE TTCON
INTEGER OBITAB ( NBPR, NBPC )

¥RITE ( TTYOT, 6000 ) LSTBLK, BTSLPT, BKSLFT
6000 PORMAT ( /10X, 'LAST BLOCKX BITS LEPT BLOCKS LEFT',//,
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6010

6020

13x, 14, 8x, I&, 8X, 14 )

WRITE ( TTYOT, 6010 )
PORMAT ( // )

po J = 1, NBPC
¥RITE ( TTYOT, 6020 ) ( OBITAB(Z,J), I = 1, NBPR )
PORMAT ( 10X, 16I2)

BETURN
END
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#--PIXIBLK FIX BOTTOM AND RIGHTMOST IMAGE BLOCKS MID

2

* IDENTIFICATION

L4

$ TITLE PIXBLK

$ AUTHOR OSCAR A. ZUNIGA
] VERSION A.01

3 DATE BAY 15, 1979

] LANGUAGE RATFOR

& SYSTEN IBN-370

»

# PURPOSE

$

s THIS BOUTINE FPIXES THE BOTTCM AND/OR RIGHT EDGES OF THE

BOTTOM OR RIGHTMOST BLOCKS OF THE IMAGE.
ENTRY POINT
PIXBLK ( INBLK, IB, JB, NBPC, NBPR, NR, NC )

ABGUMENT LISTING

INBLK INT THE INPOUT BLOCK

IB INT THE POSITION OF A BLCCK IN A
COLUMN OF BLOCKS

JB INT THE POSITION OF A BLOCK IN A
BROW OF BLOCRKS

NBPC INT THE NUMBER OF BLOCKS PER COLOUMN

NBPR INT TEE NUMBER QP BLOCKS PER ROW

NR INT THE NUMBER OF ROWS IN A BLOCK

NC. INT THE NUMBER CP COLUMNS PER BLCCK

ALGORITHX

IP A BLOCK AT THE BOTTOM IS TO BE FIXED THE LAST
BOW IN THE BLOCK IS REPLACED BY THE NEXT TC THE
LAST ROW. IF A BLOCK AT THE RIGHAT IS TO BE FIXED
THE LAST COLUAN IN THE BLOCK IS REPLACED BY THE
NEXT TO THE LAST COLUMN.

BOUTINES CALLED

NONE

A LAl Rl R L Rt R R E R L R R L RN Y I I Y I R R P I I

I W W TS NN W g WIS I NI

SUBROUTINE FIXBLK ( INBLK, IB, JB, NBPC, MNEPR,
NR, NC )

IMPLICIT INTEGER ( A - Z )

INTEGER INBLK ( NR, NC )
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CORRECT BLOCKS AT THE RIGHT
AND AT THE BOTTOHM

IP ( JB == NBPR )
DO K = 1, NBE
ISBLE ( K, NC ) = INBLK ( K, NC-1)

IP ( IB == NBPC )
DO K = 1, NC
INBLK ( NB, K ) = INBLK ( NR-1, K )

RETURN
END
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#--GETEGS GET NEBIGHBORING EDGES FRON PREVIOUS BLOCKS wID
IDENTIPICATION
TITLE GETEGS
AOTHOR OSCAR A. ZUNIGA
VERSION A.01
DATE MAY 16, 1979
LANGUAGE RATFOR
SYSTEN IBAE-370
PURPOSE

GIVEN THBE POSITION OF A BLOCK IN AN IMAGE THIS ROUTINE
OBTAIN THE NEIGHBORING EDGES COMING PFPROM PREVIOUS PRO-
CESSED TOP AND LEFPT BLOCKS.

ENTRY POINT

GETEGS ( TOPEDG, LFTEDG, CORNB, NPPL, NLIN,
I8, JB, NR, NC, Z, 2Z2LEN )

ARGUMENT LISTING

TOPEDG INT 1-0 ARRAY OF STIZE NPPL CCNTAINING
THE NEIGHBORING TOP EDGES COMING
FRON THE PREVIOQUS PROCESSED ROW OF
BLOCKS

LPTEDG INT 1-0 ARRAY OF SIZE NLIN CCNTAINING
THE NEIGHBORING LEFT EDGES COMING
FROM THE PREVIOUS PROCESSED COLOUMN

OF BLOCKS
CORNR INT THE PREVIOUS PROCEBSSED VALUE AT
THE CORNER OF A GIVEN BLOCK
: NPPL INT THE NUMBER OF POINTS PER LINE
' NLIN INT THE NUMBER OF LINES IN THE
) IMAGE
IB INT THE POSITION OF A BLOCK IN 2
v COLUMN OF BLOCKS
) JB INT THE POSITION OF A BLOCK IN A
' ROW OF BLOCKS
» NR INT THE NUMBER OF ROWS PER BLOCK
NC INT THE NUMBER OF COLUMNS PER BLOCK
| Z INT 1-D ARBAY CONTAINING THE EDGES
Y} NEIGHBORING TO A GIVEN BLOCK )
y IN THE FOLLOWING OBRDER: CCRNER,
4 LEPT EDGE, TCP EDGE.

ZLEN INT THE SIZE OF THE ARRAY 2
BOUTIBES CALLRED

NONB
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3
SUBROUTINE GETEGS ( TOPEDG, LPTEDG, CORNR,
' NPPL, NLIN, IB, JB,
NR, NC, Z, ZLEN )
s
INPLICIT INTEGER ( A - 2 )
3
INTEGER 2 ( ZLEN )
INTEGER TOPEDG ( NEPL ), LFTEDG ( NLIN )
’
s GBT THE EDGES
$
Z(1) = CORNR
DO K = 1, NR
Z ( K+ 1) = LPTEDG ( NR*(IB-1) + K )
DO K = 1, NC
Z ( NR « K + 1) = TOPEDG ( NC®(JB-1) + X )
’ .
BETURN
END




#--BKDPCH DPCM A BLOCK OF DATA MID
s .
# IDENTIPICATION
&
$ TITLE BXDPCH
] AUTHOR OSCAR A. ZUNIGA
s VERSION A.01
* DATE JULY 9, 1979
# LAKGUAGE . RATFOR
$ SYSTEN IBN-370
M .
$¢ PURPOSE
3
L THIS SUBROUTINE QUANTIZES A BLOCK OF DATA USING A NAX
3 QUANTIZER; DPCM THAT BLOCK USINKG ONBE OF SEVERAL POSSIBLE
# DPCM TECHNIQUES; AND PINALLY CCMPUTES THE MEAN SQUARE
& ERROR BETWEEN INPUT AND OUTPUT BLOCK.
*
# ENTRY POINT
$
BKDPCM ( INBLK, OTBLK, LFBLK, Z, ZLEN, H4EAN,
] VAR, ¥R, NC, NBITS, FRAC, IST,
$ SELECT, ERROR )
#
# ABGUMENT LISTING
]
] INBLK INT 2-D ARRAY TO HOLD THE INPUT BLOCK
] OTBLX INT 2-D ARRAY TO HOLD THE CUTPUT BLOCK
$ LFBLK INT 2-D ARBAY TO HOLD A LOW PASS FILTERED
$ VERSION OF THE INPUT BLOCK
# Z INT TOP iND LEFT NEIGHBORING EDGES OF THE
# INPOT BLOCK IN THE PCLLCWING ORDER:
¢ CORNER, LEFT EDGE, TOP EDGE.
L ZLEN INT THE LENGTH OF THE EDGES ARRAY 2
1] MEAN REAL THE MEAN OF THE DPCM CORRECTIONS
L] VAR REAL THE VARIANCE OF THE DPCM CORPECTIONS
$ NR INT NUMBER OF ROWS IN INPUT BLOCK
4 NC INT NUMBER OF COLUMNS IN INPUT BLOCK
NBITS INT : THE NUMBER OF QUANTIZING BITS
s PRAC REAL FRACTICN OF STANDARD DEVIATION THAT
* RANGE OF DPCHE DITHER SHOULD BE
s IST DINT SEED POR UNIFORM RANDOM NUMBER GENERATOR
$ SELECT INT SELECTION NUMBER FOR CPCM TECHNIQUES
¢ (2) 2-D DPCHN FLAT MOCEL LSE
$ {3) hOoD DPCH FLAT MODEL LSE
s (4) 2-D DPCH PLAT MOCEL MVE
* {S) MOD DPCH FLAT MODEL NVE
$ (6) 2-D DPCH SLOPELC MODEL LSE
1] (7) mOoD DPCH SLOPED MODEL LSE
s (8) 2-D DPCHM SLOPED NMCLEL MVE
s (9) MOD DPCH SLOPED MODEL 4ve
¢ EBROR REAL THE MEAN SQUARE ERROR BETWEEN INPUT AND
s OUTPUT BLOCKS
$
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ROUTINES CALLED

EGSINT 2-D INTERPOLATICN BETWEEN EDGES {(GIPSY)
QTZSAM QUANTIZATION END POINTS AND MEANS (GIPSY)
DPCH2L TWO DIMENSIONAL ( 2-D ) DPCH (GIPSY)
DPCMXX MODIFIED 2-D DPCM ( USING LPF BLOCK ) (GIPSY)
MSEBRR MEAN SQUARE ERROR (GIPSY)

SEXRBEEEXBEERERRARASBELPBEXBEREEEREEEXE AR RE SRR EER S U REREEXEE R LR LS !

SUBROUTINE BRDPCM ( INBLK, OTBLX, LPBLK, 2, ZLEN, MEAN,
VAR, NR, NC, NBITS, FRAC, IST,
SELECT, ERBOR )

TYPE STATEMENTS

INPLICIT INTEGER ( A - 2 )
INTEGER*8 IST
INTEGER INBLK(NR,NC), OTBLK (NR,NC), LFBLK(NE,NC)
INTEGER 2 ( ZLER )
INTEGER LNIN(20), LNOUT(20), LNPOUT(20)
INTEGER LNLPP(20), LNXTLP(20)
INTEGER QTABLE(512)
INTEGER WGTS(16), WGTSX(27)
REAL QENDS (65), QMEANS(64), BRROR, MEAN, VAR
REAL BANGE, FBAC, SQRT
DATA HMAX /255/
DATA WGTS / 4=*1,
5, 5,7, 7,
'1, o' 1’ 2'
-7, 6, 20, 35 /
DATA WGTSX / 2, 2, 1, 2, 1, 1, 2, 1, 1,
10, 7, 10, 7, 5, 7, 10, 7, 10,
9= 1 /

INITIALIZATIONS

NLEVLS = 2#*NBITS
NCP1 = NC ¢ 1

NCP2 = NC ¢+ 2

BLKSZE = NR*NC

RANGE = FRAC*SQRT(VAR)

TREAT NBITS = O SEPARATELY

IF ( MBITS == 0 )
$(
CALL EGSINT ( 2, ZLEN, INBLK, OTBLK, NE, ¥C,
MAX, IST )
CALL MSERR ( INBLK, OTBLK, ERROR, NPPL )
RETURN
$)
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]
*
$ COMPUTE THE END POINTS AND MEANS USING
] MAX QUANTIZER
]
CALL QTZSAM ( HMEAN, VAR, RBITS, QENDS, QMEANS )
3
L
QENDS (1) = -MAX - 1
QENDS (NLEVLS+1) = MAX
$
] COMPUTE SIZE OF QUANTIZING TABLE
#
NTABLE = 2*MAX + 1
L
# COMPUTZ THE QUANTIZING TABLE
#
DO J = 1, NLEVLS
$(
LOWEND = QENDS(J) + MAX + 2
UPPEND = QENDS(J+1) + MAX + 1
DO I = LOWEND, UPPEND
QTABLE (I} = IROUND(QMEANS(J))
$)
]
* COMPUTE THE BLOCK OF OUTPUT
]

LNPOUT (1) = Z (1)
DO J = 1, NC
LNPOUT (J+1) = Z(1+NR+J)

IF ( SELECT == 3 ) SELECT = 7
IPF ( SELECT == 9 ) SELECT = S

IP ( SELECT==2 | SELECT==4 | SELECT==6 | SELECT==6 )
$¢(
SLCT = (SELECT-2)*2 + 1
DO I = 1, NR
$(
LNIN(1) = 2 (I+1)
DO J = 1, NC
LEIN (J+1) = INBLK(I,J)
CALL DPCM2L ( LNIN, NCP1, LNPOUT, LNOUT,
QTABLE, NTABLE, MAX, RANGE,
IST, WGTS (SLCT), NGEN, NOUSED )
DO J = 1, NC
$¢(
OGTNE = MINO ( MAX, LNOUT(J+1) )
OTBLK(I,J) = OGTNE
LNPOOT (J+1) = OGTNE
$)
LNPOOT (1) = Z(I+1)
$)
$)
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IP ( SELECT==5 | SELECT==7 )
$(
SLCT = (SELECT-3)*9/2 + 1
DO I = 1, NR
$ (
I1 = HNINO ( I+1, NR )
LNIN(TY = Z2(I+1)
Do Jg = 1, NC
3
LNIN(J+#1) = INBLK(I,J)
LNLPP(J+1) = LFBLK(I,J)
LRXTLP (J+1) = LFBLK(I1,J)
$)
LY¥XITLP(1) = LNXTLP(2)
CALL DPCMXX ( LNIN, NCP1, LNLPF, LNXTLP, LNPOUT,
LNOUT, QTABLE, NTABLE, MAaX, RANGE,
IST, WGTSX(SLCT), NGEN, NUSED )
Do J = 1, NC
$(
OGTNE = MINO ( MAXL, LNOUT(J+1) )
' OTBLK(I,J) = OGTNE
LNPOUT {J+1) = OGTNE
$)
LNPOUT (1) = 2{(I+1)
$)
$

COMPUTE THE RMS EEROR

w» w»

CALL MSERR ( INBLK, OTBLK, ERROR, NPPL )

RETORN
END
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$--BGSINT 2-D INTERPOLATION BETWEEN EDGES
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IDENTIPICATION
TITLE EGSINT
AUTHOR OSCAR A. ZUNIGA
VERSION A.01
DATE JULY 3, 1979
LANGUAGE RATFOR
SYSTEM IBN-370

PURPOSE

THIS ROQUTINE PERFORMS A 2-D INTERPOLATION BETWEEN THE
EDGES OF A BLOCK IN A DPCM LIKE FASHION, AND THEWN
CORRECTS THAT ESTIMATION USING THE MEAN AND VABRIANCE
OF THE DIFFERENCE BETWZEN INPUT BLOCK AND INTERPOLATED
BLOCKX

ENTRY POINT

BGSINT ( Z, ZLEN, INBLK, OTBLK, NR, NC, MAX, IST )

ABGUMENT LISTING

Z INT THE TOP AND LEFT NEIGHEBCRING EDGR®S
. OF A BLOCK IN THE FOLLCWING ORDER:
CORNER, LEFT EDGE, TOP EDGE.

ZLEN INT SIZE OF THE EDGES ARBAY

IXBLK INT THE INPUT BLOCK

OTBLK INT THE ESTIMATED OUTPOT BLOCK BASED ON
THE NEIGHBORING EDGES OF THE INPUT
BLOCX

NR INT NUMBER OF ROWS IN THE BLOCKS

NC INT NUMBER OF COLUMNS IN THE BLOCKS

MAX INT THE HAXTMUM GRAYTONE IN A4 BLOCK

IsT DIN SEED FOR UNIFORM RANDOM NUMBER
GENERATCR

ALGORITHM

THE INTERPOLATION IS DONE IN A DPCM LIRE FASHION BUT

NO CORBECTIONS ARE ADDED. THE TOP AND LEFT NEIGHBORING
EDGES CONMING FROM PREVIOUS PROCESSED BLOCKS ARE USED

TO INITIALIZE THE ALGORITHM. THE INTERPOLATED BLOCK IS
CORRECTED BY ADDING UNIPORM NOISE WHOSE MEAN AND VARIANCE
BQUAL THAT OF THE DIFFERENCE BETWEEN INP2UT ANC INTERPOLA-
TED BLOCK

BOUTINES CALLED

MYARDL MEAN & VARIANCE OF A DIPPERENCE BLOCK (GIPSY)
BRCH UNIFORM BANDON NUABER GENERATOR (GIPSY)

%ID
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SUBROUTINE EGSINT ( Z, ZLEN, INBLK, OTBLK, NR, NC,
HAX, IST)

IMPLICIT INTEGER {( A - 2 )

INTEGER Z ( ZLEN ), INBLK ( NR, NC ), OTBLX ( NR, NC)
INTEGER LNPCOT ( 20 ), LNOUT ( 20 )

REAL MEAN, VAR, STDEV, SQRT, RCY, DITHER

BLKSZE = NB * NC
NCP1 = NC + 1
LNPOUT(1) = 2 (1)
DO K = 1, HC
LEPOUT (K+1) = Z(1+NR+K)

b0 I = 1, NR
5¢(
LNOUT(3) = Z(I+1)
po J = 2, NCP1
X
J1 = MINQ ( J+1, NCP1 )
ISUM1 = LNPQUT (J-1) + LNPOUT(J)
ISUM2 = LNPCUT (J1) + LNOUT(J-1)
LEQUOT(J) = ( ISUMY + ISUNM2 + 2 ) / 48
$5)
po J = 1, NC
$ ¢
OTBLK (I,J) = LNOQUT({J+1)
LNPOUT {(J+1) = LNOCOT{J+1)
$)
LENPOOT (1) = Z (I+1)
$)

CALL #VARDL ( INBLK, CTBLX, MEAN, VAR, BLKSZE )
STDEY = S5QHT ( VAR )}

DO I = 1, NR
DO J = 1, NC
5(

DITHER = MEAN + STDEV * ( RCM(IST)-0.5 )
OGTNE = OTBLK(I,J) ¢ IROUND ( DITHER )
OGTNE = MAXQ ( O, OGTNE )
OGTNE = MINO ( OGTNE, MAX )
OTBLK (I,J) = OGTNE

$)

RETURN
END
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; C=-=QTZSAN MAX QUANTIZATION END POINTS ANLC MID
t
: IDENTIFPICATION
TITLE QTZSAN
AUTHOR SAN SHANNUGAN
YERSION A.01
DATE OCTOBER 6, 1973
LANGUAGE FORTRAN
SYSTENM IBM=~370
UPDATE % 1
AUTHOR OSCAR A. ZUNIGA
DATE NOV 7, 1978
YERSION B.01
LANGUAGE PORTRAN IV
PURPOSE DOCUMENTATION CHANGED TO SYSTZM
STANDARDS.
PORPOSE
‘ GIVEN THE NUMBER OP BITS, TRIS ROUTINE RETURNS THE UPPER
BOONDARIES AND THE MEANS OF A MAX CQUANTIZER.
, ENTRY POINT
QTZSAM ( IDMEAN, XDVAR, NBIT, QENDS, QMEANS )

ARGUMENT LISTING

IDMEAN BREAL BEAN OF THE DISTRIBUTION

XDVAR REAL VARIANCE OF THE DISTRIBUTION
NBIT INT NUBBER OF BITS AVAILABLE ({ <= 6 )
QENDS REAL THE 2*#NBIT+1 END POINTS

QMEANS REAL TAE 2**NBIT MEANS

ALGOBRITHM . E

LET X(1), X(2),ee, X (N#1), AND Y(1),e0., Y(N) BE THE
THE QUANTIZER END POINTS AND MEANS, IE. IF THE VARIA-
BLE BEING QUANTIZED HAS A VALUE IN THE RANGE OF X(J)
TO X{J+*1), THEN THE CUANTIZER OUTPUT WILL BE EQUAL

TO Y(J). THE PIBRST AND LAST END POINTS ARF USUALLY
CHOSEN TO BE - AND + INPINITE RESPECTIVELY. THE REMAI-
NI¥NG X(J) 'S AND Y(J)'S ABRE CHOSEN BY MINIMIZING THE
MEAN SQUARE ERRCR.

— . .

D = E ( (XIN-XOUT)**2 )

L NN
o S

WHERE E STANDS FOR THE EXPECTED VALOUE, XIN IS THE IN-
PUT TO THE QUANTIZER, AND XOOT IS THE OOTPUT CP THE
QOANTIZER. THE SOLUTION TO THIS PRCBLEM 1S GIVEN BY:

e N e NN e N N e Ke e K e e K Ko e N e e e e N e Mo X e Na R e N e K N Ne e e e N Ko Ko e Ka Ka Ne e e Ke N e Ke Ko K N N e X o)

el ¢
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(1) Y(J) = 22X (J) - Y(I=1) J =2, J,eee., N
(2) INTEGRAL ( (Z-Y(J))**2%P(2Z) ) =0, J = 2,.e., N

P(.) IS THE PROBABILITY DENSITY FUNCTION OF THE INPOT
SIGNAL. ECUATIONS 1 AND 2 ARE VALID POR ANY DISTRIBOT-
ION. POR NORMNAL (0,1) DISTRIBUTION THE VALUES OF THE
ENDPOINTS AND MEANS ARE SHOWN TABULATED IN REFEZRENCES
1 AND 2. THIS SUBROUTINE USES THESE TABLES.

ROUTINES CALLED
NONE
REMARKS
REFERENCES:
1. J. MAX, CUANTIZIBG FCR MINIMOUM DISTORTION, IEZE
TRANSACTIONS ON INFORMATION THEORY, 1960, BP 7-13.
2. P. A. WINTZ AND A. J. KURTENBACH, ANALYSYS OF PCH

TELEMETRY SYSTEMS, PURDUE ONIVERSITY TECH. REPORT,
TR-EE--67--19, DEC 1967.

AR AR R R FAEE AR PRSI P AR ARE KRB RS E KB AR EEERZE SRS ER RS R R EREREEERER RN

N0 an0nNnnnnn

SOBROUTINE (QT2San (XDMEAN,XDVAR,NBIT,QENDS,QBEANS)

c
c SET UP ARRAYS AND TABLES

: c

. DIMENSION X1(1),Y1{(1),%2(2),12(2)

; DIMENSION X3(4),Y3(4),X4(8),Y4(8),X5(16),¥5(16)

: DIMENSION X6(32),Y6(32),X7(64),Y7(64),X8(128),18(128)

‘ DIMENSION QENDS (65),QNEANS (64)

. c

R o

DATA X1,0.0/,11/0.7980/

) DATA X2,0.0,0.9816/,72/0.4528,1.510/

. o

: DATA X3,/0.0,0.5006,1.050,1.748,,¥3/0.2451,0.7560,1.344,2.152/
: C

? DATA X4,0.0,0.2582,0.5224,0.7996,1.099,1.337,1.844, ;
' *2.801/

) DATA Y4,0.1284,0.3881,0.6568,0.9424,1,256,1.618,

[ *2.069,2.733/

\ c
.ﬁ DATA X5,0.0,0.1320,0.2648,0.3991,0.5351,0.6761,0.8210,

; ©0.9718,1.130,1.299,1.482,1.682,1.908,2.174,2.505,2.977/,
: + ¥5/0.0659,0.1981,0.3314,0.4668,0.6050,0.7473,0.8947,

Z ©1.089,1.212,1.387,1.577,1.788,2,029,2.319,2.692,3.263/

c
d c

313




!
c COMPUTE THE STANDARD DEVIATION
ISD=SQRT (XDVAR)
NN=2%#® (NBIT~-1)
NNE=28HN+1
NRXY=FLOAT(2%*NN)
STEP=6.0/NNX
C
Cc PICK UP THE APPROPRIATE ENTRIES FROM THE
c TABLES AND STICK THEM IN CENDS QND QMEANS
C ADJUST FPOR MEAN AND ATANDARD DEVIATICN.
i c N

DO 10 I=1,NN
Go T (1,2,3,4,5,6,7),NBIT
. 1 NNT=NN+I
| QENDS (N¥TI) =X 1 (I) *XSD+XDMEAN
. QMEANS (¥NI)=Y 1 (I) *XSD+XDMEAN
! GO TO 9 |
2 NNI=N§+I i
QENDS (NHI)=X2(I) *XSD+XDMEAN
| QMEANS (NNI)=Y2 (I) *XSD+XDHEAN
GO TO 9
3 NNI=NN+I
: QENDS (NNI)=X3(I)*XSD+XDAEAN
! QMEANS (NNI)=Y3(I) *XSD+XDMEAN
GO TO 9 &
4 MNI=NN+I :
QENDS (NNT) =X4 (I) *XSD+XDUEAN
QEEANS (NNI)=Y4 (I) *XSD+XDMEAN
GO TO 9
5 NNI=NN+I
QENDS {§NI)=X5 (I)*XSD+XDMEAN
QNEANS (NNI)=YS (I) *XSD+XDMEAN
| GO TO 9
! 6 NNIaNN+I
* QEXDS (NNTI) = (I-1) *STBP*XSD+XDMEAN
; QMEANS (NNI)=(I-0.5) #STEP*XSD+IDNEAN
! GO TO 9
' 7 NNI=NN+I
QENDS (NEI)=X7 (I)*ISD¢IDABAN
QMEANS (NNI) =Y7 (I) #XSD+XDMEAN
. GO TO 9°
) 8 NNI=NN+I -
QENDS (NNI)=X8 (I) *XSD+IDMEAN
QMEANS (NNI)=Y8 (I) *XSD+XDNEAN

R N

9 CONTINUE
C
10 CONTINUE
| C
; C SET UP END POINTS AND MEANS O¥ THE LOWER
{: (o SIDE OF THE MEAN.
L c
J{ SNN=NN-1
! NAID=NN+1
b4 [
{
!
L%
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DO 12 I=1,NNH

Cc
N1=NMID+I
N2aNMID-I
QBHDS(HZ)'QBNDS(N1)‘(~1.0) ¥ 2.0 * QENDS ( NN¥ID )
C
12 CONTINDE
C
c PIRST AND LAST END POINTS ARE - AND ¢
Cl INPINITY RESPECTIVELY)
c
QENDS (1) ==0.1E+6
QENDS (NNN)=0. 1E+6
c
DO 13 I=1,HHN
C
I1=NNN-I .
QMEARS (I)=QMEANS(I1) =(-1.0) + 2.0 * QENDS ¢ N2ID )
C
13 CONTINUE
c
RETUBN
END
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C-~DPCH2L TWO DIMENSIONAL DPCH MID
IDERTIPICATION
TITLE peCa2L
AUTHOR ROBERT M. HARALICK
VERSION 1.01
DATE MARCH 1977
LANGUAGE PORTRAN
SYSTEN PDP-15
UPDATE # 1
AUTEHOR OSCAR A. 20NIGA
DATE OCTOBER 10, 1978
VERSION B.01
LANGUAGE PORTRAN IV
PURPOSE THE ARRAY WT HAS BEEN ADDED TO THE
ARGUNENT LIST TO CCMPUTE THE DPCM
PREDICTOR .USING A WEIGHTED AVERAGE
PURPOSE

e X e e e X e e e N N X Ko N e K Ke e N K N e e e e R e N K e e e e e e e K N e e N e Ka e K e e e Ne Ka K Ne X K2 |

THIS SUBROOTINE IMPLEMENTS A SIMPLE T¥O DIMENSIONAL
LINEAR FOURTH ORDER DPCM FOR A LINE OF DATA

ENTRY PCINT

DPCM2L ( LNIN, NUAPPL, LNPOUT, LNOOT, QTABLE, NTABLE,
MAX, RANGB, IST, WT, NGEN, NUSED )

ARGUMEST LISTING

LNTIN INT INPOUT LINE OF DATA

NONPPL INT NUMBER OF VALUES IN INPUT LINE
LNPOOT INT PREVIOUS OUTPUT LINE

LNOOT INT CURRENT OUTPUT LINE

QTABLE INT QUANTIZING TABLE

QTABLE (IDIF) GIVES THE RECONSTRUCTED
VALOE FOR ANY DIFPERENCE OF VALUE IDIF

NTABLE INT LENGTH OF QUANTIZING TAELE

BAX INT MAXINGM VALUE OF AN INEOUT

RANGE REAL RANGE OF UNIPORMLY DISTRIBUTED DITHER
IsT DINT RANDON NOMBER GENERATOR SEED

§T INT WEIGHTS POR COMPUTING PRECICTOR

NGEN INT NUBBER OF OOTPUT RECORDS GENERATED
NUSED IBT NUMBER OF INPUT RECORDS USED

INTERNAL VARIABLES
IPRED INT PREDICTED VALOE, COMPUTED FROE SUN OF

TAE FOQUR NEAREST NBIGHBORS ABOVE AND TO
THE LEPT OF THE CURRENT (C,D,E,R):
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P RS ( CORRENT LINE, COL S5 )

B
Q

ROUTINES CALLZED

MAXO MAXINOM OF A SET OF INTEGERS (SYSTEM ROUTINE]
IROOND ROUND OFF TO NEAREST INTEGER (NSER ROUTINE)

8INO MINIMUM OF A SET OF INTEGERS (SYSTEM PUUTINE
RCH UNIPORM®M RANDOM NUMBER GENERATOR (SYSTEM ROOTTNE!

LRI T R E R R RSS2 PR R PR RE RS RS S RIS LR R R RS R RS R ERRERS R R LR R R R 2 2 2 2

SUBROUTINE DPCM2L( LNIN, NUMPPL, LNPOUT, LNCUT, QTABLE,
NTABLE, MAX,RANGE,IST, WT,NGEN, NUSED )

INTEGER*4 IST
INTEGER LNIN(NUMYPPL) ,LNPOUT (NUMPPL) ,LNOUT(NUMPPL)
INTEGER QTABLEZ(NTABLE), WT (4), DPCSUA

NBMLZF = T (1) + WT(2) + WT(3) + WT(4) :
IRND = NBNLZF,2

NAX1=1+MAX
LNOOT (1) =LNIN (1)

DO 1 I=2,NUMPPL

DITHER= (RCH {IST)~-.5S) *RANGE

IDTHR=IROTIT (DITHER)

J=MINO(I+1,d0MPFL)

DPC3ON=LYPOOT (I~1) #RT (1) +LNPOUT {I)*WT (2) +LNPOUT (J) *WT (3) +
LNGUT (I=1)*WT (4)

IPRED= (DPCSUM+IRND) /NRNLZF

IDIF=LNIN(I)~IPRED+MAX1+IDTHR

IDIF=8AX0 (IDIF, V)

IDIP=MTINO (IDIF, NTABLE)

LNOUT({I)=TPRED+QTABLE (IDIF) -IDTHR

LNOIT (1) =M AXO (LRCOT (I}, O) -

CONTINUE

NGEN = 1
NUSED = 1

RETURN
END
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C-=-DPCHXX MODIFIED DPCHM MID

IDENTIFICATION
TITLE DPCHXX
AUTHOR ‘GE MONAGHAN ’
VERSION .01
DATE MARCH 31, 1977
LANGUAGE FORTRAN ]
SYSTEN PDP-15

PORPOSE

THIS SUBROUTINE FORMS A PREDICTOR FRON THE FOUR
NEAREST PREVIQUS DPCM VALUES PLUS THE PIVE REN-
AINING NEAREST LOW PASS PILTERED VALUES.
ENTRY POINT
DPCHXX ( LNIN, NUNPPL, LNLPF, LNXTLP, LNPOUT, LNOUT,
QTABLE, BTABLE, MAX, BANGE, IST, WT, NGEN,
NUSED )
ARGUMENT LISTING

LNIN INT INPUT LINE OF DATA

NOMPPL INT NUMBER OF POINT PER INPUT/OUTPOT LINE
LNLPP INT CURRENT LOW PASS FILTERED LINE

LEXTLP INT NEXT LOW PASS FILTERED LINE

LXPOUT INT PREVIOUS OUTPOT LINE

LNOQT INT CURRENT QUTPUT LINE

QTABLE INT QOANTIZING TABLE

QTABLE (IDIP) GIVES THE RECONSTRUCTED VALUE
FOR ANY DIPPERENCE OF VALUE IDIF

' NTABLE INT DINMENSION OPF QTABLE
i nax INT MAXTIMOM VALOE OF ANY INPOT LINE
. BRANGE REAL RANGE OF DITHER
IsT DINT SEED OF RANDOM NUMBER GENERATOR
" NT INT 3X3 ARRAY OF WEIGHTS TC USE WHEN SUMMING
’ ' PREVIOUS DPCM'D AND NEXT DATA POINTS WITH
\ CURRENT DATA POINT
’ NGEN INT NOMBER OF QUTPUT RECCRDS GENERATED (=1)
NUSED INT NUMBER CF INPUT RECORDS USED (=1)

INTEBRNAL VARIABLES

DPCSOM INT WEIGHTED SUN OF 3 NEAREST NEIGHBORS CN
PREVIOUS DPCM LINE
’ ITSon INT WEIGHTED SUM OF LAST DPCM, CURRENT AND
; NEXT INPUT POINTS
J MXTSUN INT WREIGHTED SOM OF 3 NEAREST NEIGHBORS ON
NEXT INPUT LINE
¥ IPRED - INT PREDICTED VALUE, COMPUTED FRCM D2CSUN+

e X e Ko Ka e e e K X X K K X Ko NaNe e e Ke e K e N e e Mo e e e Ne Ko N Ke Ne e e Ne K N Ke e Ne Re Kz K Ke Ne Ke Ka e Ka Xs

ITSON+NXTSON




T—— " dase

C
C ROUTINES CALLZED
Cc
Cc MINO MININMUM OF A SET OF INTEGERS (SYSTEHN)
C HAX0 MAXIMUM QF A SET OF INTEGERS (SYSTEN)
C IROUND PRBCUND OFF TO NEAREST INTEGER (JSER)
C RCH JNIFORM RAVDOM NUMBER GENERATOR (SYSTEM)
c
Cc
Ct‘tt#l‘ttttt#ttttttttttctktttt‘xtt‘txtttttttttttttttttt*tttt*tattt
c
c
SOBERCSTINE CPCMXL ( LNIN, NOMPPL, LNLPP, LNXTLP, Ly¥POUT,
2 LNQUT, QTABLE, NTABLE, MAX, RANGE,
3 IST, WT, NGEN, NUSED )
o
INTEGER*4 1IST
INTEGER LNOJT(HUMPPL), QTABLE(NTABLE), LNLPF(NUNMPPL)
INTEGER LNIN(NIMPPL), LNXTLP(NUMPPL), LNPOUT (NUMPPL)
INTEGER #7 { 3, - i1, DPCSUM
o
qA121 = MAX » 1
- NMPLYY = NURDPL
NReLIT
DG 1 I=1,3
200 V LU=,z
NR®LZF = HRILLF + WT(I,N
H COMTINIT®
<
T80 = MRMLTP 2
C
C DC 15T AND LAST DPCM'S SPECIALLY
C
LE¥GTT () = LNIND
C=- LD ouwuMooren = LNIN{NUMPPRLY
c
C HOW DU THY REST QF THE LINE
00 L DJ5 I=2 Nunfel
Nt o= It
IPY = %753 ¢ I+, RIUMPPEL )
C
DITHER=(RCM{I5T) ~.9) *RANGE
IDTHR=TROUND(DITHER)
C

DPCSUN = LNPGUT(IM') *WT(1,1) + LNPOUT(I)*WT{1,2) +
2 LNPOUT (IP1) *WT (1, 3)
ITSTUN = LNOUT (IM1)#WT(2,1) ¢ LNLPP(I)*aT (2,2) +
2 LNLPP(IP1) *WT (2, )
NXTSUM = LNXTLP(IM1)®wT (2,1) + LNXTLP(I)=*wT(3,2) +
2 LNITLP (IP1)*WT (3, 3)




vt
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IPRED = (DPCSUM ¢ ITSOM ¢ NXTSUH ¢ IRND) /NBYLZF
IDIP = LNIN(I) - IPRED ¢ MAXP1+IDTHR

IDIP=MAXO0 (1,IDIF)

IDIP=MINO (NTABLE,IDIF)

LNOUT (I) = IPRED + QTABLE(IDIF) ~IDTHR

LNOUT (I) = MAXO (LNOOUT(I),0)

CONTINUE

NGEN = 1
NGSED = 1

RETORN
END
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$--MSERR MEAN SQUARE ERROR
IDENTIFICATION
TITLE MSERR
AUTHOR OSCAR A. ZUONIGA
VYERSION A.01
DATE JOLY 6, 1979
LANGUAGE RATPCR
SYSTEN IBm-370
PORPOSE

THIS ROOUTISE CCMPUTES THE MEAN SQUARE ERBROR EETWEEN TKO
ARBRAYS OF INTEGER DATA.

¥3P8R { LINE:V, LINEZ2, 4SE, NPPL )
ARGUOMEMT LISTING

LiyE? INT 1-D ARKAY OF DATA

LINEZ INT 1-D ARRBAY OF DLATA

MSE REAL THE MEAN SQUARE EEROR

NPPL INT THE SIZE OF THE INPUT ARRAYS
BOUTINES CALLED

NSONE

XA EA LU AN LRI B A AR U N EI AR E R Z ARG E SR IR R IR R AT R IR R RS S E R SRR LSRN

s
L
8
]
&
$
$
3
]
3
$
E
¥
3
¢  ENTRY 20INT
t
L
]
&
E
¢
’
$
$
s
$
$
3
¥
3
4
]
*

SUURGHTIN: MSER® ( LINZY, LINEZ2, MSE, ¥PPL )
14
GER LINESY ( NPPL ), LINE2 ( NPPL )
‘

LINZ1(K) - LINE2(K) ) == 2




] #~--0PDEGS UPDATE EDGES MID
IDENTIFPICATION
TITLE UPDEGS
AUTHOR OSCAR A. ZUNIGA
VYERSION .01
DATE MAY 16, 1979
LANGUAGE RATFOR
SYSTEN IBn-370
PURPOSE

THIS ROUTINE UPDATES THE CONTENTS OF THE BUFFERS CON-
TAINING THE NEIGHBORING TOP EDGERS AND THE NEIGHBORING
LEFT BDGES WHENEVER A BLOCK HAS BEEN PBOCESSED.

ENTRY POINT
UPDEGS ( OTBLK, TOPEDG, LPTEDG,‘COBBR, NPPL, NLIN,
I8, JB, NR, NC )

ARGUMENT LISTING

OTBLK INT : THE PROCESSED OUTPUT BLOCK

TOPEDG INT THE BUFFER THAT STORES ALL NEIGH-
BORING EDGES IN THE PEEVIOUS
PROCESSED ROW OF BLOCKS

LPTEDG INT THE BUPPER THAT STOEES ALL NEIGH-
BORING EDGES IN TRE PREVIOUS
PROCESSED COLUMN OF BLCCKS

CORNR INT THE PREVIOUS PROCESSED VALUE
AT THE COBNER OF A GIVEN BLOCKX

NPPL INT THE NUMBEP CP POINTS PER LINE
IN THE IMAGE

NLIN INT THE NUMBER OF LINES IN THE
INAGE

IB INT THE POSITION OF A BLCCK IN A
COLUMY OP BLCCKS

JB IRT THE POSITION OF A BLOCK IN A
RO% OF BLOCKS

NB INT THE NUMBER OF ROWS PER ELOCK

NC INT THE NUEBER CF COLUMNNS PER BLOCK

ROUTINES CALLED

NONE

PSS LESE RS EEEL LV RS SR ESILLEEREL LS LSS ELEEEAXEXERRRELE LA RODERN GRS EE R

W AW WD W W N EIE NN WIW I IEN W NS

SUBROUTINE UPDEGS ( OTBLK, TOPEDG, LFTEDG, CORNR,
MPPL, NLIN, IB, JB, NR, NC )
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$
IMPLICIT INTEGER ( A - 2 )
2
INTEGER OTBLK ( NR, NC )
INTEGER TOPEDG ( NPPL ), LFTEDG ( NLIN )
]
' .
] UPDATE EDGES
L 4
CCRNR = TOPEDG ( NC*JB )
D0 K = 1, NR
LFTEDG ( NR*(IB=1) + K ) = OTBLR { &, NC )
00 K = 1, NC
TOPEDG ( NC*(JB-1) ¢ K ) = OTBLK {( NR, K )
%
$
RETOURN
END
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