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In a recent paper ilh J. 5. Lee proposed a method of using
local statistics in noise filtering. The basic assumption is that
the emsmble mean and variance of a pixel is equal to the local
mean and varilance of all pixels within a fixed range surrounding
it. So the gray level of any point of the original image can be
estimated by the local statistics and the nolsy gray level of that
point. This implies that the image is locally stationary ana
ergodic. Though this assumption is not always exact, it has veen
shown to be guite feasible by some experimental resultz. We have
implemented this method (for simplicity we'll call it L-method
hereafter) in our minicomputer (PDF - 11/45).

1. Determination of Variance of Noise

In order to calculate the local statistics of the original
image the variance of the additive ncise O;lmust be known.
Sometimes only the noisy image ia available. In the case where
the 1lmage is composed of objects and a nearly uniform background,

6:2 can te calculated from that window which has the least mean
value. As the mean of noive is zero, the window with the least
mean must be the uniform background and i1ts variance must ve CZ?.

. . . 2 N
In the experimental study an uniform noise (G, =300) was added.
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Q;, calculated by above mentioned method is 270. This value was

used in processing the r.oisy image. The result i1s shown in Fig. 1.

2. Relation to Other Filtering Methods
First let us calculate the mean square error of the L-method.
Assume that the signal x and noise n are independent Gausslan
random variables, n huas zero mean, and z is the measured gray level.
Then we have
Zij = Xij + n
The conditional probability density p(x/z) must be Gaussian with[Z]

mean[x] and variance[of]:
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where ¥ 1s the mean of xij and z=X , O: = G; + g; . The MAF
estimation X of Xij is equal to [x], this is the formula used to

estimate xij in the L-method. The mean sqguare error of this

estimator E(Hl—ﬂVz) is simply the variance of p(x/z),

— 3 a 2
6= % G = 7 = bﬁ 0“2
G2 ¢ O+ 02 1+b It ™"
where b=-—l; is the signal-to-noise ratio. RPN I
0;1 B = : i
A. Relation to Local Averaging gziizi;A
TLC S
In the local averaging method we replace every x,. by X. So| Unenuounces
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uniform hence X is the optimal estimator of x, When 0y ¥0, L-method ;




is superior to local averaging.
B. Relation to the Kalman Filter

In Kalman filter we estimate xij by recursive estimation. For
the points that do not have neighborhcod points information tne

filtering formula becomes (See Ej! Chapter 7 formula (142,143),

Also [4] formula (?.462) f}jz'i + k(z-x)

where K = "‘[f 9,0) - x
. . I\rf t0,3) + o-'\z 0;12 r 07‘.2

which is the same formula used in the L-method. (Sce equation(l)).

2

We can conclude that L-method 1s nothing more than a speciual case
of the Kalman filterin:; and its effect is inferior to Kalman filter
in the global coperation. However, its computing algorithm ic
simpler and can be directly implemented for real-time processing
where a parellel processor is used.

The effect of Tiltering is dependent upon the characteristics
of the images under procecsing., If the image is rearly uniform or
the gray level of one pixel 1s independent of other pixels, then
local mean is the best estimator. If 1lhe gray level ol one pixel

; is related to other pixels but the relationship 1s unknown, the L-
method is the best estimator. If this relatlonship can be assumed

as a suitable model, then Kalman filter is the best estimator. If

’ the image has more complex characteristics, we must use some non-

\, linear methods. Here "best"” means the least mean square error.

?j 3. An Alternative Approach in the Case of Multiplicative Noise

! Under multiplicative nolse the degraded pivxel can be represented
N by (3)

Z2..% X.. U, .
1J 1) 1
where uij is noise. 1In Ref. 1, this problem ir treated by a linear

relation between z, x and u:
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Z i = Axij Buij + C
A, B and C are determined such that the mean square error between

Zij and zij

A

is minimized. The resulting riltering formula i

X.. = X + K..{2.. - d7) . .- .
1] 13( 1] U which 13 X plus some correction ternm.

Intultively for the multiplicative noive tais formula is nov
reasonable as in the additive nolse cace. Therelore we provose

N : s 1 B ‘ . N -
another approach. Intultively the reaconavle form of X may bp=

> v, C . .
X.. = Ka.:. Now w» take loyg of (3),
1] 1] ’
and assume 1n X be a linear runction of 1n 2z l.c. In x = ¢ 1n 2 + k
A k_c :
@r‘x = ez . Here ¢, k are determined such that the mean square

N - o 2 N o . .
error between 1ln x and 1d x, E(ln x - 1A x)° is minimized.

L C = Eian ~ (Eln I)Zhﬂ B Eln'a ~ ([/ml')‘ _ N
Eln'z - (Efnz)? {E/n“'.(—(E}n&)‘j L Etnu - En “)11 (r)

R=Eing ~CEmz =Lint ~ C(Ez + Elau) (5)

The problem 1s to calculatle Elnzx, Eln X.,..etc, 1! the statistics

. . . - 4 = 2
of noise 1is known, 1l.e. we know u and O;/then the X and GZ can be

determined from the following equations:

X=_2
u
2 o’ - 7% . -
6= = z 7] \see Appendix)
£ Ol:‘z+-a-4

Here 7 and c;zare the local mean and the variance of the noisy
image.

With a reasonable assumption of the probatility density of x,
Elnzx and Eln x can be calculated {rom E_/nzz =J-I'n1( Piodx

Elnx =fInx P(x)dx

*It is the same principle as Homomorpnic ({iltering. Here the
processing is in the spatial domain using the leocal statictics.




Here we simply 1ist the resulting filtering formula. And for
detail, please see the appendix.

S=FLlha = }E-H-/.S‘

T= Lla'y = C—‘T— 3,5' FH(3-m) + 3.5

C=1- ‘%715‘4-1/)

L =5-C(S5~-T)

A :
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- D 2 3 -
F—(Z.S'G})/“D+ (z.t:Sq)Z/nE ; E=x+250
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Experimental resulis:

The multiplicative noise is uniform distritution irom 0.2 - 1.
After processing, the result is shown in Pig. 2A. For the case of
combined multiplicative and additive noise, the result of processing
is shown in Fig. 3. For comparison, with the same noise, the renult

of using the L-method is snown in Fig. 2B.
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1, Derivation of Gy .
. 2 2_ -2
Ol F(z-Z)'<Ez-(Fn), O =E-(€x0)7, O =t (Eu)
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Clot= (Ex=T)(Eul-Gf) = Fx*Eu’~X TR -T2 (Fut T
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2, Calculation of
In practice the distribution is usually assumed to be Gaussian.

For simplicity we consider a triangular distribution (Fig. 4) as an

approximation to the Gaussian distribution. The distribution

function of x:

X- (X~2.50)

X=({-256) — X

(250p)*
P(X):
x*i‘zﬂ\i-f , X=X —>(2r2503)
.507)
£ X A (X-2.50%) . /d+75& oo 7
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By using the formulae,
flaxdx =xlna —x+0C . J(/nIJ(ZIlLI—;i':;:J+C

4 Jnx 2
Jalntxdx =%—In‘1 ~l'[ —’2'—- -J{-J , j/n Xdx=x/n'r-2xla+2x
the results can be cauily derived.
3. Calculation of lnu, £ln‘u
Whnen the nolsc u is unitormly distrivuted from a to ©, then

‘ 1 b bin b /
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n b‘allnudu P Ta )}

b-a lf'l udu= +2.
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Fig.o 1

Filtering o1l nolcy image
with additive rnoice,Ga*~300,
of uniform dictrivution
(-3C, 3C). "re upper figure
iz the intenaity profile
along a scan line of the
image in tne lower figure.
Original image in the left,
noisy image in the middle,
filtered image in the right.

Imuge is from USC data base,
HJUsC-C25c8-15,

Flg. ZA

Filtering ot roicy image
with multiplicuative noise
of uniform distrivution
(0.2-1.) by using our
methiod.

Fig. 2B

Filtering of rolsy image
with multiplicative noise
o uniform distribution
(0.2-1.) by using L-method.

The improvement of our
method over the L-method
i evident by comparing
Fig. 24 with Fig. 2B.
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Fig., 3

Filtering of nolicy imacge
with mixed additive and
multiplicative case.

Additive noise, =1332.,3
and uniform over (-2C,z0).
¥ultiplicative rioice

’
uniform over (0.2-1.)
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