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Al Duadity Accuracy
Air P'ollution Aircraft Emissions

Pi:»;pux'sinn Modeling

ABSTRAC T anthioe on taverse <tie (L ne. nxsary mnd fdentity by hlock nomber
The Air Quality Assessment Model (AQAM) overall predictive accuracy is andal.sod
using actual air base ambient air quality measurements. These measurement: of
CO, NO, N(\'xf THC, CHy, and visibility at Willlams Air Forcee Base, Arizona, frem
June 1976 to June 1977 were compared with AQAM predicted air pollution
concentratfons to determine AQAM's predictive power. The AQAM accuracvy iv
analvzed on an hour-by-hour basis and statistical basis using accumnlat ive
[requency distribution.  The conclusions are that AQAM accuracy is well within
the accuracy range expected for Gaussian urban dispersion models.  ¥ven thongh
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an attempt was made t . select an isolated base from urban background emissions,
the background concentracion had to be accounted for in the analysic.  Concen-
trations in the air base vicinity were extremely low when compared with back-
ground concentrations resulting from urben transport. Without the Lackpround
concentration adjustneats, the AQAM mode!l tended to underpredict the polfutant
concentrations. The results also indicate that AQAM is especially accarate b
simulating the potential worst casc airbose concentrations asrociated watl
morning hours, low wind speeds, stavlc atmcspheric conditions, and ipgh
activity.
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PREFACE
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was accomplished under Job Order Number 19009004. Lt Col Peter A. Crowley,
Majors Dennis F. Naugle and Joseph B. Hotten, aud Captain llarold A. Scott were
the Alr Force project officers.

Contributions were made by many others including Mr Edward P, Durphy,
while at the University ot New Mexico, Civil Engincering Research Facility
(CERF) and subsequently as a statistical consultant to ANIL, and Mr Karl F.
Zeller, while EPA project officer.

Northrop Environmental Services provided the ambient measurement data used
throughout this report.

The authors are also gratetful to the following people for their technical
assistance: Mr John Connolly, EPA/EMSL; Lt Blair Thisted, USAF; Ms Polly Brown, !
ANL; Ms Lyvn Deacon, ANL; Dr Kenneth Brubaker, ANL; and Mr Simon Bremer, ANL. ;

A special thanks is given to Ms louise Benson, Ms Patricia Traczyk,
Ms Sally Vargo, and Ms Linda Wulf for typing this and the numerous draft !
manuscripts. ;
|

This report has been reviewed by the Public Affairs Office and is releasabic
to the National Technical Information Service (NTIS). At NTIS it will be avail-
able to the general public and foreign nationals,

This report has been reviewed and is approved for publication. ‘
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HAROLD AL SCOTT JR., Capt, USAF EMIL C. FREIN, Lt Col, USAF
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H-4  Average Wind Speed (¢ = WS) . . .

H-5 Vet or Mean Wind Specd (¢ = UMWS)

Hf Standard bevieation o the Wind Speoed (4 - a,)

H-/ Hovr Ly Awverage o (g HO)

I s

B-5 Acoustic Sounder Classification Codes for Williams AFB Study.
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H-8
H-9
H-10
H-11

H-12
H-13
H-14

H-15

H-1h
H-17
H-18

H-19

Tab e

LIS OF PABLES (Cant P
Tyl

Hour ly Average NO, (¢ = NOx ),

Standard Deviat ion of the Vertical Wind Speed (¢ - o),
Average Vertical Wind Speed (& = W)

Calculation of p for Sampling Times of 3 wmin and &0 min
Calceulation of p for Sampling Times of 10 min and A0 min,

Calculation ot p for Sampling Time« of 3 win and 16 min

Comparison of the Actual %5 to the oy Value Caivalated
from Eq. (H-11) using 1¢=3 min

Comparison of the Actual og to the og Value Calculated
from Eq. (h=11) using 1¢=10 min

Mean Square Along Wind Eddy Velocity (¢ = w'Z),
Mean Square Cross Wind Eddy Velocity (& = '72),

Mean Square Along Wind Eddy Velocity (& = u'Z)
Computed Using a Fixed Mean

"

Mean Square Cross Wind Eddy Velocity (9 V')

Computed Using a Fixed Mean

ATTACHMENTS TO APPENDIX D

A Hourly Aircraft Activity Summary; A One-Day Example, 76-08-06,
B Monthly Aircraft Activity Summary; 1 June 1976-30 June 1977.

¢ Grand Totals of Aircraft Activity, 1 June 1976-30 June 1977,
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APPENDIX A

THE WILLIAMS AFB ATR AL VY S00hY

1. INTRODUCTTON

This appendix begins with a brief description o1 tin Williams AFB experi-
ment and concludes with the presentation of statistical swmmarics of

acquired during the 13-month monitoring period bepinning June

1976 .

siderably more extensive review of the experimental operations is
tn the paper of Sheesley et al,:A-l a report aesned Jointiv Ly

Services, Inc. and the USEPA Environmental Monitnring and

2. MONITORING LOCATIONS AND STATION SITING RATIONALEA-Z

The placement of the five ambient air quality monitoring
shown in Fig. A-l1.% The rationale for selecting these trailer

provided in Table A-1.%

3. AIR QUALITY MONITORING STATION DESCRIPTIONATS

Support

Each monitoring station consists of a mobile enclrnsure (trailer)

mately 2.4 m wide, 4.3 m long, and 3.1 m from ground to roof. The
wonltoring instruments are rack-mounted in each trailer:

1. Beckman Model 6800 Air Quality Gas Chromatograph for
analysis of carbon monoxide, methane, and total hvdro-
carbons. The Beckman 6800 has an automatic calibration
capability.

2. Monitor Labs Model 8440-R/FR/DA Dual-Chamber NG/NOy

Analyzer with teflon filter, flowmeter, molybdenum NOop-to-
NO converter and 0.05 ppm full scale lowest rangze option,

3. R.M. Young Co. Model 35003 Gill Propeller Vane
speed and direction measurements,

&~

of light scattering due to particulates.

Each trailer also has an Esterline Anpus L11-028 strip chart

recorder for calibration and back-up purposces.

The intake system for the above air quality instruments
glass ballast chamber (not in system at present) to provide

for

residence time (ratio of volume to flow rate) of at least
system interrogation rate.  The chamber will allow the averaring of

hiph concentrations of pollutants that might otherwise pa
addition, the Beckman 6800 has a separate mixing chamber

NS

wind

MR1 Integrating Nephelometer that will be used as a measure

a sampt .
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*Figures and tables appear consecutively 0 the end ot this appendix.
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five-minute instantaneous sampling rate. A separate sampling train is
provided for the MRI integrating nephelometer so that the aerosol size
distribution will not be distorted prior to entry into the nephelometer. A
"T" was installed in the alr quality sampling traiun so that, if nccessary, oir
could be sampled from heights other than the fixed entry port several teet
above the roof of the trailer.

4. PRIMARY DATA FLOW

a. Aerometric and Meteorological Data

During the period June 1, 1976, to June 30, 1977, the U.S. EPA/Las Vegas
collected reliable data at Williams AFB on five pollutants (CO, CH,, THC, Nu,
NO,) and b-scatt plus wind speed and direction from the ftive-station netwark
described briefly above. The raw data, collected at one-mianute intervals, was
corrected for span and zero drift before computation of the hourly average
quantities required for the AQAM evaluation effort. The procedure for produc-
ing the hourly-average tape (DS II1) is indicated schematically in Fig. A-2
and described in detail in the report of Sheesley et al A-1

Additional meteorcological data, taken routinely by the U.S. Air Force at
williams AFB, was recorded onto coding sheets, keypunched, and stored on
magnetic tape. This data set also includes mixing-depth measurements taken by
the EPA with an acoustic sounder., For logistical reasons, this data set was
not merged (as erronecusly suggested in Fig. A-2) with the aerometric duata,
The format and information structure of the meteorological data tape, along
with details of the acoustic sounder measurement program, are also given by
Sheesley et al.A"l and further described in Appendix B,

b. Emissions Data

Figure A-2 also shows the essential steps taken in the creation of the
source inveatory data set (DS I) and the detailed aircraft activity data set
(DS 1), The source inventory data set was created by running the AQAM Source
Emissions Inventory Code on emissions data for Williams AFB, recently compiled
and coded by SRI and checked for consistency by the Air Quality Research
Division of USAF/CEEDO. Modifications to the emissions inventory are de-
scribed in Appendix C., The aircraft activity data set (DS I1I) contains
hour~by-hour tallies of aircraft operations (i.e., takeoffs, landings, touch
and goes, aborts, and transient aircraft arrivals and departures) broken down
according to aircraft type and runway number. This data set serves as input
to that version of AQAM (i.e., AQAM II), incorporating the actual hourly
aircraft emissions as opposed to the version (AQAM 1) that uses the fractional
apyorticnment of total yearly aircraft operations dictated by the AQAM
Source Emissions Inventory Code,

Generation of data set DS Il was accomplished by processing intormation
arn each individual aircraft operation, This information, extracted from USAF
Flignt Forms ATC 355, ATC 90, and TW 124 by USAF student pilots and CHRBDO

Tecrsizians, was coded oand sevpanrned according ot the formart apes tfped g
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lable A7 Intortunately, all the data regaired to produce b 1L wias not
contained in available usar tlight  forwe, fhiese  deviogenntes originally
pointed out by Duncan  and Uunphy,A"'j cequired the amplementation o s few
simplitving assumptions; nonce of which are presently thought to signifizentiy
alter the space-time distribution ot airvcratt emissions. These deticiencies
and approximations are discussed in Appendix D.

5. THE AEROMETRIC DATA

a. Frequency Distributions

As a first step, preceding more detalled anaiyses, one generally chamine:s
the frequency distributions of the measured quantities, Vi.ual inspection o
such distributions quickliv gives one an cstimate of the mean, medlan, stanGgzri
deviation, range, and statistical nature (e.g., normal, loguormal) ¢ s
measurables and occasionally reveals systematic problems i(n the data. Ror
¢xample: an uncharacteristic bimodal snape in the station 2, October (U dig-
tribution led to the discovery of an instrument calibration problem covering a
two-weck period. Though tte pollutant distributions for each station ang
month were examined during the diagnostic phase, the distributions presented
in Figs. A-3 to A-8 combine all stations and months, as the subtle differencas
between stations and months are shown more clearly in the statistical tabula-
t ions. Distributions for the "calculated" pollutants NUp (3 NUy, - NO) ang
NMHC (3 THC ~ CH4) are given in Figs. A-9 and A-10, respectively.

The meteorological variables, wind speed (Fig. A-11) and wind direction
(Fig. A-12) were also investigated in this manner. Of particular interest is
the greatly euhanced probability of winds from the ESE and West., Subsequent
analysis of this phenomenon revealed a strong correlation between wind direc-
tion and time of dav. This strong diurnal dependence o1r the wind direction
(see Fig. A-12) is characteristic of the mountain-valley flow found ia <o
Vallev of the Sun, where Williams AFB is located.

Usetulness of the frequency distribution exteunds bevond the olawnostic
phase to the analvsis phase. For exawmple, a detailed i1t of tihne L0 and NG,
frequency distribations, assuming only a positive concentration distributing
convoluted with a Gaussian instrumental resolution function, should discloge
the overall accuracy, o , of the NO/NO, instrument near threshold. Visual
examination ot the "pegative concentration” tail of these distributions
sugpests a v ot a tew ppb.

Instrument threshold and repeatability noise might also be indicated on
frequency distributions ot the data, If a significant problem, the repeat-
abtlity noise resolution function could be folded into the experimental data
to produce trequency ideograms.

b. Statistical Summaries

Belore presenting a statistical summary ot the acrometr o data, one fairet
‘ )‘ A y

must detine the range ot data values that are aceeptable or phiyer i

IS




allowable given the instrument range setting, instrument threshold and accu-
racy, as well as '"data windows" used in the program that generated the hourly
average data tape (DS II1). While some discussion regarding the selection of
the "data windows" is given by Sheesley et al.,A~l selection of threshold
concentrations Cy (such that Cypy < C < Cr are set equal to Cyr) was based on a
combination of conversations with the experimenters, instrument manufacturer's
specifications, and a strong desire to avoid taking the logarithm of a number
{n:cessary in the computation of geometric means) too close to zero. The
minimum, maximum, and threshold concentrations for measured, as well as
compnted, pollutants are given in Table A-3.

Statistical properties of the entire 13-month data sample are given in
Table A-4, and for each of the 13 months individually in Tables A-5 to A-17.
In these tables, the geometric wmean and geometric standard deviation should be
cunsidered meaningless when the arithmetic mean 1s negative.

¢. Cumulative Frequency Distributions

Cumulative frequency distributions for the 13-month data sample are
presented (Figs. A-13 to A-20) {n logprobability format for each of the
pollutants., The interesting characteristic of the logprobability plot is that
a lognormal distribution transforms into a straight line that intercepts the
fifty percentile point at the geometric mean and has a slope proportional to
the geometric standard deviation,

These figures relate to equivalent tables (A-18 to A-25) at the end of
this appendix, giving the concentrations at several useful cumulative percen-

tile levels for each pollutant species.
REFERENCES

A-1. Sheesley, D.C., $.J. Gordon, and M.L. Ehlert, Williams Air Force hase
Air Quality Study, Northrop Services, Inc., Report ESC-TR-79-26
(June 1979).

A-2. 2Zeller, K.F., and R.B. Evans, Airport Air Quality and Its Jontrul,
J. APCA, 15 (Dec. 1965).

A-3. Duncan, D., and E.P, Dunphy, Adcquisition, P-duction, and analusie o
Aireraft Activity Data from Williame Air Foree HSase, Arizona, letter
report EE-11, final report to AFCEC/EVA (for period 8 March 1976~

30 June 1976).
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Site No.

1

a.
b.

C.

L 4
Table A=t Siting Kt iona!
kat 1onal -
Continuity with April 9« feaw:bility sy
Upwind during carly and late meining jeriods
Power already installed tor Apri! 1972 siuagyv
Downwind of T-33 takeof! and toucidown location
during the morning period (9w o1 Gl takecits
and landings at Willlams AVD arc 55 1o NW)
Downwind of T-37 aud FZ takeotis ava teuch=
downs and taxi route for all aircrait during
afternoon
*
Downwind of T~37 queuing and takeofi area
during the morning period '
Downwind of taxi segment for all alicraif:
during the afternoon
Downwind of T-~38 apron area during the morning
periods
Background to airfield operations during ti.e
afternoon periods
Downwind of all airport activities during the ‘

(o]

moruing period
Downwind of taxi to shutdown tor [=13s

Background location tor later atterncon asd
early evening

N

vl
o~




Table A-2, Aircraft Activity Data Format

Header Card - One Per Day

I NIt e i EH T H I TR S AT I IR 1A

133138

7
[

751225C 275 327 129 14 5 9
Content

Col.

1-6

YY'MDD = Year, month, day

30L
30C
30R
12R
12C
12L

C => Total aircraft counts

Full traffic count on these nmways
Right justify integers

Aircraft Activity Cards

PRCAESR8A IRLIIMARERAREARAIINANIIRNLISNNENS 3 $49288988230323253838

751225N30LE-5
751225130CC-130
751225030CC-130
751225V30LT-37
751225A30LT-37

Col.

1-6

8-10
11-20
21-24 )
26-30

76-79

0753,0804/0800,0843/0810,0905/0812,0837/0845 ,0906/0915 1017
1530,1535,1610

1655,1702,1730
0824,0834/0838,0855/0805,0859/0845,0902/0850,0903/1250,1310
0620,0620,1410,1600

Content

YYMMDD

N =>

Normal operations - times are local takcoff and landing times.
Slashes separate sorties.

I => Transient inbound } Times are in GMI (i.e., Zulu)

0 => Transient outbound

V => Deviation - times are local enginc start and takeoff times.
Slashes separate sorties.

A => Non-weather aborts - times are local engine start times

Runway

Aircraft type - left justified

Local 24-hour times separated by commas or slashes as
appropriate. (Zulu time for transient aircraft.)

26




Tavle A-3.

Pollutant

NO

NOy

CHy,

THC

co

bscar
NOp = NO, -

Minimum, Maxunum, and Jareshe o
Values

Concentration

Miuimumd

!

NO

NMHC = THC ~ CHy

-U.02

-0.02
1.25
1.25
0.0
0.0

-0.2

Max Linumé

plus CMIN and UMAX

~0.2

.

Cc ¢ X

cuts on D

(Ovax !

(]

Avalues given in ppm unless otherwise indicated.

Pralues ziven 1n units of 104 @~

threshela®

((1 )

0,002

0.002
1.3
[.3
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Table A-18. Cumulative Frequency Percentile Concentrations
(PPM) for Williams AFB Hourly NO Data:
June 1976-June 1977

Station No.

Percentile 1 2 3 4 5

50. 0.002 0.003 0.002 0.003 0.002
80. 0.004 0.004 0.004 0.008 0.005
90. 0.006 0.006 0.005 0.012 0.008
95. 0.008 0.007 0.007 0.018 06.010
98. 0.012 0.011 0.011 0.028 0.013
99. 0.016 0.016 0.015 0.038 0.016
99.5 0.023 0.021 0.020 0.048 0.022
99.9 0.052 0.045 0.037 0.075 0.036
99.95 0.060 0.050 0.045 0.096 0.045
99.99 0.106 0.115 0.094 0.131 0.059

Table A-19. Cumulative Frequency Percentile Concencrations
(PPM) for Williams AFB Hourly NO, Data:
June 1976-June 1977

Station No.

Percentile 1 2 3 4 5

50. 0.008 0.009 0.009 0.014 0.008
80. 0.014 0.016 0.017 0.027 0.015
90. 0.020 0.022 0.024 0.040 0.023
95. 0.028 0.030 0.033 0.055 0.032
98. 0.039 0.041 0.048 0.080 0.047
99. 0.053 0.052 0.061 0.100 0.061
99.5 0.071 0.060 0.076 0.120 0.073
99.9 0.106 0.094 0.106 0.158 0.096
99.95 0.125 0.107 0.114 0.170 0.102
99.99 0.206 0.228 0.198 0.259 0.108

42
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Table A~20. Cumulative Fregquency Percentile Concentrations
(PPM) for Williams AFB Howaly NO, iata:
June 1976-June 1977

Percentile I 2 3 " 5

50. 0.005 0. 000 0.007 0.610 0. o0k
80. 0.011 0.013 t.0l4 0.92u ¢.012
90. 0.016 0.016 0.020 O.usi U.020u
95. 0.022 0.026 0.02x 0oGd U.U2k
98. 0.034 0.036 0.04) 0.061 0.041
99, 0.047 0.045 0.053 U.074 0.051
99.5 0.058 0.052 0.065 (. UB4 U.obu
99.9 0.099 0.077 0.088 0.108 0.074
99.95 0.103 0.082 0.099 0.128 0.077
99.99 0.108 0.113 0.108 0.147 0.097

|
|
i

Table A-21. Cumulative Frequency Percentile Concentrations ;
(PPM) for Williams AFB Hourly CO [ata:
June 1976-June 1977

Station No.

Prrcentile 1 2 3 “ 5

50, 0.096 0.124 0.081 Glias Ol
80, 0.168 0,221 0.154 .14 (), 244
90 . 0.262 0.318 0.252 U.758 0.397
95, 0.386 0.444 0.400 LLuly J.o82
98, 0.637 0.648 0.600 1404 0.8a4
99. 0.856 0.832 0.765 1.775 1.050
99.5 0.988 1.029 0.964 20182 i.261
99.9 1.553 1.548 1.454 jo1a0 1.810
99.95 1.810 1.667 1.684 5.567 1.9y72

99.99 2.0206 2.471 2.261 .4907 2,172




Table A-22.

Cumulative Frequency Percentile Concentrations

(PPM) for Wiiliams AFB Hourly CH, Data:
June 1976-June 1977

Station No.

Percentile 1 2 3 4 5

50. 1.615 1.603 1.581 1.623 1.624
80. 1.675 1.686 1.654 1.735 1.697
90. 1.722 1.743 1,712 1.861 1.779
95, 1.792 1.800 1.780 2.010 1.882
98, 1.891 1.893 1.890 2.246 2.087
99. 1.966 1.966 1.966 2.420 2.237
99.5 2.071 2.043 2.069 2.655 2.415
99.9 2.735 2.422 2.392 3.446 3.120
99.95 3.135 2,995 2.825 3.689 3.199
99.99 3.339 3.100 2.987 3.980 3.440

Table A~23. Cumulative Frequency Percentile Concentrations

(PPM) for Williams AFB Hourly THC Data:
June 1976-June 1977

Station No.
Percentile 1 2 3 4 5
50. 1.651 1.704 1.637 1.775 1.685
80. 1.749 1.839 1.760 1.993 1.811
90. 1.829 1.917 1.856 .218 1.938
95. .951 .028 .974 495 2.097
98. .131 .161 L119 .866 2.309
99. L244 .290 .253 75 2.522
2.




Table A-24. Cumulative Frequency tercentils Coucentrations
(PPM) for Williams AFK Hourlv NMHC Data:
June 1976-June 1977

Stati1on No,

Percentile 1 2 3 u 5

50. 0.048 0.079  0.064 0.1l 0,058
80. 0.107 0.176 0.137 n,20¢ 0.116
90. 0.155 0.229 0.1v4 S h HLbeK
95. 0.224 0.288 0.2>7 U.527 G234
98. 0.322 0.378 0,331 L.77s (0.74730
99. 0.397 0.435 0.417 1 .00/ (VTS W/
99.5 0.559 0.515 0.516 1.297 U530
99.9 0.990 0.727 1.222 2.541 U.842
99.95 1.152 0.842 1.372 3.075 1.2
99.99 1.554 1.330 2,002 1.98% VLT

Table A-25. Cumulative Frequency Percentile Scattering
Coefficients (x 107% n™l) for Williams AFB
Hourly bgcar Data: June 1976-June 1977

Station No.

Percentile 1 2 3 a 9
50. (.469 0.495 0.513 .7 (.4%74
80. 0,737 0.809 0.771 0,751 G.277
90. 0.945 1.051 0.982 1.ouh 0.998
95. 1.207 1.352 1.243 1.0hRG [.249
98, 1.669 1.894 1.800 [ A Y 1.784
99, 2.030 2.333 2.453 2.117 2,133
99.5 2.499 3.136 3.254 2690 20006
99.9 3.861 3.974 5.8464 3,701 $.a66
99.95 4.408 4.550 5.962 G lys 4.0
5.828 7.000 5. hK6 AN

99.99 0.067




APPENDIX B
METEOROLOGICAL DATA: PROCESSING AND ASSUMPTIONS

1. INTRODUCTLON

The prime objectives of this recsearch effort were to evaluate and
assess the accuracy of AQAM, using ouly the meteorological input data that
1s routinely collected at U.S. Air Force bases. Initial time constraints
dictated that the EPA collect and process this meteorological data in a manner
similar to ETAC; however, the standard ETAC hourly meteorological data base
for Williams AFB ultimately was used. These data, in the DATSAV-SURFACE
tormat, were then merged together with the EPA provided acoustic sounder data.
Additional EPA/NOAA acquired data on u, v, w wind velocitlies, solar radiation,
and vertical temperature gradient exists for several months of this study but
nas yet to be integrated with the hourly average meteorological data base.

The method for determining Turner stability class from the USAF/ETAC
data is discussed in this appendix. In addition, the acoustic sounder data
coding is interpreted in the context of determination of an houriy mixing
depth.  The mixing depth 1is a key AQAM model input provided neither directly
oy ETAC or indirectly by a Short-Term AQAM calculation. Finally, a model for
mixing depths is presented, based on ETAC-measured, surtface-level meteorologi-
cal parameters.

2. METEOROLOGICAL DATA

Meteorological parameters used to determine stability class by the
TurnerB~! method are wind speed, cloud ceiling height, and amount of sky
cover. All parameters were supplied by USAF/ETAC but only wind speed values
could be used directly. A comprehensive table of codes for ceiling heights
provided easy interpretation of this data field but the sky cover data field,
also presented in code, was interpretable only with the aid of ETAC personnel
{(Capt. J. Clark, private communication, February 1979).

skv vover denotes the amount (to the nearest tenth) cf sky covered by
¢ louds or hidden by surface-based obscuring phenomena. In order to completely
resolve the sky cover data field, three steps were caken: (1) a description
of the coded field was examined; (2) it was then compared to the Turner
requirement (see Table B~1); and (3) an estimated sky cover (tenths) within
hotnds ot the requirement was assigned. For example, the ETAC given code tor
sky cover is -8, indicating '"broken'" conditions having a sky cover of 0.6-0.9,
inclusive; but the Turner method requires the range 0.5-1,0, inclusive, to
def{ine the same broken condition; therefore, wherever a code -8 is supplied,
the value 0.6 is assigned as the sky cover. In the case of "partly obscured"
vonditions, we indicate only that the amount of cover is less than complete
though the possibilities span the interval 0.1-0.9. Tabie B-2 gives the
frequency of observed sky cover codes for the I3-month study period, The
following table is used to illustrate the assigmnent procedure for the six
different sky cover codes supplied among 13 months of hourlv data,
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ETAC Code Turner
(NS) Description KRequirement Sky cover
0 CLEAR. The state o1 tne oy 0.4 ULl

sky when it is cither
cloudless or the sky cover
is less than 0.1.

-3 SCATTERED. A sky cover of Cov ~ 0.5 (day) 0.4
0.1 through 0.5 at and COv o< s (night)
between the level of a laver
aioft.

-8 BROKEN. A sky cover ot U.6 = coy v 0.6

through 0.9 at and below the
level of a laver alott.

9 OVERCAST. A sky cover of cov = 1.0 1.0
1.0 (ten tenths) at and
below the level of a layer
aloft.

8 OBSCURED. The condition when cov = 1.0 1.0
sky is completely hidden by
sur face~based obscuring
phenomena; e.g., fog, smoke,
precipitation forms, etc.

10 PARTLY OBSCURED. The con- Cov < 1.0 .9
dition when 0.1 or more but
not all of the sky is hidden
by surface-based obscuring
phenomena.

3. STABILITY CLASS INDEX AS DETERMINED BY EPA METHOD

An  examination of the Single Source (CRSTER) ModelB~Z rovealed that
one of seven stability classes 1is determined from meteorological data for
each hour by its preprocessor. The first six of these caiegories (1-6)
correspond to Pasquill's classifications (A-F).B=3 The  seventh catepory
corresponds to the "dashes" in Pasquill's original classification and repre-
sents the existence of a strong, ground-based nocturnal temperatu.e inversion
and nondefinable wind tlow conditions, The CRSTER model opreprocesseor re-
stricts changes in stability to one class per hour a. shown in Fig. B-1. This
type of restriction allows undesirable daytime stabilitv classes such as 5, 6,
and 7. Figure B-2 shows the result of uarestricted hourlv class changes.

Initially, the preprocessor determincs the hour angle of the sun ard the
times of sunrise and sunset from the day number, longitude, and time zone to
permit differentiation of daytime and nighttime cases by (he WoolfB~% method.
For daytime cases, the appropriate insolation class is selected by means of
the Turner objective umethod using cloud cover, ceiling height, and solar
elevation as indicators. This method assigns aet radiation indices, using the
criteria shown in Table B~3, for cases where the total loud cover © 4710, ¢
the cloud cover > 5/10, but less than 10/10 (overcast), the insolation ¢lass
ig reduced by one categorv when the ceiling height 18 ¢reater than 16 006 1y
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LEGEND rOR THE STABILITY CLASS INDEX ANALYSIS

TOP GRAPH

Acoustic Sounder determined mixing layer height (meters).
Undefined layers.

Return due to noise, possible turbulence, rain, etc.
Daytime noise due to airbase activity.

Transition period.

Mechanical turbulence superimposed.

An expected height value was not supplied.

Inoperative equipment.

Windspeed (knots)

BOTTOM GRAPH
Stability class index determined by EPA method.
Stability class index determined by ANL method.

Cloud amount in tenths of total cloud cover.

HORIZONTAL AXIS

The computed times of sunrise and sunset are
indicated by lowered numerals.




and by two categories for ceilings between 7,000 and 16,000 tr. For ceirlings
below 7000 ft and 10/10 cloud cover (i.c., overcast), 4 net radiation of U Is
defined and neutral stability is specificd., With the ex o eption of the i0/10
low cloud cases, the net radiation index during daytime hours is never reduc»u
below 1, or "weak." The final stzbility category is svlected frow lable F-.
and Turner's insolation classes.

Table B-1. Turner Requirement Related to Skv Coveré

The net radiation index used with wind speed to abtain stability class
is determined by the following procedure:

1) If the tctal cloud cover is 10/10 and the ceiiing 1is
less thar 7000 ft, use net radiation index woual to
0 (whether day or night).

2) For nighttime (between sunset and sunrise):

a) 1If total cloud cover < 4/10, use net radiation
index equal to -2,

b) If total cloud cover > 4/10, use ner radiation
index equal to -1.

3) For daytime:

a) Determine the insolation class number as a
function of solar altitude from Tatle A-2.
b) If total cloud cover < 5/10, use the net radiation .
index in Table A-1 correspouding to the insolation
class number.
¢) 1If cloud cover > 5/10, modify the insovlation class
number by following six steps.

1) Ceiling < 7000 ft, subtract 2.

2) Ceiling > 7000 ft bur < 16,000 ft, subtract i.

3) Total cloud cover equal 10/10, subtract 1.
(This will only apply to ceilings > 7000 ftt
since cases with 10/10 coverage below 7000 ft
are considered in item 1 above.)

4) 1If insolation class number has not been
modified by steps (1), (2), or (3) above, 3ssume
modi fied class number cqual to insolation class
runber,

5) If modified insolation class number is less than
1, let it ecqual 1.

6) Use the net radiation index in Table A-1 corre-
pending to the modified insolation c¢lass number,

8Taken from Ref. B-1.




Table B-2. Frequency Table of Sky Cover Codes

0 -3 -8 8 9 10
1976 June 545 138 28 9
July S4 594 87 9
August 191 512 29 8 1 3
September 122 494 78 22 4
October 300 341 85 L7 1
November 464 195 35 26
December 391 232 70 51
1977 January 127 267 80 28 2
February 256 300 92 18 6
March 330 281 82 44 7
April 273 359 64 23 1
May 258 387 84 15
June 130 457 82 24 _ 3
Toral 3441 4557 896 294 1 27
% of Total {9216)4 37.3 49.4 9.7 3.2 .01 .29

2Excludes 11 days for which pollutant observations are missing, 1977
January 2, 12, 15, 19, 20, 21, 22, 27, 28, 29, and 1977 June 30.

Table B-3. Insolation Classes as a Function of Solar
Altitude for Cloud Cover < 5/10@

Solar Elevation Insolation Net Radiation
Angle (a) Class Index
0° < a< 15° Weak 1
15° < a S_35° Slight 2
35° < a < 60° Moderate 3
60° < a Strong 4

aFor > 5/10 cloud cover, see Section 3.

4. STABILITY CLASS INDEX AS DETERMINED BY ANL METHOD
This cection is includ~d mainly to document the method used to determine
stability class indices during the initial phase of the Air Quality Assessment

Mudel validation effort.

In the initial phase of the validation effort, pollutant conceatrations

were estimated at nine receptor locations. Subsequent data analysis on the
acoustic sounder codes revealed that certain discrepancies existed at and
around the time of sunset. One obhvious discrepancy was the measurement of a

finite lid-height occurring several hours after the presumed sunset time,
thus a possible unstable condition was indicated as a stable condition,




Table B-4. Stability Classification Criteris

Kightt ine

Sur face Davtime Insolation
wind speed - e e e e e o 5/100 < 5/10
(knots) Strong Moderate Slight Weak WwVercat Cloud Cloud
<1 1 1 2 3 & 5 7
T2 1 2 2 3 4 6 7
3 1 2 2 3 4 6 7
4 1 2 3 4 4 5 b
5 i 2 3 4 A 5 6
6 2 2 3 4 4 S 6
7 2 2 3 4 4 4 9
8 2 3 3 & 4 4 5
9 2 3 3 4 4 4 5
10 3 3 4 4 A 4 5
11 3 3 4 A 4 4 4 *
> 12 3 4 4 4 4 4 4

A comparison of the ANL method to the A wmethod showed tnat both are the
same in every essential except that the ANL wmethod assumed the following:

1. Designed for urban conditions, only the firse f{ive sta-
bility categories were allowed.

2. The times of sunrise and sunset were estimated from charcs
presented in the Smithsonian Meteorological lables.

3. Fractional wind speeds were rounded whon appliedt oo
Turner's Stability-Net Radiation table.

Of the two methods, EPA's method was selected for use in AUAM Yoo i,ce of
its more accurate determination of sunrise and sunset times; Lhe roed for
which can be seen in Fig. B-2 where tne lid heigh' as -wen by the aooustic

sounder is approximately 130 m at the hour of sunset, 1700 Lr, and 2 -lightly
unstable atmospheric condition (class 3) is correctly determined oy the HPA
method. On the other hand, a slightly stable atmospheric conditicn feliss 9)
is incorrectly determined by the ANL method.

5. MIXING DEPTH, DIRECT MEASUREMENT BY ACOUSTIC SO'NDER

The Acoustic Sounder information is presented in code as a six-digit
number of the form ABmDEn, where AB and DE are averape height values (rtens
of meters) from which echoes were received, '"m" is a code used to cxplain a

special local eftect, and "a" is a code used to designate a specific atmo-

spheric phenomena. In all cases of inoperative equipment the cade is 999999,

The average height values, AB aad DE, fall within the 20-500 m vertical
range of the recording chart paper.
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The special effects, m, cause graying of the sound pulse as indicated by
the following four values:

1. Superimposed return due to noise, turbulence, or precipitation,

2, Background acoustical noise due to airbase activity.

3. Uncertain acoustical return due to unstable-stable atmospheric
transition.

4. Apparent mechanical turbulence due to high wind speed.

The specific atmospheric phenomena, n, are conditions applied to the
Williams Air Force Base study. The values of "n" (1-10) are described in
Table B-5, which gives the AFB Acoustic Sounder Classification Codes.

fhe table below shows the assignment of mixing depth values based
on these codes. They are used only in the development of a mixing depth
algorithm {Section 6),

Acoustic Sounder Class Mixing Depth (meters)
1 Top of radiation inversion 0.0
2 Drainage winds 0.0

3 Llayered return

a. Top of radiation inversion 0.0

b. Top of stratified echoes 0.0

c. Surface based 0.0

d. Undefined layers 9990.

e. Transition period 9993,

f. Mechanical turbulence ABO. or 9994 if missing
4 Inversion base forced aloft ABO. or 9998 if missing
5 Subsidence inversion ABO. or 9998 if missing
6 Frontal inversion ABO. or 9998 if missing
7 Daytime noise 9992.
8 Return due to noise 9991 .
9 Top of mixing layer

a. Top known DEO. or 9998 if missing

b. Top unknown 9998,

¢. Transition period 9993.

d. Mechanical turbulence DEO. or 9998 if missing
10 Instrument inoperative 9999,

Figures B-3 and B-4 present frequency distributions of acoustic sounder
measurements based on the hour of occurrence and the month of occurrence,
respectively. These two figures supply the bases for the amount of present
data deemed valid using the above interpretation of the Classification Codes.

6. DEVELOPMENT OF A MIXING DEPTH ALGORITHM

For daytime hours, the acoustic sounder provided mixing depths for 996
hours of the (3-month experiment. The pauncity of data is due to the rapid
daytime development of the mixed layer and the Pinited ranging capabil it ven

Crces, 2500 m) of the acount ic soander . These data are compated i Fop . Boh
’ }
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Table B-5. Acoustic Sounder Classification Codes
for Williams AFB Study

Top of radiation inversion: ABO 00l
AB is top in 10s of meters

This type of inversion is typical of night time desert locations.
It is ground based around sunrise hours but aloft during late evening
hours; stable to very stable atmospheric conditions. Much of the turbu-
lent mixing occurs only in a shallow layer near the ground. The thick-
ness of this shallow layer varies over a very wide range, from meters to
hundreds of meters making it impracticable to define the layer height
from this code.

Drainage winds: with or without stratified layers above: ABO DE2
AB is top of Drainage in 10s of meters

DE is top of stratified layers in 10s of meters

a. AB: top of drainage ABO CO2
b. DE: top of stratified echoes ABO DE2
c. top of stratified echoes unknown ABO 002

Drainage winds are defined for the dense air that flows downhill in
mountain-valley terrain. They were observed, specifically during winter
months, to change directionally during their westward onset at approxi-
mately 2100 hr, to calm winds, and then eastward after 2200 hr.(*§
There may or may not be stratified layers above the winds but the layer
below the winds is assumed to be stable. The mixed layer as a whole may
span several hundred meters in height making it impracticable to define
the layer height from this code.

Layered return: use when there are layers in addition to radiation

inversion: ABO DE3

a. AB: top of radiation inversion ABO 003
b, DE: top of stratified echoes ABO DE3
c¢. surface based -- no radiation inversion 000 DE3
d. undefined layers 0600 003 or

ABO 003 if radiation
~— inversion is
determinable
e. transition (unstable to stable)

AB is top of transition layer AB3 003
f. Mechancial turbulence superimposed
AB is top of echoes AB4 003

A layered return is produced when sounding echoes are stratified
indicating the presence of multiple layers. 1In addition to the radiation
inversion as defined in 1 above, the formation of multiple layers is
strongly influenced by the onset of drainage winds.(*)  The mixed layer,
during these nighttime turbulence episodes, is defined by category (f)
and will extend to the top of the echoes.
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Table B-5

. (Cont'd)

10.

Inversion base forced aloft by su

a. AB: base of echo
b. DE: top of stratified echoes
c. top of stratified echoes

This type of inversion is du
limited to one or two hours at Wi
in this case will extend to the b

Subsidence inversion: ABO DE>

a. AB: base of echo ABO 095
b. DE: top of stratitfied echoes ABO  DES
c. top of stratified echoes unknown ABO 005
. . . . . . 1
A subsidence inversion is usually caused by synoptic scale high
pressure over the region. Since this condition did not occur throughout
13 months of records, the assignment of mixing depths posed no problem.
However, mixing depths would have been treated in 4 above.
Frontal inversion: ABO DE6
a. AB: base of echo ABO  DE6 g
b. DE: top of stratified echoes ABO DE®
c. top of stratified echoes unknown ABD  L0b
Frontal inversion (same as 4 and 5 above except for causc). .

Daytime noise: 002 000

Daytime noise is an undetermined graying of the return (background
acoustical noise) due to air base activity.

Return due to noise, possible turbulence, rain, etc. UDl 000

Top of mixing layer (thermal spikes), normal daytime situation ABG DE2

a. DE: top known

. top unknown 00v Uﬂg
¢. transition period o3 DE9Y .
DE is top of transition layer return (NOTE: this is similar to

case 3d above; however, thermal spikes are more prominent.)

d. apparent mechanical turbulence due to higher

wind speed
DE is top of echoes

During normal daytime situations, the mixing depth s unobtainable only

if the top is unknown (9b) or if
(9¢ ).

Instrument inoperative or unable

riace heating: ABU  DEG

ABO  Dr4 j
ABO Bgﬁ
unknown ABO 99&

e to morning sular heating and 1is
lliams Air Force Base. The mixed laver
ase ot the echo.

000 DE9

04 DRY

the sounding return record 1s uncertain

to read chart 999 Y9y

(*)Bowvn, J., EPA Las Vegas, private communication, Miarch 1979,

?
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with the theory of Nozaki,B~> as corrected by ETAC, (J.B. Hooten, private
communication, October, 1978), which gives the mixing depth L in meters as;

_ 121 (6-3) (pPT)  J(0.087) (Uz + 0.5)
= 3 YR E In (2/Zg)

J = the stability class index,

DPT = the dew point depression (°C) i.e., the difference
between surface temperature and dew point temperature,

Uz = the wind speed in knots at anemometer height
(z = 373.4 cm),

Zo, = 5.0 cm is the roughness length characteristic of the
anemometer exposure, and

£ = 0.0001 is the Coriolis parameter.

The comparison shows that the theory overpredicts the observed mixing depth
substantially. In addition, comparison of Figs. B-6 and B~7 show the inabil-
ity of this model to duplicate the observed lid height time dependence. One
is cautioned, however, that the average height of the lid during afternoon
hours is certainly underpredicted by these acoustic sounder data as the
instrumental sensitivity cuts off at 500 m.

A substantially better fit to the acoustic sounder data has been obtained
by chisquared optimization of the equation and choosing for lid height the
maximum of the two expressions as follows:

~ £t max
H=C 4 Cy (T =Ty )e RETR cje + C, %%
or
H = C6 - WSS
where:
C} - = 66.452 meters
C; = 6.9644
Cy = 1.4402
Cu = -14.941
Cs = 6.1866
Co = B.4085
t = hour of day (0-23)
T = temperature (K) at hour t,

WSS = wind speed (knots) at hour t,

0 = the angle of altitnde of the gun at hour t,

fr{)
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Jpo

1; = the highest temperature attained up to hour t,
Tuin = the lowest temperature attained up to hour t,

tmax = the hour at which Tg occurred.

Results of this comparison are presented in Fig. B-8. Although based entirely
on surface observations, one obtains a correlation coefficient of 0.69, which
is comparable to results obtained using vertical temperature soundings.B™®
This expression for mixing depth was then used for both AQAM I and Il predic~
tions throughout the 13-month period.
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APPENDIX C
SOURCE EMISSIONS INVENTORY PROGRAM: INPUT MODIFICATIONS

1. INTRODUCTION
The Source Inventory Programc'l computes the total annual pollutant
emission for several source categories at a given airbase, thus it must be run

successfully before the Short-Term Dispersion CodeC~2 can be used.

The required input to the Source Inventory Program was prepared at

Williams Airforce Base, Ariz., by the Stanford Research I[nstitute (SR1).C-3
The input consists of operational information related to aircratt and nonair-
craft source activity (see Figs. C-1 to C-7),% as well as information abou

the airbase environ sources (Fig. C-8), such as the Phoenix area. Moditica~
tions to some of the airbase operational information were requested by the
U.S. Air Force and involved the addition of aircraft names, engine names,
engine identification numbers, engine fuel rates, and engine-pollutant~-
emission rates. These items were modified as were the number of airbase
aircraft parking areas and their center coordinates, the number of taxiway
segments and their end point coordinates, and the annual account of each
aircraft type and runway usage. In addition, data related to aerospace ground
equipment and aircraft refueling operations were extended to include three
additional aircraft types. Finally, all training-fire point sources were
deleted from the input, though times of actual training fires were noted.

The requested modifications are detailed in this appendix.

2, NAMELIST DATA, REASSIGNED PROGRAMMED DATA

The Williams Air Force Base (WAFB) AQAM Source Inventory Program input
as supplied by Stanford Research Institute (SRI) has undergone several addi-
tions and updates per Air Force requests.

The namelist input to the Source Inventory Program consists of three
name list group names: (1) EGDATA, engine data; (2) ACDATA, cycle data;
and (3) DSDATA, temporal distribution data.

These data are considered to be good overall averages of aircraft
engine emission factors, aircraft landing and takeoff parameters, and the
temporal distribution of aircraft and airbase activitiecs; thus theyv are
automatically used by the program when the user has not input other data.

EGDATA is the only group name considered in the update process for which
the reassignments involve the addition of aircraft names, engine names, engine
ID numbers, fuel rates, and engine pollutant emission data.

Two tables, Tables ¢-1 and C-2,* are presented to record the change
from the SRI supplied input to the updated input. Note that the extended 1ist

*Figures and tables appear consecutively at the end of this appendix,
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of aircraft types results from actual observations at WAFB and from guidelines
submitted by the Air Force dated 12 October 1978.

3. DATA SET 4, AIRBASE AIRCRAFT AND RUNWAY TOTALS

The information coded in this data set defines the total number of
aircraft types, runways, parking areas, a special-case wind condition, and
taxiway segments. The following table shows the value of these parameters for
the SRI and updated inventories.

SRI1 Update

Aircraft Types 4 6
Runways 6 6
4
1

Parking Areas 3
Special-Case Wind 1
Taxiway Segments 16 24

4. DATA SET 5, AIRCRAFT ACTIVITY

Activity for aircraft is defined as the total annual number of arrivals,
departures, and touch—and-go operations. Each arrival and each departure of
an aircraft is considered as an operation in the landing and takeoff cycle. A
touch-and-go, however, is a complete cycle and occurs during a training flight
when an aircraft approaches and lands on a runway, travels down the runway for
several seconds, accelerates, and lifts off.

Estimates of activity for aircraft were made from actual counts at WAFB
taken during the period 1l June 1976 to 30 7T-nc 1977. A review of counts of
June and July 1976 shows that the information needed to determine touch-and-
go operations is presented as '"daily estimated averages of total runway
activity." These daily estimated averages could not be used realistically in
the summation methods required for an annual number of operations. Therefore,
the activity for aircraft is redefined to reflect twice the activity informa-
tion presented for the 6 month period August 1976-January 1977.

Tables C~3 and C-4 are presented to record the change from the SRI
supplied activity to the updated activity, respectively. Note the new
TRANSIENT aircraft category consists of the F&4, CI30H, and Cl40 aircraft
types. In regard to touch-and-go cycles, an account is made for both normal
and transient operations by F5, T37, and T38 aircraft.

5. DATA SET 6, AIRCRAFT PARKING AREAS

Information in this data set must describe the geometries of the aircraft
parking areas. The center coordinate of each square in a series of squares
making up the parking area is defined along with the length cf a side of each
square. The model assumes the square is situated so that a line drawn paral-
lel with its vight or left side wil® *¢ directed north-south.
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Tables C-5 and C-6 record the change from the SKI supplied geometries to
the updated geometries. Figure C-9 shows the location of aircraft parking
areas relative tc taxiways, runways, and ambient air monitors.

6. DATA SET 7, AIRCRAFT TAXIWAY PATH SECGMENTS

Each taxiway path used by aircraft ab WAFB is defined as a series of
connected straight line segments. Information In this data set describes the
geometries of these straight line segments and assigns to each an identifying
line number. The line number is used for defining the particular sepments
that will be used to make up a complete taxiway path.

Tables C-7 and C~8 record the change from the SRI supplied geometric: ani
the updated geometries. Figure (-10 shows the pumbered taxiway cegments
relative to the airbase runway configuration.

7. DATA SET 8, ALRCRAFT RUNWAY INFORMATION

All information concerning airbase runways 1is defined in this data set.
Annual arrivals and departures are defined for each runway (see Tables (-9 and
C-1C) as well as length and direction, Its length is the physical length of
the runway pavement; its direction is determined by its orientation in rela-

tion to true north (see Tables C-11 and C-12).

Each individual aircraft type may use several different runways for
landing and takecff operations. Therefore, inbound and outbound taxiway pathe
are defined to/from each aircraft parking area to/from every airbase runwav bv
a sequence of taxiway segment numbers.

Table C-13 records the update of aircraft movement over the taziwav
segment configuration (see Fig. C-10).

8. AEROSPACE GROUND EQUIPMENT EMISSIONS

Aerospace Ground Equipment (AGE) consists of all motorized cqoipme:t
except refueling tanks used to support incoming and outgoing aircraft. These
support vehicles generally consist of coolers, power generators, heaters, and
hydrauli - test stands. The emissions for this equipment must be determined
and inpu- directly into the model. The model assumes that all AGE activities

orvar in the aircraft parking areas, but the emissions are calculated sepa-

r-t-.v trom those emissions resulting from aircraft parking activities., Since

. tre ot this data set involved only the replacement of the single

San N atvwo v owith Fa, CI30H, and Cl4l aircraft types, Table 7 14 I
R 1 e updated input .,

The s SETLLUAGE, AN VENTING TOTALS

st e o vent o ng adroratt g

Co o e amount ot osurplus




fuel drained from the aircraft fuel lines. Since the update of this data set
involved only the replacement of the single TRANSIENT category with F4, CI30H,
and Cl4]l aircraft types, Table C-15 is presented to record the updated input.

L0. DATA SET 13, TRAINING FIRE POINT SOURCES

Training fire point sources are defined as shallow ground level sites on
the airbase that are filled with fuel and ignited for the purpose ot training
alrbase personnel in the art of fire fighting.

The update to this data set involved the deletion of all sites (a total
of 4), designated by SRI, from the inventory. Thus, training fire point
sour~es are not considered in the WAFB modeling effort.
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Table C-1.

nglone Data (SRI1)

Pollutant Emissiun Data in
Pounds per L1000 1los of Fuel

(ACNAME) (EGNAME)  (IDACEF) (EGFF) (EGEMEC)
AIRCRAFT  AIRCRAFT  ENGINE ENGINE  THRUST FUEL RATE
NAME 1D NAME 1D SETTING 1000 LB /UR Co HC NOX PM
Transient S0 J79-G15 1 Idle 1.131 56.70 10.7 S.47 0 0,50
Normal 2.720 11..0 1.33 4.25 .22
Military 8.921 2.28 0.22 8.94 2.36
After Br 32.240 4.00 9.01 311 0.1S
FS 13 J85 6 Idle 0.453 186.00 29.90 1.26 0Q.013
T38 32 Normal 1.462 43,30 3.37 2032 0.C17
Military 2.630 29,30 .84 2.8 0.0186
After Br 8.323 26,00 U.07 1.99 0.NO0RK
T37 31 J69 14 Idle 0.231 127.00 19.50 1.5%3 0.72%
Normal 0.698 49.10  1.29 2.57 0.017
Military 1.095 31.30  0.50  35.00  0.020
Table C-2. Engine Data (Update)
Follutant Emission Data in
R P 00C 1 Fu
(ACNAME) (EGNAME)  (IDACEF) (ECFF) ounds Peiiéawqbs of Fuel
VIRCRAFT  ALRCRAFT  ENGINE ENGINE  THRUST FUEL RATE
NAME 1D NAME 1D SETTING 1000 LB /HR o HC NOX ™
F4 12 J79-G15 1 Idle 1.130 57.00 12.00 2.30 .50
Normal 3.500 9.40  1.10 4.80 1.gdu
Military 8.929 2.20 0.20 8.90 2.l0u
After Br 32.240 4.00 0.01 .11 0.1
clal 14 TF33-P3 4 Idle 0.900 B4.00 107.0 1.8 0.2
Normal 3.797 6.30 2.6 5.8 0.99
Military i.436 1.70 0.6 10.0 1.73
S 13 J8s 6 Idle 0.469 178.0  30.0  1.30 0.00%
T8 32 Normal 1.000 73.6 6.40 1.80 0.007
Military 2.527 29.0 0.80 2.60 0.014
After Br 8.323 26.0 .07 1.99 0.008
T37 31 J69 14 Idle 0.231 129.0 19.0 1.5 0.3%%
Normal 0.288 107.0  11.1 1.7 0.28
Military 1.095 32,0 0.5 1.6 0.0
CLI0H 44 T56-A15 21 ldle 0.493 8.1 15.1 2.4  0.3%
Normal 0.827 8.5 3.4 3.7 0,47
Military 2.392 i.6 0.2 11.7  u.7l
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Table C-3.

Aircraft Activity (SRI)

Annual Number of

Aircraft -
Name Arrivals Departures T/G Cycles
1. F5 8391 8391 1682
2. T37 39662 39662 €3357
3. T38 77281 77281 55963
4. TRAN 8112 8112 0
Table C-4. Aircraft Activity (Update)
Adrcraft Annual Number of
Name Arrivals Departures T/G Cycles
1. F5 6566 6666 15493
2. T37 25394 25904 34614
3. 138 27180 27686 64125
4. F4 1310 1320 0
5. C130H 66 62 0
6. Cl40 20 22 0
Table C-5. Aircraft Parking Area Geometries (SRI)
Center Coordinate (UTM)
Area Square X Y Length (km)
1 1 438.10 3685.57 0.10
2 1 437.70 3686.10 .20
2 437.90 3685.90 0.20
3 438.00 3685.70 0.20
3 1 437.95 3684.70 0.20
2 438.10 3684 .90 0.20
3 438.11 1685.05 0.14
4 | 438.1H 685,04 0. n
2 itAldh, i n.ot

438.1n
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Table C-6. Aircraft Parking Area Geometries (Update)

Center Coordinate (UTM)

Area Square X Y Length (km)
1 1 437.41 3686.10 0.13
2 437.54 3685.97 0.13
3 437.67 3685. 84 0.13
2 1 437.83 3685.50 0.13
2 437.83 3685. 30 0.13
3 437.83 2685.10 0.13
3 1 437.71 3684. 81 0.13
2 437.58 3684.68 0.13

Table C-7. Taxiway Segment Geometries (SRI)

Ground Level Coordinates Ground Level Coordinates
Line of One End of Line at Opposite End of Line Segment
No. X (1) Y (1) X (2) Y (2) Length (km)
1 440,800 3684.430 440,560 3684.180 0.347
2 440.560 3684.180 440.050 3683.750 0.667
3 439.760 3683.980 440.050 3683.750 6.370
4 439.760 3683.980 439.940 3684.140 0.241
5 439,760 3683.980 438.530 3685.230 1.754
6 438.530 3685.230 438.230 3685.580 0.461
7 438.530  3685.230 438.130  3685.250 0.400
8 438.130 3685.250 438.080 3684.820 0.433
9 438.130 3685.250 438.130 3685.500 0.250
10 438.130 3685.500 438.230 3685.580 0.128
11 438.230 3685.580 437.870 3685.900 0.482
12 438.230 3685.580 437.520 3686.380 1.070
13 437.870 3685.900 437.520 3686.380 0.594
14 437.520 3686.380 437.730 3686.380 0.210
15 437.730 3686.380 438.400 3686.380 0.670
16 438.400 3686.380 438.830 3686. 180 0.430
81
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{ Table C-8. Taxiway Segment Geometries (Update)

Ground Level Coordinates Ground Level Coordinates
Line of One End of Line at Opposite End of Line Segment
No. X (1) Y (1) X (2) Y (2) Length (km)
1 437.570 3684.600 437.900 3684.920 0.460
2 437.900 3684.920 438.040 3684.790 0.191
3 437.900 3684.920 437.910 3685.330 0.410
4 437.910 3685.330 438.050 3685.330 0.140
5 437.910 3685.330 437.920 3685.720 0.390
6 437.920 3685.720 437.600 3686.050 0.460
7 437.600 3686.050 437.220 3686.460 0.559
8 437.220 3686.460 437.460 3686.460 0.240
9 437.460 3686.460 438.100 3686.460 0.640
10 438.100 3686.460 438.530 3686.460 0.430
11 439.100 3685.870 438.900 3685.650 0.297
12 438.900 3685.650 438.530 3685.330 0.489
13 438.530 3685.330 438.270 3685.330 0.260
14 438.530 3685.330 438.410 3685.150 0.216 ‘“
15 438.410 3685.150 438.040 3684.790 0.516
16 438.410 3685.150 438.270 3685.330 0.228
17 438.270 3685.330 438.050 3685.330 0.220
18 438.050 3685.600 438.050 3685.330 0.270
19 437.920 3685.720 438.050 3685. 600 0.177
20 438.410 3685.150 439.470 3684.090 1.499
21 439.470 3684.090 439.730 3683.850 0.354
22 439.730 3683.850 440.220 3684 .300 0.665
23 440.220 3684.300 440.479 3684.500 0.320
- 24

439.470 3684.090 439.580 3684.230 0.178
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Tab le

C~-9. Annual Alrcraft Arrivals and Departures (SKRI)

Runway F5 137 T38 TRAN
30L.  Arrivals 0 34515 0 0
Departures 0 34515 0 0
30C Arrivals 2960 4353 24917 7950
Departures 2960 4353 24917 7950
30R  Arrivals 5263 0 50818 0
Departures 5263 0 50818 0
12K Arrivals 0 704 0 0
Departures 0 704 0 N
12¢ Arrivals 60 704 508 324
Departures 60 704 508 324
12L Arrivals 107 0 1037 0
Departures 107 0 1037 0
|
Table (C-10. Annual Aircraft Arrivals and Departures (Update) ‘
Runway F5 T37 T38 F4 C130H €141
JOL  Arrivals 0] 24608 0 0 66 18
Departures 0 25140 0 0 60 18 i
30C  Arrivals 5084 0 21962 1270 0 0 ]
Departures 6356 0 26884 1286 0 0
3J0R  Arrivals 1180 0 4396 0 0 0 ;
Departures 0 0 0 0 0 0 ‘
12R  Arrivals 0 786 0 0 0 2
Departures 0 764 0 0 2 4 ;
12C  Arrivals 260 0 654 40 0 0 |
Departures 310 0 802 34 0 0
12L Arrivals 42 0 168 0 0 0
Departures 0 0 0 0 0 0
¥
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Table C-11.

WAFB Runway Geometries (SRI)

Coordinate (UTM)

Angle Length
Runway X Y (Deg) (km)
30L 439.94 3684.14 315 1.17
30C 440.56 3684.18 315 3.12
30R 440.80 3684.43 315 2.85
12R 437.73 3686.138 135 3.17
12C 438.40 3686.38 135 3.12
12L 438.83 3686.38 135 2.85
Table C-12. WAFB Runway Geometries (Update)
Coordinate (UTM) Angle Length
Runway X Y {Deg) (km)
30L 439,58 3684.23 316 3.08
30C 440,22 3684.30 316 3.03
J0R 440.47 3684.50 316 2.76
12R 437.46 3686.46 136 3.08
12C 438.10 3686.46 136 3.03
121 438.53  3686.46 136 2.76




Table C-13.

Alrcraft Movement over Taxiway Segments

Aircraft Annual Inbound Parking Annual Cutbound
Runway Name Arrivals Taxi Segments Area Departures Taxi Segments
30L T37 24608 8,7 1 25140 6,19,18,17,16,
20,24
CL130H 66 8,7,6,5 2 60 4,17,16,20,24
C140 18 8,7,6,5 2 18 4,17,16,20,24
30C F5 5084 9,8,7.6,5 2 €356 4,17,16,20,21,
22
T38 10981 9,8,7,6,5,3 2 13442 3,4,17,16,20,
21,22
T38 10981 9,8,7,6,5,3,1 3 13442 1,3,4,17,16,
20,21,22
F4 1270 9,8,7,6,5 2 1286 4,16,16,20,21,
22
30R F5 1180 10,9,8,7,6,5 2 0
T38 2198 10,9,8,7,6,5,3 2 0
T38 2198 10,9.8,7,6,5,3, 3 0
1
12R T37 786 24,20,16,17,18, 1 764 7,8
19,6
C130H 0 2 2 5,6,7,8
Clal 2 24,20,16,17,4 2 4 5,6,7,8
12c F5 260 22,21,20,16,17, 2 310 5,6,7,8,9
4
T38 318 22,21,20,16,17 2 401 3,5,6,7,8,9
4,3
T38 318 22,21,20,16,17, 3 401 1,3,5,6,7,8,9
4,3,1
F4 40 22,21,20,16,17, 2 34 5,6,7,8,9
4
12L F5 42 23,22,21,20,16, 2 0
17,4
138 84 23,22,21,20,1F, 2 0
17,4,3
T38 84 23,22,21,20,16, 3 0

17,4,3,1
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Table C-14. Service Vehicle Emissions in
Kilograms per QOperation
(Arrival or Departure)

Cco THC NOX PM SOX
Gasoline:

F5 0.674 0.040 0.002 0.005 9.001
T37 0.133 0.008 0.001 0.001 0.001
T38 0.674 0.040 0.002 0.005 0.001

F4 0.674 0.040 0.002 0.005 0.001

C130H 0.674 0.040 0.002 0.005 0.001
Cl40 0.674 0.040 0.002 0.005 0.001
JP4:

F5 0.072 0.007 0.014 0.007 0.002
T37 0.003 0.001 0.001 0.0001 0.001
T38 0.072 0.007 0.014 0.007 0.002

F4 0.072 0.007 0.014 0.007 0.002

C1308 0.072 0.007 0.014 0.007 0.002
Cl4l 0.072 0.007 0.014 0.007 0.002

Table C-15. Refueling Information
(JP4~Jet Fuel)

F5 T37 T38 F4 C130H Clal

Refueling Value 2146 587 1105 1893 1893 1893
(liters per fillup)

Fuel Spillage 4 10 4 4 4 4
(Liters per fillup)

Fuel Venting 2 0 2 2 2 2
(Liters per arrival)

Fuel Venting 0 2 0
(Liters per departure)

o
[ %]
]

HE,




i e s e——————

APPENDIX D
AIRCRAFT OPERATIONS DATA

1. OBJECTIVE

The objectives of this appendix are: first, to develop plans and
procedures for the acquicition and reduction of aircraft time-in-mode and
aircraft activity data; second, to present a summary of an aircraft time-in-
mode study performed at Williams AFB; and third, to present a summary cf
aircraft activity at Williams for the 13-month period of the EPA air quality
monitoring experiment,D-l

2. BASE OPERATIONS

Williams Air Force Base is a relatively remote, air-training command base
near Phoenix, Arizona. The main mission of the base is the training of jet
fighter pilots. There are three squadrons at this airbase, each with its own
type of aircraft (Fig. D-1), and these aircraft account for most of the air
traffic: approximately 2100 T-37 flights, 2300 T-38 flights, and 550 F-5
flights per month, depending on the number of students in training at a
particular time,

The layout of runways and parking areas for squadron aircraft is illus-
trated in Fig. D-2. Only three runways are used at any giver time. Runways
prefixed by a 12 are used only when the northwesterly wind exceeds 10 knots.
The suffixes L, C, and R denote left, center, and right, respectively. Runway
30L is used almost exclusively by T-37 aircraft. Runways 30C and 30R are
used jointly by T-38 and F-5 aircraft. Transient aircraft operations are
normally performed on runway 30C. A schedule of aircraft operations by
aircraft type and runway is provided in Table D-1.

3. DATA ACQUISITION AND REDUCTION OF AIRCRAFT TIME-IN-~MODE

Time-in-mode is the time spent in modes of ground operations. A mode is
simply a subdivision of an aircraft ground (or air) operation. These times
can be characterized statistically as an average for each group of time-in~
mode observations. NaugleD~2 has collected aircraft time-in-mode data and has
given estimates of time-in-mode for several aircraft types at five Air Force
bases. This present effort was made because of the need for accuracy in
source inventory data to be used for Williams,

The results of a six-day study of aircraft time-in-mode at Williams Air
Force Base are presented in Table D~2. Only time-~in-mode observations for
squadron aircraft ground operations were made. Observations of idle at
start-up times were made from the parking areas; all other time-in-mode
obgervations were made from the control tower. Approximately 1200 separate
aircraft mode observations were made during the study.

The time-in-mode observations were stratified according to aircraft, run-
way, taxiway segment, pad area, and aircraft mode. A diagnostic investigation
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T-37 Aircraft

T-38 Aircraft

Fig. D-1.

F~5 Adircraft

Aircraft Squadrons at Williams Air Force Base
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Table D-1. Schedule of Aircraft Operations

Schedule Runway Aircraft Operation
1 30L T-37 Takeoft
2 30L T-37 Landing
3 30L =37 Touch-and-Go
4 12R T-37 Takeoff
5 12R T-37 Landing
6 12R T-37 Touch-and-Go
7 30R T-38 Takeoff
8 30R T-38 Landing
9 30R T-38 Touch~and-Go
10 30C T-38 Takeoff
11 30C T-38 Landing
12 30C T-38 Touch-and-Go
13 12L T-38 Takeof f
14 12L T-38 Landing
15 12L T-38 Touch-and-Go
16 12C T-38 Takeoff
17 12¢C T-38 Landing
18 12¢C T-38 Touch-and-Go
19 30R F-5 Takeoff
20 30R F-5 Landing
21 30R F-5 Touch-and-Go
22 30¢C F-5 Takeoff
23 30C F-5 Landing
24 30C F-5 Touch-and~-Go
25 121 F-5 Takeoff
26 12L F-5 Landing
27 12L F-5 Touch-and-Go
28 12C F-5 Takeoff
29 12¢C F-5 Landing
30 12¢C F-5 Touch-and-Go
31 30C Transient Takeof f
32 30C Transient Landing
33 12C Transient Takeoff
34 12¢ Transient Landing

of the observations for each aircraft mode was performed to provide insight
into the distributional characteristics. The median, mean, standard devia-
tion, and the number of observations were computed. Observations of time-
in-mode were contaminated by queueing situations, aborted operations, and
emergency situations.

An examination of the size of the standard deviation relative to the

mean reveals tnat the inbound modes immediately preceding takeoff and the
outbound modes immediately following landings, with the exception ot taxiing
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Tab le

D-2.

Time-in-Mode

Data

Thrott e

Number
of

Standard

r——r— o e

Uperation  Aircrafet Mode Setting Ubservations Median Mcan Jeviation  Explanatson
=37 _Adreraft
Outbound ldte at Starcup M 263,00 266,00 A9 60
Taxi 59 Q1,00 3k LR General lass to Last Chance
Taxt 55 152.00 16089 370872 Cenerdal Taxi to Segment 9
laxt 58 4 189.00 190,93 6.4 Taxi te Peine 5 from Pad b
Taxi S5 17 130,00 134,40 o, 17 Taxi t Poane 5 {roe Pad ¢
laxi 35 41 215.000 216,10 21095 lavi 1= Pt. S5-Last Chance
Iaxi 55 5 -- 164,80 20L4h faxy fren Pat Do Poant 7
Last Chance A0 10 R9.00 106,01 61,00
Prefiight Check 45 RN 49,50 101.30 [T
laxt ad 2t.00 22.48 7.5 Lol oonts Fapway
tfngtne Check 100 KR 10,00 LRI 12.05 Mybitary
Runway Roll 100 49 71.00 REAPYS| 1,99 Militare
Int Tivhe Climbout 1oo .= - - -
Approach 80 - -- .- ~--
Inboand Landtng Roll (38 55 124,00 [21.34 i/,
Taxi a5 S0 S0 75,00 S lart o Ioerflight
Postflight 46 57 b4 00 YA oot
Taxi nh 43 119,500 128,14 ICINIEA Taxy Inboand (General)
Tuxi hR 9 164,00 164,67 iFLaT Faxy to Pad Area Geneeai s
Taxi 55 29 164,00 104,00 2w Taxi te Fad D
Faxi 55 14 155,50 198,34 2.7 Taxy te Yad C
Shut down 40 R 31.50 11,00 5.91
T-3R Afrcrafe
Ot Rl ldle at Startup a6 28 270,00 2R2.06 [
Taxa 60 40 120,00 131.45 61 Th deneral Taxt to Moint &
Taxu 60 15 434 .40 421,80 R tiax: te last chance (Ceaeral
Tax1 i} 4 -- 79.00 1,17 laxt o Paing froo valn
Taxi 60 la 102,56 105.79 25,87 Tox1 te Poane & fpee Dag
Taxi ot 15 137.00 144.27 32,027 Taxg o v omt 5 orpes §
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Preflight 50 29 96,00 108,16 R
Taxi i} 46 24,00 24,50 6.0 Tt nle Sunway
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Runway Holl 100+Afterburner 38 1a,nn 19.74 oL Milrtary and Afrerherne:
Inflight Ciambout 100+Afterburner -= -- - -- Mititary and Arter® 4
Approach 88 -— - -- --
Inhound tanding Rolt 95 32 89.00 R7.50 1h.TH
axi (30R) LY 11 9n,nn RY, Q] 19,0¢ Taxi to Pestfliphe
Taxi (W) 60 23 S1.00 51074 IR laxt te Po-tflapht
Post fitehe 59 4n 45,00 4R, 6D AR NS
Taxi 50 46 402,530 397,03 79,61 Laxi Inbound (vens '
Taxt a0 19 410,00 386,74 e Taxi te Pad @
Faxi q0 7 - 3u7.00 117,01 faxi to Pad M
Taxi a0 4 -- 361,50 21,53 Taxi to Pad 1
Taxi 50 - 413,00 413,47 87 AT Taxi to Fad 0
Taxi 50 ~- Liah, SO A43L6? 58 9n Taxi v~ Yad +
F-5 Adrcraft
Ot bound Idie at Srarvtup 50 16 JATLA0 PRSI 9,41
Taxt 64 30 1. 0N 33 RT -- Taxy Oethy ad Ceenern
Taxi b5 21 79 0n 45.n9 21 Faxt ‘v Pyl ote !
Taxt h5 235,00 PR1LTR Uy, 40 Cepment ot kea i
spapons Army/
Tast Chance a0 11 107,00 16 . k4 1ho, al
laxi %] 13 43,00 LN 1.1 Tax: to Kanwav Clcarares
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Iixt S0 18 77.00 K49 .61 IR Taxi to begr-ing
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operatiouns, are the most highly contaminated distributuioas, Such conltami-
nated distributions create problems in choosiuy a spatial distvibution or wost
tvpical value to associate with the time-in-mode.

treflight and postflight wodes for the F-5 aircratt exhibited the largest
standard deviations. The extent of contamination of the observations of
time~1n-mode depends on the number o1 aircraft in a flight, the ground service
crew, pilot proficiency, and whether arming or dearming is rn be perfoem a.
This range 1illustrateg the fact that there may be more than cne 1npdepend.e:
mechanism functioning in an aircraft operational mode,

4. DETAILED AIRCRAFT ACTIVITY AT WILLIAMS AIR FORCE BASE FOR THE
PERIOD 1 JUNE 1976-30 JUNE 1977

The aircraft activity itnformation transcribed from tlight forms Ale 355,
ATC 90, and TW!24 consists primarily of the dates and timvs oi uctual takeotts
and landings of all aircraft making use of the Williams Air Jorce Base (WAFR)
facilities, Form ATC 355, the Runway Supervisgory Unit (RSU) Lok, pertains ¢
operations involving successful takeoff or landing of loca! aircraft; rorm AL
30, the Aircraft Traffic Log, pertains to the activities ol fraasient air-
crait; and Form IW124, the Flight Deviation Report, pertains to operaticos
which involve deviations from scheduled takeoff. These Alr Forco fligut
forms, used during the air pollution monitcring program, were the most
reliable source on which to base hourly wmissions activity data needed for the
Air Quality Assessment Model (AQAM) evaiuation effort.

The completed transcription process provided the zircraft activity duzta
base, which consists of the daily recsrds described in Tlable D=3 wheve cach
day's activity begins with one Hoad 1t Carva giving the wear, moath, day, and
full traffic count on each airbase runwav. Any nurber of Activity Cards ma;
follow the Header but each one must restate the date, specify oniy one of
five possible operations, denote the runway in use, give tihe alrcrafi tvpe
tovaived, and list the militsry times of the operation,

a. Alrcraft Mix at Wiliitams Air Force Buase

A review of the activity data base for the period { June 1976-30 June
1977 shows that alircraft at WAFB invelves scheduled and nonschednled flight
operations of approximately 50 different aircraft types. While most aircrafe
aite small twin-engine trainer types, others are helicopter (vpes and larpe:
cargu types equipped with either turboprop eupines or jet enzincs.

Table Db-4% provides a monthly summarv of atrcratlt tvpes osing WAKE
drring the study period. This intormation also appears later as part of

tine Monthly Activity Summary tound n Attachment B,

t

b. Cla-sification of Alircraft Types at williams Aivv Forve Bousg

For summary :teoporl purposcs, seven a0 ralt classes wil! emerpe when
stmilar aircraft are grouped o cherr copipesemiecion cRATACLeT O s

—— Az e




Table D-3.

Aircraft Activity Data Format

Col.

1-6
7

|
8-11
12-15
16-19
20-23
24-27
28-31

i

Header Card - One Per Day

YYMMDD =
C =>
30L
30C
30R
12R
12¢C
12L

Aircraft Activity Cards

Col.
1-6
7

8-10

11-20
21-24
26~30

Content
YYMMDD
N =

Runway

Year, month, day

Total aircraft counts

Full traffic count on these
Right justify integers

Normal operations - times are
local takeoff and landing times.
Slashes separate sorties.

Transient inbound Times are in GMT
Transient outbound (i.e., Zulu)

Deviation - times are local engine
start and takeoff times,
Slashes separate sorties.

Non~weather aborts - times are local
engine start times

Aircraft type - left justified

Local 24-hour times separated by commas or
slashes as appropriate. (Zulu time for
aircraft.)

transient




Table D-4.

Monthly Summary of Aircraft Mix at WAFB

Month Aircraft Type

June 1976 F5 F&4 137 T38 RF4P Clao
A4 A7 T39 A6P F100 Cl35
A6 H1 AH1 SH5 OH58
H3 UH1 HH]

July F5 F4 T37 T38 C130 cl3o0A
AL H1 UH1 H46 F101 VCl130
A6 T2 T39 T33 Cl135 KC135
Cc4 H3P TA4 CH46

TC4 Fl4

August F5 Fé4 T37 T38 cl30 F100P
A4 A3 A37 T33 F105
T2 E2 UH1 T39 Cl135
c9

September F5 F&4 T37 T38 CL30 A21P
Ab T2 T33 T39 Fl101 F100
Cc9 Hl UH1 H53 CH46 CH53
A7 H46 T28 OH58

October F5 F4 T37 T38 T39 cl3o
Cc9 A7 UHIL TA4 RF4 Cl40
H2 A4 A37 T33 T28 VC140
H1 T2 Ab A48 ‘

November F5 T37 T338 TRANHEL TRANTRN TRANRCP

December F5 F4 T37 T38 300¢ BEECHSS
A7 A4 1A1 TA4 ClL35 BARON
H3 Hl T39 CH3 ovlio Flol
Ab T33 AV 0ouUl0 F100

Fl4 UH1 OH58

January 1977 F5 T37 T38 TRANHEL TRANTRN TRANRCP
AL T39

February T37 T38 T39 C130 F5
Ad F100 Hl F&4 UHL
T33 A3 ovl1o A7 T43
Cl40 1357 T28 T2 H53
AV8 CF5

March T37 T38 F5 T39 Ab F4
F106 A7 T33 T2 UH1 ovio
F100 C130 C4 TC4

April T37 T38 F5 A4 AVS
F4 H58 T39 OH58 H3
A37 H1 A6 Cl130 T2
UH1 H46 Cl35 BEECH 55 F101
ov1io T33 C140
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Table D~4. (Cont'd)

Month Aircraft Type

May 1977 T37 T38 Fb 130 121
T33 ov10 F101 A4 Hl
UH1 F&4 F100 Cc9 T4l
V€140  H53 T39 A7 C135
H46

June T37 T38 F5 H46 A4
T39 H1 CESSNAl T33 F&4
Cl30 Cl40 H3 ov10 AG

Classes 1, 2, and 3 will be used to designate aircraft types F5, T37, and T38,
respectively., Classes 4, 5, and 6 will be used to designate three classes of
transient aircraft, comprising aircraft types that are similar to F4, (130,
and Cl41, respectively, where F4 represents a fighter type class, CI130 a
turboprop engine class, and Cl4l a multiengine jet class. Class 7 will b.
reserved for transient aircraft of the helicopter type.

For AQAM evaluation purposes, only the first six classes of aircratt will
be considered; class 7, the helicopter types, will be omitted.

Table D-5 shows a listing of transient aircraft types and their respec-
tive classification. Note that all aircraft-type notations are as given after
the information franscription process.

¢. Definitions for Aircraft Activity Operations at WAFB

Aircraft activity data compiled for WAFB during the period | June 1976-%0
June 1977 provides an accounting for aircraft operations that were normal,
transient, and aborted or otherwise deviated from takeoff.

(1) Normal Operations

Normal operations are defined for aircraft types F5, T37, and 138
only. Local military time was recorded at the moment of liftoff (during
takeoff mode) and again at the moment of touchdown (during the landing mode).
For landing operations involving touch-and-go maneuvers, the military time
recorded was the moment of last touchdown. Whether some Air Force flights did
or did not orviginate at WAFB, their takeoff or landing time was reported in
this normal group.

(2) Transient Operations

Transient operations are defined for all aircraft. Greenwich
Mean Time (Zulu) was recorded for each inbound and each outhound transient
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Table D-5. Classification of Transient
Aircraft at WAFB

Class 4 Class 5 Class 6 Class 7
A4 A3 C4 AH7
Ab Beech 55 c9 CH3
A7 Beech Baron Cl35 CH46
A37 C130 Cl40 CH56
AvS C130A Cl4l H1
B57 Cessna 1 CF5 H2
F4 Cessna 300 KC135 H3
Fl4 E-2 T2 H46
F100 ov-10 TC4 H53
Fi0l ' T-28 VC140 H58
F105 T-41 HH1
F106 T-43 OH58
RF4 TA-1 SHS
Tee TRANRCP Ul0
T39 300C* U2l
TA4 UH7
TRANTRN TRANHEL
ALB* H3P*
A6P*

A21P¥*

F100P*

RF4P*

*This aircraft type is questionable: possible data
recording error,

operation. These operations at WAFB account for nonscheduled aircraft
arrivals and departures.

(3) Abort Operaticns

Abort operations are defined for aircraft types F5, T37, and T38

only. Local time was recorded at the moment of aircraft engine-start. This
is the only recorded information in regard to nonweather abort operations.
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(4) Deviation Operations

Deviation from scheduled takeoff is an operation defined for
aircraft types F5, T37, and T38 only. Local time was recorded if the time at
engine-start deviated more than 5 minutes from scheduled start time and again
if the time at takeoff deviated more than 10 minutes from scheduled takeoff.
Upon completion of the takeoff procedure, the deviation operation becomes
identical to a normal operation; only exceeding 1t in duration by several
minutes of ground-time. The total ground-time being the full time intervsl
between engine-start and final liftoff.

d. Edits to the Aircraft Activity Data Base

Some of the entries resulting from (he transcription process were found
to be erromeous and were resolved by making a best-guess estimate of actual
time values. For example, some normal operation time entries (sorties) would
extend beyond the hour of midnight, while other takeoff/landing times for
sorties seemed transposed.

In the cases where time entries would extend beyond the midnight hour,
the sortie was assumed to begin and then end on consecutive days. This was
achieved by substituting the time -1 (i.e., unspecified) as the landing time,
then adding, for the next day, a sortie whose takeoff time was -1 and landing
time was used from the previous record.

In the cases where sortie times seemed to be transposed, the time entries
were interchanged.

(1) Edits to Normal Operations Data

Table D~6 provides the list of edits made to the normal operations
portion of aircraft activity data for WAFB. The date, runway, and aircratt
type are given in columns 1, 2, and 3 respectively. Uncorrected takeoff and
landing times are shown in columns 4 and 5 beside the corrected times shown in
columns 6 and 7. The indicator, -1, shows a nonoperation so these are
not included when the operations are tallied.

(2) Edits to Deviation Operations Data

Table D-7 provides the list of edits made to the deviation opera-
tions portion of aircraft activity data., The date, runway, and aircraft type
are given in columns 1, 2, and 3, respectively. Uncorrected aircraft engine-
start and takeoff times are shown in columns 4 and 5 and their corrected times
appear in columns 6 and 7.

e. Full Traffic Count on Airbase Runways

The layout of airbase runways is shown in Fig. D-2. Runways pretised by
a 12 are used only when the northwesterly wind exceeds 10 knots, The letters
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Table D-6.

Edits to Normal Operations Data at WAFB

Alrcraft Uncorrected Corrected

Date Rowy Type Ta Lb T L
760630 30¢C F5 1600 1554 1600 1654
760702 30C T38 -1 0043
760702 30¢C T38 -1 0058
760702 30C T38 0005 0057
760701 30¢C T38 2343 0043 2343 -1
760701 30C T38 2350 0058 2350 -1
760701 30¢C T38 0005 0057

760702 30C T38 -1 0008
760702 30C T38 -1 0018
760702 30cC T38 -1 0030
760702 30c¢ T38 -1 0024
7606701 30cC T38 2308 0008 2308 -1
760701 30¢C T38 2318 0018 2318 -1
760701 30c¢ T38 2327 0030 2327 -1
760701 30C T38 2330 0024 2330 -1
760720 30C T38 2311 0007 2311 -1
760721 30¢C T38 -1 0007
760720 30C T38 2306 0005 2306 ~1
760720 30C T38 2308 0007 2308 -1
760721 30C T38 -1 0005
760721 30C T38 -1 0007
760712 30C T38 2322 0019 2322 -1
760713 30C T38 -1 0019
760712 30C T38 2311 0006 2311 ~1
760713 30C T38 -1 0006
760712 30C T38 2308 0004 2308 01
760713 30C T38 -1 0004
760712 30C T38 2342 0032 2342 -1
760713 30C T38 -1 0032
760712 30C T38 2314 0001 2314 -1
760713 30C T38 -1 0001
760712 30C T38 2335 0036 2335 -1
760713 30C T38 -1 0036
760819 30C T38 2312 0006 2312 -1
760819 30C T38 2314 0005 2314 -1
760820 30C T38 -1 0006
760820 30¢ T38 -1 0005
760818 30C T38 2322 0004 2322 -1
760818 30¢ T38 2330 V0L 3 2330 -1
760818 30C T38 2330 0013 2330 -1
760819 30¢C T38 -1 0004
760819 30C T38 -1 00113
760819 30C T38 -1 0011
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Table D=6, (Conr'd)
Alrcraft Uneorrected Gorrected

Date Rnwy Type T4 Lb T .
760812 30C T38 2317 0024 2317 -1
760812 30¢ T38 2324 0026 2329 ~1
760812 30¢C T38 27234 0026 2334 ~1
760813 30¢C T38 -1 24
760813 30¢C T38 -1 0026
760813 30C T38 -1 0026
760811 30C T38 1909 1621 1509 1621
760802 30C T8 23C4 0004 Y04 -1
760803 30C T38 -1 0004
761108 30R T38 1311 1252 1211 1252
761108 30L T37 1120 0247 1120 1247
761201 30L T37 1836 1728 1836 1928
761203 301 T37 1540 1451 1340 1451
761210 3oc T38 1509 1410 1309 1410
770112 30C T38 1617 1533 1617 1733
770120 30cC F5 1513 1317 1153 1317
770222 30¢C T38 222 1907 2224 -1
770301 30C F5 1303 0901 1303 1401
770301 30C F5 1750 0849 1750 1849
770307 30¢C T38 1403 1247 1203 12737
770308 30C T38 1329 0442 1229 1447
770308 30¢C T38 1249 0620 1249 1620
770314 30¢ k5 1620 1408 1620 1708
770331 30¢C T38 1805 1351 1805 1851
770408 30C T38 1233 1125 1033 1125
770408 30C T38 1233 1125 1033 1125
770415 30L T37 1939 1058 09139 1058
770504 30C T38 1744 1003 0844 1003
770523 30¢C F5 i132 101z 1132 1213
770607 30¢ t38 1259 1G4L2 1259 1402
770614 30¢ K5 0822 0GOO 822 -1
770620 30¢ T38 2343 0047 KRN -1
776020 30cC T38 23473 0026 23473 -1
776020 J0C T38 0003 0049

770620 30¢C T38 0003 0036

770621 30C T38 -1 004/
770621 30C T38 -1 0026
770621 30C T38 0003 004Y
770621 30¢ T38 0003 0036
770629 30C T38 2228 0000 2228 -1
4T = Takeoff Time

bL = Landing Time
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Table D-7. Edits to Deviation Operations Data at WAFB

Aircraft Uncorrected Corrected

Date Rnwy Type ESa tb ES T

760621 30C T38 0654 0619 0604 0619
760818 30C T38 1658 1620 1658 1720
760804 30cC T38 1723 1540 1723 1740
760901 30c¢C T38 1439 1352 1339 1352
760902 30C T38 1545 1401 1545 1601
760929 30c¢ T38 1656 1620 1606 1620
761027 30cC T38 1630 1605 15C5 1630
761027 30cC T38 1334 1251 1251 1334
761103 30R T38 1555 1514 1455 1514
761109 30R T38 1510 1447 1410 1447
761122 30R T38 1545 1403 1345 1403
761123 30L T37 1558 1402 1558 1602
761215 30C T38 1156 1116 1656 1116
770201 30C T38 1147 1101 1107 1121
770519 30L T37 1717 1628 1617 1628
770523 30c¢C T38 0750 0728 0728 0750
770601 30C T38 - 1332 1312 1322
770614 30L T37 -— 1556 1546 1556
770620 30C T38 2130 1249 2130 2149
770624 30L T37 1327 0357 1327 1357
770628 30cC T38 1630 1045 1630 1645

4ES = Takeoff Time
by, = Landing Time

L, C, and R denote left, center, and right, respectively. Runway 30L is used
almost exclusively by T37 aircraft; runways 30C and 30R are used jointly by
T38 and F5 aircraft.

The full traffic count on a runway is determined as the sum of landing
plus takeoff operations, plus twice the number of touch-and-go operations on
that runway. It is unfortunate that these daily runway traffic counts,
gathered during the WAFB experimental period, were inaccurate because of the
several methods used to record aircraft operations, Specifically, three
methods exist by which runway traffic counts were recorded, thus the data
base, in effect, is partitioned into three subsets, in regard to daily
traffic counts: (1) the actual count or the daily average based on estimated
monthly activity, depending on the runway, (2) the actual count on each
runway, and (3) the actual count or the daily average based on actual monthly
activity, depending on the runway.
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(1) Full Traffic Count for June and July 1976

The methods used to record June and July 1976 full traffic counts
are runway dependent. For runway 30L (and 12R), which are used alnost
exclusively by T37 aircraft, the actual daily activity count is recorded.
Traffic counts for runways 30C (and 12€) and 3CR (and 12L), used jointly by
T38 and F5 aircraft, are average daily traffic counts derived from estimated
monthly activity.

(2) Full Traffic Count for August 1976-January 1977

For the 6-month period, August 1976-~January 1977, the traffic
count for each ruaway is given as the actual daily activity count.

(3) Full Traffic Count for February-June 1977

The methods used to record February-June 1977 full traffic counts
are runway dependent. For runways 30L and 12R, used almost exclusively by T37
aircraft, the counts were supplied by the Flight Records Branch, WAFB, and
represent, for most days, the actual daily activity count. However, there are
several days for which the traffic count is an estimated value.

The tratfic counts for runway 30C, used jointly by T38 and F5S
aircraft, were recorded on AFCS Form 5a (Control Tower and GCA logs). The use
of the Tower and GCA logs provided an estimate of daily traffic counts since
the Tower, in addition to controlling the center runway (30C), always assumes
control of other runways whenever shutdowns of respective KkSUs occur. During
shutdown periods, no dJdistinction 1is made between runway use by aircraft.

The traffic counts for runway 30R, used jointly by T38 and F5
aircraft, were supplied by the Air Traffic Control Superintendent at WAFE.
Daily traffic counts were derived by equally distributing the supplied monthlw
totals of RSU station name GASSER among the weekdays of the month, i.e., bcin
weekends and holidays were excluded.

f. Touch~and-go Training Flights

Touch—and-go training flights are carried out by student pilots using
T37, T38, and F5 aircraft. In performing these maneuvers, an aircraft
approaches and lands on a runway, travels down the runway for several seconds,
accelerates, and lifts off. The runway in use depends on the aircraft
involved. Runway 30L is used exclusively by 137 aircralt and runways 300 and
JOR are shared by T38 and K5 aircraft.

Unlike the bour of ltanding and hour of takeott described for normal
operations, we detine an hourly, discrete time history of touch-and-go opera-
tions specific to runway and aircraft type as a function of the total number
ot operations (landing and takeoff) on that runway by the relation:
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1 HAi. N 24
. < Lo iy o _
TG. . 5 . fFull Traffic Count z z (HAij + HTi')

1) J

N o &
2: HA. . j=1 1=1
where:

HAij = the number of landing operations on the runway by
aircraft type j during hour i,

HT{j = the number of takeoff operations on the runway by
aircraft type j during hour i, and

FTC = the daily total of landings, takeoffs, plus twice
the touch-and-go operations on the runway.

In consideration of the Full Traffic Count as derived by the several
methods stated above, it is realized that the imbedded touch-and-go operations
specific to runway 30C or runway 30R do not distinguish between the aircratt
types F5 or 738. Thus, all or none of these operations could be performed hy
either aircraft type. Therefore, we note that both F5 and 138 aircraft are
equipped with two J85 aircraft engines and that all significant operational
parameters, such as their altitude at final phase of approach; their speed at
point of touchdown, etc., are much the same. 1t can be concluded that the
above relationship is sufficient for this application of the AQAM, though it
may not suffice for more detailed studies, such as air quality impact analysis
of individual aircraft types.

g. Summary Report of Aircraft Activity at WAFB for the Period
1 June 1976-30 June 1977

In order to demonstrate the type of activity data available for input to
the Air Quality Assessment Model, a computerized program was developed that
summarizes the Aircraft Activity Information collected at WAFB, Arizona. The
input data to the program is formatted as shown in Table D-3; resulting sum-
maries, formatted with different headings but identical bodies, are produced
for the following:

(i) Hourly Aircraft Activity (A one day example summary
is presented in Attachment A),
(i1) Daily Aircraft Activity (not presented here),
(iii) Monthly Aircraft Activity (Attachment B),

(iv) Grand Totals of Aircraft Activity (Attachment C).

Summaries (i) and (ii) are headed by each date having a day-label such
as, weekday (for Monday through Friday), weekewnd day (for Saturday or Sunday),
weekday-holiday, or weekend-holiday. 1t is instructive to note that a ho'iday
pattern is realized when very low aircraft activity periods are examined. The
following table illustrates the observed pattern for the dates that reported
no aircraft activity at all,




Dates ﬁgligix Day of Week

3 July 1976

4 July 1976 Independence Lay sunday

S July 1976

6 Sept. 1976 Labor Day Monday
Il Oct. 1976 Columbus Day Monday
25 Oct. 1976 Veterans Day Monday
24 Dec. 1976
25 Dec., 1976 Christmas Day Saturday

26 Dec. 1976
31 Dec. 1976

1 Jan. 1977 New Year's Day Saturday
2 Jan., 1977

29 May 1977

30 May 1977 Memorial Day Monday

Thanksgiving Day, Thursday, 25 November 1976, although a holiday, was
found to have one outbound transient fighter operation.

In the body of each summary we see that the column "Full Traffic Count"
15 an aggregate of all aircraft types, but that each of the other columns have
aircraft type indicators with the corresponding meaning as follows:

F5 Class 1

T37 Class 2

T38 Class 3

F Class 4 (F4 - Fighter Class)

T Class 5 (C130 — Turboprop engine clsss)
M Class 6 (Cl4l - Multiengine jet class)
H Class 7 (Helicopter class)

The repeated 1indicators are then grouped by the mode of the operatien
(landing-inbound, takeoff-outbound, ground time, touch-and-go), and then,
where appropriate, by the previously defined activity operations Normal,
Deviation, Abort, or Transient,

The frequency of occurrence of each of the activity operations, in mode
of the aircraft type, is given for each airbase runway. The greound time of
deviation operations, however, is given in minutes on the runway.

Six runways are identified from which all airbase aircraft operations are
performed. The computer program is coded so as to assure that the following
assumptions, regarding runway use, are preserved:

(1) All T27 operations (landing, takeoff, and touch-and-
go) are performed on the inside runway (30L or 12R).

(2) All Ccl13C and all Cl4l operations (transient) are
performed on 301, (n.b., only 30L can handle the
heavv aircraft),

(3) A1l T38 and F5 operations are performed on either the
center runway (30C or 12C) or the outside runway (30K
or 121} with the shared pattern as follows:
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(i) All takeoffs (T38 and F5) occur from the center
runway (30C or 12C).

(ii) 88% of T38 landings occur on the outside runway
(30R or 12L), the remainder occur on the center
runway (30C or 12C).

(iii) 80% of F5 landings occur on the outside runway
(30R or 12L), the remainder occur on the center
runway (30C or 12C).

Just as was stated above about the holiday pattern of aircraft activity,
we note here a weekend pattern of aircraft activity., In general, there are
cases of weekend airbase aircraft activity, but these events are not recorded
as ar« the weekday events. Some specially requested weekend data were
supplied covering the weekends of December 1976 and January 1977 and these
data, though limited, served to define the weekend pattern of events at
WAFB.
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APPENDIX E

ESSAY: VERIFICATION OF SHORT-TKRM AIR QUALILITY MODELS
USING THE GAUSSIAN DISPERSION APPROACH

by Karl Zeller, EPA*
(January 1977)

1. TINTRODUCTION

A need exists to define an acceptable approach for the verification of
short-term Gaussian air quality simulation models for single and multiple
source complexes. The demand for answers to air quality questions is so
strong that some models have been formulated and applied extensively prior to
proper evaluation. It is hoped that proposed models wouid be subjected to a
verification procedure to enable the model developer either to defend a
particular use of his model or to indicate possible situations in which his
model produces invalid or questionable results,

Each complex Gaussian air quality model is comprised of submodels to
describe source emissions, pollutant dispersion and transport, plume rise,
source-receptor geometry, and meteorology. In the modeling of complex geo-
metric situations, it 1is currently necessary to use empirical dispersion
parameter values (standard deviations of plume spread as a function of down-
wind distance or time and atmospheric stability) derived from continuous point
sources. Sometimes these values are applied with subjective modificatlons,
For example, models used for airports or highways use the same dispersion
parameters as models used for elevated area or point sources.

One logical approach would involve the separate verification of each of
the submodels based on specific experiments; however, expenses invoulved
usually dictate that accuracy of the overall model be examined.

There are many opinions as to how a Gaussian model that uses <yl jec-
tive modifications to handle the various configurations cncountered shioalc oo
validated, verified, or calibrated. In this discussion, 2 specific approach
for Gaussian models is suggested. The data requirements for model verifica-
tion include meteorology and emission data {(the necessary information tor
model concentration calculations), and measured air quality concentrations
(including background information) with which to compare the calculations.

Previous verification programs comparing short-term (1-3 hours) cal-
culations (Koch 1971; Rote, et al., 1973) with observations have demonstrated
the difficulty in coming to specific conclusions using any one comparison
technique or statistic. The scatter diagram approach prevalent in the
literature has not been particularly useful for verification because of
wide scatter and low correlation between measured and calculated concentra-
tions. The reasnn direct comparison of calculations to observations does not
provide good results is the statistical nature of the complex Gaussian model,
For instance, the Gaussian approach assumes steady-state conditions over a
specific period of time, usually one hour. In reality a continuous point

*Present address: Environmental Research and Technology, Inc.,
Fort Collins, CC




source plume is subjected to many variations of wind velocity during any given
hour, When modeling intermittent or moving sources such as automobiles or
aircraft, simplifying assumptions are necessarily made; for instance, taxiing
aircraft are usually modeled as line sources considered to be continuous over
periods relatively long compared to individual aircraft taxi time. In real-
ity, there is not a continuous Gaussian plume stretched out downwind of such
sources but intermittent ones which are locally distorted by variable wind
speed and direction (turbulence). Data collection for such comparisons is
presently accomplished by a network of monitors at fixed horizontal and
vertical locations., The total number of monitors or stations in most studies
is usually less than five due to monetary restraints, Considering these
limitations, it is not surprising that short~term calculations and obscrva-
tions do not correlate well. The comparison of cumulative frequency distribu-
tions on the other hand has enabled some modelers to make general statements
about the overall performance of their specific models.

2. RECOMMENDED VERIFICATION APPROACH

[t is assumed that a large data base is taken over a period long enough
(at least one year) to provide information under the varying conditions of
mieteorology and emission modes. Assuming such a data base is available, the
following procedures for model verification are proposed.

a. Discussion of Data Base

A discussion of the data base should include efforts made to provide
background information and quality assurance during the actual collection of
data. A discussion of the adequacy of the numbers and locations of actual air
quality monitoring sites should be included, together with specific geometry
relating sources and receptors to the general meteorological conditions during
the data collection period.

b, Comparisons for Analysis

A thorough verification requires that data and concentration calcula-
tions (model predictions) be compared under a number of different circum-
stances, Because of the conglomerate nature of the complex Gaussian model,
certain meteorological conditions or receptor locations mav give better or
worse results compared to others in the same model application. Each monitor-
ing location should therefore be evaluated separately in addition to ouverall
¢valuation of the model. Evaluating each monitoring location separately will
give the modeler an indication of the performance of the dispersion submodel
under different situations. This is important because at the present time the
dispersion submodels of most Gaussian complex models have been altered and are
subjective in nature and not bascd on applicable dispersion experimeats.
There is reason to believe that a great deal of the wide scatter in obscrved
and predicted values already discussed is due to the dispersion submodel
as well as faulty emission estimates. The pollution data should be stratified

in at least the following categories:




(1) High and low emission density periods.

(2) Periods of the day (can include more than one hour)
dependent upon emission operations and metcorclopy,

(3) Seasons (this category is optional -~ depends on the
nature of the data and problems).

(4) Meteorological categories:
wind direction - increments depend on situation.
wind speed ~ increments depend on situation.

stability category — Pasquill categorics or in some
cases stable, neutral, and
unstable will be sufficient.

mixing height - two or three categories based
on a chosen mixing heilght
dependent upon the scale
of the model application. For
instance, iIn the cvase of
airport models: mixing height
below 100 m; mixing height
above 100 m; and unlimited
mixing.

Note that the above categories are not meant to be mutually exclusive.
Also, only data that are above the noise level of the particular pollutant-
monitoring instruments used should be evaluated. Although there 18 a specific
interest in pollutant levels approaching National Ambient Air Qualitwy
Standards, all levels should be evaluated.

c. Cumulative Frequency Distributions and Error Limits

The data should first be sorted according to the above scheme; tor
instance, all cases In a specific wind direction category, all cases during
the morning hours, etc. (approximately 26 separate categories). The data
shouid then be displayed on cumulative frequency distribution diaprams,
similar to the one in Fig. E-1, if at least 30 observations within a given
catrgory are avatlable, If there are less than 30 observations, a scatter
diagram of observed versus calculated concentrations should be prepared.
Longer term averapes, for instance, monthly or vearlv, will inherently have
fewer data points for comparisons and therefore will require the scatter
diagram approach for verification. The use of the scatter diagram will
give a qualitative feel for the performance of the model even though In some
cases resultant coefficients for calibration purposecs may be lacking in
significance.

It is desirable to have a number measure of model performance for spe-
cific cases. A cumulative frequency distribution of the calculation error
should be constructed to allow the modeler to report the percentage of
trials for which his estimate was within a specific range of the observation.
A similar approach was used by Koch and Thayer (1971); trequency distributinn
plots of absolute value of overpredictions and underpredictions similar to
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(CUMULATIVE PERCENT)
Fig. E-1. <(ualative Frequency Distribution tor Site 4% durin: “evriods

oY 7 Wind Direction.
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those in Fig. E-2 should be prepared. The approach supvested in this discus-
sion is to subtract each observation from cach corresponding model prediction.
This will provide information on the distribation of overpredictions and
underpredictions in addition to the overall tendcncv of the model to over- or
under-predict in that specific catepory. Subtracting the cumulative percent-
age of overpredictions from the cumulative percentare of underprediction
(see Fig. E-2) at a specific concentration difference will give the percent of
comparisons that fall within that specific concentration ervor limit.
The error limits and corresponding percentages can then be plotted on a
frequency distribution diagram similar te Fig. t-3.  The modeler will then be
able to report that in the given situation his ;redistions were within
x (u g/m3) y percent of the time for that partivular data category using the
verification data set. It must be recognized that the percentapge of error is
not displayed in the above technique; i.e., the number difference between a
predicted value of 2 oand measured value of 4 is the same as between that of
100 and 102 but the percent error is quite different,

d. Percent Error Distribution
In order tn evaluate the percentage error and wmake the verification
results usable for all ranges of concentrations, the {ollowing procedure

should be followed:

Using the same categories previously discussed, prepare frequency
diagrams of the percent error, E;, as shown in Fig. E-4:

X - (X - ib)
¢ o
E; = = = *100,
(X -X)
0 b
where:
b, = percent errour per case,
Yf = model calculation without background,
iu = observed air quality, and
;b = estimate of background air quality.

The display ot Fig. E-4 will also enable the model evaluator to discuss model

bias, F, randomaess, on, and overall variaunce, UT[, tor each categorv:

where:

- 1 a
B 2: E. (bias),
=)
. 1 : - 2
Ohj ‘o .zl (l‘;, - 1)° represents the randomness, and
‘:
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DE.TA  CONCENTRATION ABSOLUTE VALUE OF whELICTEL  MINUS OBSERVED CONCENTRATION

(pg/MS)
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20 |-~—- — o - _ 7 N
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2%, 20 3 50 77 80 95%

CUMULATIVE PERCENT

Fig. E-2. nelta Concentration: f{n This Example, 77-31, or 46 Percoent
of the Time, the Difference betveen Ob erved and Predicted
was within ¢ 20 wg/m?
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n
z ¥ 2 the overall variance.

This information .ould also be displayed on a perceat error -- cumulative
frequency diagram similar to Fig. E-5. In this diaviam the slope, curvature,
and position from 50 percent frequency of the liwe would indicate randomness,
normality, and bias, respectively.

In Fig. E-5 a horizontal line through zer. percent error represents a
perfect model. A very good model with no bias, allowing tor the random nature
of the model input parameters would possibly look like the distribution
represented bv the dashed line. An example application of this diagram would
be as follows: suppose the modeler was trying to substantiate a specific
model calculation of 8. He could say that in the category represented by
Fig. E-5, solid tine, 95 percent of the time his model has an error of 20
percent or less. Therefore, only in one out of twenty cases when B is pre-
dicted (by the model) will the actual value y, be 10 (i.e¢. ~2=(8-y )/ «,) or
greater, or there 1s a 95% confidence in the value being 10 or less.

e. Emission Sub-model Adjustment

Because each of the inputs to the model have uncercdainties expressed
as a standard deviation (o), the model output cannot be expected to match
perfectly with the measured concentrations. However, if the actual variations
of the input parameters are independent of each other, and the input para-
meters are the true mean values of their distributions, then the percentage
error assuming x, = 0, E = ()(C model - x4 observation), should be normaily
distributed with mean zero and a total standard deviation, o,. TIf the mean
E is significantly different from zero, as determined by a statistical test,
then the question, What is causing the error? should be asked. Assuming that
adequate quality assurance is maintained for the measured pollution concentra-
tion and meteorological data, the largest uncertainties will probablv be
either in the emission inventory or within the model itself,

Although in theory, the measured product of the concentration, x,,
observation and the wind velocity, T, is a flux (mass/area-time) and can be
used with a model to compute the emissions Q {gm/sec), tiils inverse of the
standard modeling teclinique is not practical. A possible technique to test
the emission inventory would be to break the data sets into two significantly
difterent meteorological conditions such as stable and unstable. 1f the
emission inventory is in error and the model is consistent, E should show
similar bias frowm zero for both periods.

If the E values are signiticantly different ftor both conditions the
emission 1nventory and the model may both be in error.

Such an analysis can be used to justify modifying the emission inventory

Q to set E to zero for beth data sets as a whole. If this adjustment of
Q is valid, then a third data_ser, independent of the two used as above, «an
be used to detennine E. If £ is not significantly different from zero for

this new data set, then the adjusted Q values wonld appear to be the valid
ones to use for further stuady of the model,
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{. Model Veritication Discussion

A subjective discussion should accompany cach comparison, pointing out
various aspects specific to the model and data base being used. The discus-
sion wil! depend wpon the interpretation of the investigzator. Next, the data

should be multistratified using the above single c¢iteporicos; v Instdance, one
stratum may be all cases during winter morning periods with wind rlow from
a northerly direction, atmospheric conditions stabic, and law wind speeds. In
this case the categories would be mutually exclusive. 1This data comparison
should also be presented in both frequency distribution and scatter diagrams
. of observed versus predicted if there are more than 30 e¢xamples; and scatter
| diagrams, only, if there are less than 30 examples. Eah Jdistribution and/or
scatter diagram should be evaluated and subjectively discussed.

It 1s recognzed that there is a great expense involved in exrensive

model calculations to fulfill the above requirements. Perhaps, in practice
models can be evaluated generally in the broad single category groups using a S
subset of the total data set tu evaluate cumulative frequency distributions.
A few of the multistratified categories should then be selected for specific '
model performance, preferably those with the most data. When the model
is then used in a specific application and that application is in question and
not previously verified, rhe data base would be reevaluated for the specific
situation in question.

|
b 3. CONCLUSIONS ‘
Upon completion of the above analysis, assuming a good air qualitv data ‘
base, the modeler would have a good idea of how valid his model really is. 1In

addition, an independent model user or Environmental Impact Statement (EIS)
reviewer, would be able to scan the verification report and obtain a quick
feel of how the model performs compared to a real data set,

The recommended verification procedure discussed above does not require
spevitic model correlation coefficients or any other number on which to
determine a pass/fall grade for the model.

Tne final decision, therefore, as to whether the model is valid, will not
depend upon any specific performance limitation; it will depend upon the
user's ability to support the use of the model in any instance, based on
the veritication analysis.
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APPENDITZ }

STATISTICAL ANALYS TS OF ALK POLLUTLION DATA
AND THE VALIDATION OF THEL AUAM

1. INTRODUCTION

This section first discusses several past airport air pollution programs

and previous attempts to validate air pollution models. Statistical methods
for testing several hypotheses related to both the analysis of air pollution
measurements dand the problem of model validation arve proposed. Preluded 1n

the discussion are descriptive statistics and distributional considerat:ions,
time series analysis, and multiple linear regression analysis, all of wiiich
are proposed in the diagnostic investigation and anslvsis Hf observee and
predicted air pollution concentrations for use in defining the limits ot
accuracy of the AQAM. Fmphasis has been placed on the details of general
interest and justification of these techniques rather than on the presentation
ot the rigorous mathematical formalism behind each oune, The essential math-
ematical details and computational methods employed in these techniques are
both lengthy and quite complicated, and should be described subsequent to
their implemeatation in another report by Argoune National Laboratory. For
the present, however, the reader should consult reterences to the literature
that are provided for specific mathematical details of the techniques de-
scribed here.

2. PAST ALRPORT AIR POLLUTION AND MODEL VALIDATION PROCKRAMS

Past airport air quality monitoring studies including Thayer, P!
PlaLt,F’2 Rot:e,F"'3 and MacWalters et al.F~% have failed to observe ccncen-
trations of air pellutants significantly above local background. In order to
understans the complexity of validating or verifying or detining the limits ot
accuracy of airport air pollution models, one must appreciate the difficulties
involved in monltoring amblent alr quality levels at airports and in attempt-
ing to relate them to alrcraft activity. An investigation ol recent alrport
air pollution monitoring programs was therefore performed.

In the tinal report to the EPA-NERC,* "Air Quality Measured at Atlauta
International Alrport befure and during kExperimental Aircraft Taxiing Opera-
tions,"” MacWalters et al ¥4 have concluded that:

1t is not possible to detect statistically significant
reduction in air quality levels which could be attributed
to the emissions control procedures... and the analysis of
air quality measurements failed to show a statistically
significant improvement as a result of the application
of aircraft emissions control procedures. .. In view of
the limited application of emissions controls and the result-
ant small change in emissions during any given hour, a
substantially loonger sampling period would be reqguired to
detect o statistaically signiticant eftect.,

*Environment®al  Protection Agency, National Fovironmental Research  Cent et
l.Las Vegas, Nevada
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Plume rise etfect and masking of aircraft acrometric signals by back-
ground were advanced as possible explanations for the results of the Atlanta
study.

One of the cearliest attempts to study the semsitivity and accuracy
of an air quality computer model for airports was performed by Platt et al.F=2

on a model called "AIREC." Meteorological parameters were subjected to a
sensitivity analysis using the average and maximum value (the maximum obtuined
as the average of the three highest values) as the two levels tor each tactor

being considered. The resulting changes in the calculated concentrations were
then evaluated as a percentage of the data values:

The results of the sensitivity analysis for the meteorologi-
cal parameters have a direct bearing on the selection of
short-term periods used to calculate maxima concentrations in
the impact analysis. Hence, time periods that exhibit low
wind speeds, stable atmospheric conditions, and high wind
persistence in the prevailing direction should be selected.

The accuracy of the model was investigated indirectly in the analysis
cf various control techniques. Source parameters iIncluding strength and
location of emissions sources with respect to a receptor were studied. These

investigations reinforced the following limitations to the validity ot the
model:

(1) the model is limited to time periods that are much
longer than the characteristic times of individual
aircraft activity; and

(2) the model is limited to receptors that are not in prox-
imity to the emission sources (closer than 100 meters).

Such limitations of spatial and temporal resolution of any air quality
computer model need to be established in defining the accuracy of the model.

Under EPA contract, GEOMET has completed a program of air quality
measurement, model development, and model validation at Washington National
Alrporet.,

Statistical analysis techniques for model validation ot the NREC and
modified NREC modelsF~2 are developed in the Geomet Task I Program Plan
Model Verification -- Aircraft Emissions Impact on Air Quality. The valida-
tion of the model involves:

(1) Comparison of versions of the NREC model -~ performed by
comparing frequency distributions for observations and
predictions for specified pollutant-location-averaging
time combinations. Other methods for analyzing the error
of the predictions, such as the Wilcoxen test or the
t-test for paired comparisons are suggested, based on an
examination of the data.

(2) 1In comparing predicted and observed annual means, the
bias of predictions are proposed to be tested usaing the
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binomial test to determine 14 there 1s a significant
deviation from the expected value,

(3) Comparison of the number of times the predicted and
obscrved values exceed air quality standards. This
required fitting lognormal distributions to the avail-
able valucs of predicted and observed data, and cow-
paring these to the standard in ordoer te calculate the
number of times during the year that the standard is
exceeded for each distribution.

(4) Determination of the conditions under which the NREC
model operated best and worst by stratification of
the data into subsets of sgpecific meteorclogical and/or
emissions conditions and using the Kolomogorov=Smirnov
test (referenced below) tou compare frequency distributions
of observed and predicted concentrations.

In the NREC and the modified NREL (GEOMET)
model ...

The steady-state Gaussian plume model, which is the
kernel of the concentration calculation and assumes
steady conditions during the period ot calculation
(in this case one hour), is characteristically
not expected to give good results when compared to
observations on a paired-comparisuns, hour-by-hour
basis. Such a model, when performing well, will
reproduce distributions and means to a rcasonable
degree, and this will be highly usetul for most
purposes, 1ncluding those of making comparisons with
standards, and studying the impact of various types of
coatributing sources ...

Several measures (descriptive statistics) and statistical tests, in-
cluding the t-test for paired means (Graybill;F=® prownlec,F=7 gimple linear
reyression (Rao),F'8 the Spearman rank correlation coetlicient and wmatched
pair sign rank test (Kendall),F_9 and the Kolomoporov-Smirnov poodness ot
fit test (Kvlomogorov)f‘lo"lz were discussed. These techniques were propoce
for the statistical treatment of the data, but are not related to the testany
of specilic hypotheses concerning the model validation, The discussion of
each technique includes the statement of the null hypothesis and ahbreviat d
discussion of the underlying assumptions and methodolopy, along with the
format of the printout for each test, While 1t 1s recopnized that such
techniques are the subject of numercus textbooks on statislics, no references
were provided for further examination of discussions ot these metnods,

The appropriateness ot ditferent measures and tests 18 not adequately
developed and neither are the inferences made subscequent to the application ot
the tests, The fact that paired comparisons were "not gencrally bad," or that
the t=tests were "good" tells the reader very little.  The p=values, o1 levid
ot statistical confidence at which the reversal of the oull hypothesia takes
place, were not even mentioned.  The assumptions of normality and independence
underlying the application of correlation and regression analvsis in particu-
lar appeared no place to be supported by preliminary investigations,
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At Washington National Airport the contributions of aircraft and airport-
related sources make up only a very small fraction of the total air pollution
burden in the airport vicinity. Since the aircraft and airport contributions,
which are the most important elements in the model study, represent such small
tractions of the measured concentrations and since no correlation between them
was demonstrated, one cannot be sure that the model! as 1t relates to these
factors has been validated.

Only a few air quality computer models have been developed specifically
for simulating the impact of the airport complex on ambient air quality
(Thayer;F-! plate et al.;F~2 and RoteF-3,13,14) A recent study, A Survey o
Computer MNodels for Predicting Air Pollution from Airports, prepared for the
FAA by Haber,F~15 concludes that no properly controlled verification of
alrport models has been performed to date:

Airport air pollution models, recognizing the uncertainties
inherent in the transport and diffusion process, use the
Gaussian type description. These have, however, not been
properly validated... Adequate validation has been hampered
by the difficulties in obtaining reliable data and by the
complex nature of the problem,

Among the defects in airport air pollution computer programs, HaberE~-13
notes the large volumes of complex input, the need for large computers tor
the comprehensive air quality computer programs, the lack of appropriate
attention to the relative significance of different pollutants, and the
program's failure to recognize large uncertainties in both the input data and
the models implemented in the programs. He also concludes that:

Since meteorological variables can be observed but not
controlled emissions data should be substantially under the
control of the investigator.

By conducting a controlled experiment at a relativelv remote, high
volume military airport where accurate statistics on aircraft type mix and
activity are available, HaberF-15 potes that:

The basic Gaussian transport and diffusion equations can be
validated and any shortcomings identified...questions regard-
ing the accuracy of sets of values for diffusion covefficients
and their appropriateness for line sources (as has been
suggested by ANL) should be validated empirically.

The problems of evaluation and validation of air pollution models are
discussed by BrierF~16 in Statistical Questions Kelating to the Valiwition
;0 Alr Quality Simulation Models, a report to EPA-RTE.* (Haber¥ 15 has de-
scribed model validation as 'reproducibly generating adequate estimates.')
Brier's discussion enlarges as well upon the appropriateness of statistical
and analysis techniques such as the computation of the mean square error (MSE)
and regression analysis (including robust linear regression). He fails to

*Environmental Protection Agency, Research Trianpgle Park, North Carolinag,
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mention, nowever, that the MSE is a dispersion paraneter whe reas the median 1s
a location parameter. In discussing the ettect of outlier points on the
results of regression and correlation techniques, he graphically illustrates
tte fact that a great deal of thought must go 1nto the scelecticn of a tech-
nique,

Briers' general guidelines and sugeestions for a valigation precedur.
include a sensitivity analysis to indicadate any inteinal tuconsistonpcics in tiie
model and to understand parameters that dominate the process, foilowed by MSh
and regression analyses supported by appropriate diagnostic 1nvestigations ol
input-output errcrs and of the assumptioas conceruning nourmality,

As Koopmans (personal communication) (see also Ref. ¥-36) pointe out:

The use of robust methods to fit regression lines here wenla
conspire to make the model look much better than it really
is. A scatter diagram wmay well be useful tor displaving
this data, but fitting a regression line, with all of the
corresponding problems, appears a very poor choice of method,
since much of the important information lies in the outliers.
Possibly, a combination of regression lines with Indcpendent
explanaticn of the outliers would be useful.

3. DESCRIPTIVE STATISTICS AND DISTRIEBUTIONAL CONSIDERATIONS

A creat deal of attention has been tocused on the i<suc of determining
the distributional characteristics ot ambient air pollution concentrations.
Most researchers will agree that air pollution data appear to have a skewed
underlying distribution., There are several distributions that could ve used
for expressing this tvpe of skewed data, The actual or empirical distribution
ot air oellution concentrations do not have nepative values and are asaslly
asymmetrical with the longer tails extending above the median concentrat ion,
The lognormal distribution has been proposed as accurateiv describin. arr
pollutant concentrations by 7Zimmer and Larsen,y“l7 lanvn,F'lelg and
Mape P20 During the EPA Symposiom on Statistical Aspects ot Air Guoalatvy
Data (October 1974),% Benarie, Knox, Pollack, Turner, and Lvnn ail demonsrrated
the usefulness of the frequency distribution in the analveis of alr poliutant
concenitrations.  Standard statistical calculations mav he applied it we first
transtorm the coacentrations to their Jogarithms base 10, The peonetric mean
is calcutated as the anti1lopgarithm of the mean loyarithm., The standard
geometric deviaticn is the antilopgarithm of the stondard deviation of  the
logarithms. 1t the data follow a lopnormal distribution, then the comalat v
percentapes tall approximately on a straight Tione on lop-probahility paper .,
The 50 percentile point is given by the pgeometric mean and the slope of the
line is given by the geometric standard deviation.

LarsenF=4l has conclinded that "concentrations are appreximately lopnor -
mally distributed for all pollutants in all cities tor all averaging times )"
based on actual air quality data. lLarsen contends that the lognoarmal distyi=

bution provides a simple means for prediction purposes especial v usetul an

*pavironmental  Protection Agency Research  Traangle Park North Carolinag.
r v 1]
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air pollution control applications. MageF =20 by treating diftusion as a
stochastic process has obtalned the censored three-parameter lognormal model,
of which Larsen's standard two-parameter model 1is a special case. The new
model has been compared with actual air pollutant concentration data and
appears superior to the standard lognormal model, especially in its approxima-
tion for the upper percentile points of the cumulative distribution tunction.
It is probable that this improvement results not just trom addition of another
parameter but from the fact that the new model i1s more appropriate tor the
underlying physical processes that gencerate atmospheric pollutant concen-
trations,

The method for estimating the parameters of the censored three-parameter
lognormal model 1is rather complicated in comparison to that for the two-
parameter model and involves numerical optimization for determining a best-
fitting, cumulative distribution function, using a weighted least squares
approach. The model 1is '"censored", meaning that it will predict nepative
concentrations that are simply taken to be zero. The censored three—parameter
model proposed by Mape appears to agree or fit the actual data in the upper
tail ot the distribution more satisfactorily than does Larsen's standard
two-parameter model., While Larsen's modelF=21 may be adequate for waking
assumptions about control strategies, the place for more complicated distribu-
tions like the one proposed by Mage,F_ZO is in fitting large bodies of data so
as to produce a better estimate of the behavior of the upper tail of the
distribution.

An important aspect of any sampling program is to determine the fraction
of time in which a certain concentration is exceeded., The empirical cumula-
tive frequency distribution plot can be used to get the percent of the
sample population exceeding any specified concentration, However, onc¢ must
keep in mind the accuracy and resolution obtained in estimates assoclated with
the tail of the distribution. A very few observations, sometimes referred to
as extreme values, are usually available on which to base the extreme percen-
tile points. Since the standards promulgated by the Envirsnmental Protection
Agency are stated in terms of exceedance, the frequency ot occurrence of high
concentrations are of major importance. For this reason, the straight line or
more complex fitted cumulative frequency equations need to be critically
examined and interpreted, and supported by diagnostic investipations ot the
hasic assumptions concerning normality and independence.  Aitchison and
BrownF=22 provide a general discussion of the lognormal theory and distribu-
tion methods, and should be consulted for peneral discussions ot lognormal
distributions.

Another technique known as the boxplot has been suggested Ly J. W,
TukeyF=23 for examining distributional characteristics. The borplot technique
concists of building a stem—and-leaf data structure, similar to a histogpram,
in which stems correspond to higher order digits and leaves to lower order
digits in the observations. The structure is used to compnte plotting
positions for outlier points and extreme values, and a box indicating the
interquartile range and the median. The boxplot produces a horizontal
schematic display that indicates the distributional character of the observa-
tions, Unier the assumption of normalit~, a certain percentage of the
abservations fall cuteide ot the dnterauart e range., Outdiers and extroeme
Jalb s are deternoned cooa o reanit o of thoar boang catsaas of the anterguarta e
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range and the number of such data values eoxceeding the preportion ot observa-
tions normally found in the tails of the normal distribution., The application
ot the boxplot technique to the original data aad to i dow U transtora o
the data will provide tasight into the assumptton that the data are ntrin-
sically normal, that is to say, lognormal. This techinague ofters new perspec-
tives on the distributional character of the data, 1t atstires outliers, and
provides estimates of several descriptive statistics,

Saltzmanf~24
confidence intervals ftor mean values and determination of confidence intervals

has suggested a nomographic representation tor estimating

for proportions ot o population exceeding a specified concentration 11 the
data follow a normal or lognormal! distribuation. Johuson an Leoner ™25 provide
a discussion of confidence-interval estimation of the popolation-cumalative-
distribution function. Such methods may prove uscfnl whon comparing two or
more cumnlative frequency distributions for significant difterences, and alsco
should provide insight as to the accuracy of specific percentile points that
are based on observed or predicted data being compared to air quality
standards.

Most natural phenomena are observed as statistical distributions and
can be represented by a frequency curve, the parameters of which can be esti-

)

mated from the obscrvations. As R. McCammonF~20 has supggested:

Natural events are the product of compound effects resulting
from multiple causes and the observed distributions are not
always representative of homogeneous populations,but rather a
mixture of two or more subpopulations each uf whicun possesces
unlque parameters., An observation therefore can represent a
sample from one of several populations. ...The statistical
problem that arises 1is the dissection ot a mixed frequency
distribution into its individual components...

Background concentrations for various pollutants superimposed on concen-
trations for which modeled emissions activity are known to occur can often
cause ihe empirical frequency distribution to appear to be bimodal. This ix
normally reflected in the cumnlative distribntion function's departur.
from a straight line when plotted on log paper. The Tnability to relate
pollution levels to emissions activity can usually be explained by the masking
effect the background concentrations have on the pollution signal. A
graphical-analytic technique for dissecting normal or lognormal distributions
by graphical estimation of the parameters {or the two distributions has
been proposed by Mc Cammon . F=26 Dissecting the distributions 1s accomplished
through the use of graphical first estimates ot the logonormal components
ftollowed by a regression analysis that provides final cstimates. A cui-square
test can be nsed to test the hypotheses that the data vepresent a mixture of
two loypnormal Jdorstribations. Such  an approach could help to identity the
distribution ot btackpround concentrations and at the same Uilme wounld prodouce
better straight line fit ftor tte higher percentiles ot the cumulat ive fre-
quency distribation that s of particular interest in detaining the Timits of
accuracy ot air pollution predictions, Having tdent1tied a backgromsl g1 g
using snch a technique, descriptive statistics for  background subtracted
aerometric siynals can be omputed earily.
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Robust techniques for the estimation of the mean, median, and confi-
dence-interval estimates have been explored and developed by Dixon and
Tukpy,F'27 Tukey and McLaughIin,F'28 and Gross.F™29  rThe computation of
descriptive statistics are often made under the assumption that che data
follow a normal or intrinsically normal distribution. In practice this
assumption is often false. A procedure called the wave~interval, proposcd by
GrossF™29 for the construction of a confidence interval that is not dependent
on the normality assumption,has been found to perform very well and i1s recom-
mended for general use in place of the t-interval for sample sizes of eight or
more. It is assumed that the distribution of the data is unimodal and sym-
metric and is most likely long-tailed. This technique is recommended for the
estimation of descriptive statistics such as the mean, median, and confidence
limits for small sample sizes as a means of compensating for extreme points
and outliers, Small sample sizes will undoubtedly arise in the stratitication
of available data on factors such as level of emissions activity, time of day,
etc.

It is important to emphasize the role of graphics related to the previous
discussions, Plots of actual and fitted cumulative frequency distributions,
boxplots, and other descriptive statistics are essential aids in the analvsis
and interpretation of air pollution data. Graphics, as we shall see in the
next section are also extremely important in time series analysis and in
plotting the data itself.

4. TIME SERIES METHODS

This section describes time series analysis as it relates to the statis-
tical analysis of air pollution and meteorological data. The time dependent
nature of such data and the liklihood of serial correlation found in such
measurements make obvious the need for analyzing such data in terms of
its frequency composition. This section provides background on time series
concepts, attempts to justify the use of time series analysis, and discusses
specific analysis techniques, providing the reader with references for further
reading.

ClevelandF~30 has proposed the use of the inverse autocorrelation of a
time series in the analysis of air pollution data. Two different methods tor
estimating the inverse autocorrelation arise from two ditferent methods of
estimating the spectral density =-- autoregressive and periodogram smoothing.
The estimates of the inverse autocorrelations can be used to asstst in
identifying a parsimonious, moving average, autoregressive model tor the
series. The feasibilit{ of the autoregressive-moving aver:ige models has been
demonstrated by Lee .F~3 The use of time series in the analysi  of air pollu-
tion monitoring data has also been suggested by Barlow and Singpurwalla,F’Jz
saltzman,F~33 Marcus,f~34 and Tiao and Hamming.F‘35

The value of a time series at any given time is calied the amplitude

component at that time. A useful measure of the "activitv" of the time
series is its power. The amplitude is a positive number measured 1in the
amplitude urits of the problem at hand. The phase is a dimensionless para-
meter that measures the displacement of the sinusoid relative to the piven

time origin.
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An extensive treatment of the spectral analys:s of time serles ha-
been ziven by Koopmans.P'JO Among his views On times s-rles dare:

In the same sense that various colorvs ot light are composed
of a blend of monochromatic components and rusical tones are
formed by a superimposition of pure harwonic=, time series
can be counstructed by composing a number of harmonic {unc-
tions with varving frequencies, amplitudes and phases., Fvery
t ime series has an explicit spectral reprezentation in terms
of frequency, amplitude and phase.

Time series data analysis and  heory also is disvussrd extensively py
Brillinger,F'3/ and the Fourier analysis of time series by Blcomf fe1dF 3
provides considerable detail on spectrum analysis and discussion of the
general framework of time series analysis methods.  Additionallv, a bibli-
ography of time series analysis papers has been given iy wold, F=39

The principal poal ot spectrum analyvsis is to decompose the power of
the given time series into its Larmonic conponents, tha: Js, to estimate the
power spectrum from the available data. The estimated spectrum can then be
used to gain information about the mechanism that generated the data. The
statistical theory of spectral analvsis has been based on certain hvpothescs,
that the underlying process 1is stationarv and Caussian and that the process
mean is zere and the spectrum is continuous., Some of the preprocessing
operations performed on the data before a spectrum analyveis ts performed ars
intended to bring the data into reasvnable conformity with these hypotheses.
A non-zero mean and possible trend in the mean can bhe either an indicaticrn of
non-stat ionarity or of a Jdrift in the instrumentation systems, The estimation
and removal of linecar or quadratic trends that best fit the data 1n tne leact
squares sense can be subtracted trom the original data with the resultine
residual conforming more closely to the stationaryv hypothesis,

fiveral dmportant reasons for the use of time series analvsils arc
out Lined below:

(1) As a diagnostic and exploratory tool in checking the
assumpt ions of independence and normality necded tory
other  statistical tests, particularly those related to
signiti-ant testing, and frequency distribution construc=
tinn techniques;

(2) As a means of analvzing the scrjal correlations in v.e
data;

(31 As a method of examining frequency dependent correlat iovns
(called coherence between two Limes series); correlation
methods in the time domain ~- for example, cxamining
correlation by using straight line methods -- can !+ very
sens ttive to the assumption of independence and invali-
dated by the presence of serial correlation;

(%) As an exploratory tool in searching for periodicity
and  pross variation ot power with frequency to provide

nsiyht anto the mechanism behind the data;, and
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(5) That it 1is frequently possible to describe comjplex
physical mechanisms better in the frequency domain than in
the time domain.

By examining periodicities in the data, we have anothor way of looking
at some of the fundamental mechanisms that produce diurnal patterns and
pollution episodes. The correspondence between aircraft emissions and pollu-
tion concentrations should be readily observable through an examination of the
spectral parameters.

Two models of spectral analysis are now described -~ the univariate
spectral analysis and the bivariate spectral analysis ot time series. Multi-
variate spectral analysis has not been considered for the present.,

Univariate spectral analysis involve: the computation of the power
spectrum or, as it is also called, the estimated spectral density. The power
spectrum 1s the Fouriler transform of the autocorrelation function., The
Fourier transform ot a sequence of autocorrelations contains preciscly the
same Information found in the original autocorrelations themselves.

Many statistical analysis methods that operate on the data in the time
domain make no use of the time dependency in the data. For example, in the
estimation of the frequency or cumulative frequencv distributions, the data
are sorted into non-decreasing order, and information in the time dependency
of the data is no longer available. An important property of time series
analvsis is that much of the time dependence¢ in the data is preserves. The
accumulated spectrum is essentially the first integral of the spectrum and can
be used to indicate a range of frequencies that contain a substantial propor-
tion of the total power of the time series.

Univariate time series analysis 1is also an important tool in the design
of digital filters. By examining the spectrum,the effect of filtering can be
seen in terms of the frequency composition of the time series. In this
fashion, digital filters can be developed that remove frequency components
that might be regarded as noise prior to the analysis of trends. For example,
tf the original data are sampled every five minutes, but only hourly averages
are required, then the frequency components in the data due to noise in the
five-minute data can be removed or filtered out,resulting in a smoothed
five-minute series that can be used to calculate the onc-hour data. In a
similar fashion, the effect of the intake-manifold, averaying bottles can be
investigated by examining the spectrum of already smoothed pollution concen-
trations. Similarities between the spectra of two series, such as peaks at
similar frequencies, may raise the possibility that the series are related.
To investigate such possibilities, we compute estimates of the cross spectrum
of the two series. This is an extension of the definition of the spectrum and
ts usually estimated by smoothing the cross-periodogram, and is performed in
the bivariate spectral analysis of the two series.

Bivariate spectral analysis for the spectral decomposition of two
serles into various spectral parameters is equivalent to descriptive statis-
tics. These include the estimated spectral densitv of cach series, the phase
function that indicates the relative shift of harmonic companents of the two
time series at the same frequency, the transfer function that indicates the
linear relationship between the two series in the same way repression
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coefticients relate the linear relationship between two data sets, and the
coherence function that provides an estimate of the freguency-dependaont
correlation between the twe series,

Recause of the vast amounts of wumerical information contained in the
estimates of spectral parameters, graphs should be obtaitned for the spectral
parameters of inferest, For the univariate spectral analyvsis these incluce
the estimated spectrum and the accumulated spectrum, In the vivariate srec—
tral analvsis are included the spectral densities for each scories, as well as
nd

fs\]

the phase, transfer and coherence functions. Plots of the origin:l
corrected data traces should also be obtained,

A general outline of the application of time seviecs 1s given below:

(1) Collect all data tor times series analysis, making
efforts to eusure Lhat the data are feasible and 1f
necessary adjust the data for comparability.

(2) Obtain a yraph of the time series.
(3) Pertorm trend analysis.

(4) Accommodate and adjust for seasonal varirations 1if
requtired.

(5) Adjust the data for trend,

(6) Compute and graph all spectral parameters ot interest.

Tt is propesed that spectral analysis be appiics to tne air pollution
and meteorological data traces for each station, Missing data can be corgen=
sated for by simple linear interpolation, which does not affect the estimated
spectral parameters, The purposes of these time series analvsis techuiques
have been discussed 1n the section of this report dealing with staterents of

hvpothres,

5. MULTIPLE LINKAR REGRESSTON ANALYSES

There are {(wo main uses o the moltiple lipear repression technigue,
The first provides an analysis technigue for the evaluat lon of the relative
ettrcts and siynifircance of tactors atfecting the dependent vartable, In this
case, the dependent variable is the response under study and the independent
variables are the actnal values of parameters related to the responses,  The
second usape provides an important framework for planning and analvsis of
gensitivity experivent s, This technique is especially usefnl in sltoations in
which cach resporse or dependent variable mav be exprnsive or difticalt to
obt.ain,

Constder the repression equation of the form:
Y oooby X Xy ¢ L0+ K
where:

Y = the dependent variable, which 1s the response quant ity
nder constderation,
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X; = independent variables,

8; = regression cocfficients (sometimes called partial
coefficients), and

E = the random error term.

A discussion of the assumptions underlying the application of repression
methods can be found in most statistics texts, such as Fi{tting itquations to
!ata by Daniel and Wood ,F=40 which discuss the least squares method.  These
assumptions concern a knowledge of the correct form of the regression cqua-
tion, use of typical data in the analysis, and assurance that the depeadent
variables are statistically uncorrelated (or, more penerally, are said to be
independent). Less important assumptions arc: that the dependent variables
have the same (though unknown) variance, that the values of the independent
variables are known without error, and that the random error is normally
distributed.

The use of regression methods and experimental designs in the context
of performing sensitivity analysis is to estimate the effects of the independ-
ent variables of interest (and possibly their interactions) in a rceasonable
number of experimental runs or values of the dependent variable. Fractional
facturial designs, discussed extensively by Cochran and CoxF~%l can be used
for this purpose. These designs provide estimates of the main effects and, if
desired, some low-order interactions with a minimal number of computer runs or
values of the independent variable,

The model using two levels of the factors is called a first-order model
and, hence, contains no higher order terms. If for some factor a quadratic
component is to be estimated, the factorial designs must be replanned to take
that factor at three or more levels, In practice, however, the quadratic
effects are often neglected in the earlier stages of experimentation in order
to make decisions about future experiments on the basis of the first-order
model. Orthogonal polynomials are suggested when quadratic eflects are to be
estimated,

The fitted eguation could fail to be statistically signiticant because
(1) the assumed orm of the equation is not the true or (2) the variation of
oheerved points, though random, is so large that the fitted equation could
have arisen by random sampling from a population with all partial regression
coefficients equal to zero.

The hypothesis that all true partial regression coefficients,B8)'s, equal
cero, can be tested by an F-test of the variance accounted for by regression
relative to the error variance. The F-value calculated from the data can be
compared with the tabulated F-—value,F'[“2 and the hypothesys that all true
partial regression coefficients equal zero can be rejected if the calculated
F-value is 1arger.F'43 This same hypothesis, 1f rejected, also allows testing
to determine whether the regression accounts for a significant amount of the
variation observed in Y, the response quantity.

It is recommended that the moditied Gram-Schmidt analysis of variance
be used to perform tne least squares solution in the factorization process in

«oiving the regreassion equation. In the moditied (ram-Schmidt procedure, all




columns ot the desipn mat:ix are orthoponalized successively with respoct to

the previous ortacponal codamn 1o the overall process.  lne advantage zained
is 1n dealing with ill-conditioned matricies. For such cazes, the moditfile:
P-4y, 45

N

Gram=-Schmidt method works degnateiv,

6. RECOMMENDATIONS

It is recommended that the one-hour aircralt doiivitv tape be reducea
from the discrete flight time data and that explanations of assumpticns
underlying the estimation of such quantities as the number of touch-and-g-
operations per hour be provided.

Since the actual dircraft modes discussed nere will very likelwy bpe
ditterent from the modes to be used in the AQAM, some explanation of the
rationale behind the choice of AQAM modes should be developed.

Since a vast amount of numerical information will be i1nvolved in Lhe
observed and predicted data sets and will also be gencrated during the AyaM
model validation, it is recommcnded that computer graphics capabilitics be
utilized extensively in all phases ol the investigation. CGraphic routines for
general two-dimensional plotting (scatter diagrams, time histories, etc.),
wind and pollution rose, etfective source mapping, and two~dimensional con-
touring will be required. The importance of graphlcs capabilities cannot
be overstressed. Any development costs will be substantially offset by the
contributions these techniques will make in the analysis process.

[t is recommended that all statistical analysis of date from the Willlams
AFB air pollution monitoring program, inc.uding the reduction of the raw data
tapes and the computation of cumulative frequency distributions, be cocrdi-
nated with the AQAM model validation program performed bv Argonne National
Laboratorv,

Tiwe series analysis 1s recommended for wuse in the investigation o1
assumpt ions and hypotheses, for the analysis of serial correlations in ti,
data, and for the determination of frequency dependent correlatious (cobhe-
rence) between two time series.

Multiple regression analysis is recommended as  a means of analvzing
experimental desipns in the determination of the relative significance and
impartance ot emissions Cincluding at least tetal on-base sources, aircraft,
and background) and meteorolopy (including data stratitied on wind direction,
wind speed, atmospheric stability, and diurnal patterns) on the accuracy of
AQAM predictions. The tollowing considerations are recommended in the overall
detfinition of accuiacy of the AQAM:

(1) Identitication of pollutant(s), time periods and condi-
tions under which the model performs best ana worst.,

(2) Comparison of predicted and observed eoxcecdances of  the
air quality standards.




-4,

F-5.

F-6.

(3) General comparison of predictions and observations

during worst case air pollution episodes. These epi-
sodes  should include time periods of substantial air-
craft activity and periods of persistent atwospheric
stability by an analysis ot data from the Williams AFB
air pollution monitoring program.
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APPENDIX H
ANALYSIS OF HIGHER REPETITION RATE DATA

1. INTRODUCTION

During normal operations of the merteorolugical and acrometric monitoring
facility at Williams AFB, each station and thus each experimentally measured
quantity was sampled once per minute, This repetition rate was, at {irst,
considered questionably low, especially in view of the short time scales
assoclated with aircraft operations or atmospheric turbuleace,  Thus, the
question was investigated of how hourly averapges of once per minate compatc
with hourly averages computed on the basis of higher repetition rate data,

The data sample for this comparison was obtained du:ing May 25-27, 1977,
by operating the Monitor Labs 9400 Data Acquisition System at a higher sam-
pling rate at the expense of number of channels sampled. The samples chosen
for analysis consist of 17 hr of wind speed (WS), wind direction (WD), NO and
NOy data taken at 6-sec intervals, and 5 hr of vertical wind speed data taken
at sampling rates as high as once per 2 sec.

The basic analysis approach was to:

(1) calculate hourly averages using rapid scan data;

(2) subdivide this rapid scan data into subsets containing
data at l-min intervals;

{3) calculate hourly averages using the once-a-minute
data in these subsets; and ‘

(4) compare the two calculations.

These data suggest that the following uncertainties related to sampling
cate mav be associated with the once-per-minute Williams AFB measurements.

Pollutants: NO, < 2%

NO < 12z (usually < 3%)

Meteorological quantities: ws < 3%
WD < 8% (of o)
og < 12% (usually < 8%)
oy < 8%
0w < 17%

In the last section of this appendix, the "one-fifth" power law is
1nvestigated. This law, describing the time-dependent increase in gy with
averaging time raised to the power 0.2, is an assumption inherent in many aiv
quality dispersion alporithms, including AQAM. These data sugpest that
betweor averasing times of 3-60 min this power is 0,27 4 0,12 in arrcement
wit:, *he one-fifth hvpothesis, -
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2. INDEPENDENCE OF COMPUTED HOURLY QUANTITIES FRUM SAMPLING FREQUENCY

\ From the rapid scan data taken on days 145, 146, and 147 of the experi-
ment, 17 hours of windspeed and wind direction measurements are availabl.,
This data, taken every six seconds, can be used to compute various hourlv
quantities such as hourly average windspeed, hourly oy, etc. If all the
6-sec data values for 1 hr are used in these calculativns, the sampling fr.-
quency © o the data ts once per 6 sec, whereas the sampling time (1) 1s | hr,
since hourly quantities are computed,

I1f, however, one only wanted data with a sampling frequency ot S=
minute” ', one could simply pick out every tenth data point from the $=(h
sec)™) dara. However, because there are 10 of these data points everwy
minute, there are 10 different times on which to start the first minute of the
s=1 min~! data. So, for the subsequent analyses, the S=(6 sec)”! data is
broken up into 10 independent subsets of data for each of the 17 hr, Eacn
subset of data therefore has a sampling frequency of once per minute.

Let
o = the data points that make up the complete ra?id scan
data set, with sampling frequency $=(6 sec)”*. 1| is
an iundex.
amd
¢?k = the data points that make up the jth subset of the

S=1 min data. k is an index while j indicates the subset.

Then the process whereby the 10 subsets of S=(1 min)~! data are ex-
tracted from the S=(6 sec)”! data can be represented by:

LA IS

* -
LAV A PRTE
033 = 05420

* =
Yk T di+10(k=1)>

which can be repeated for each j, j=l,2,...110. The asterisk indicates that
the data has o sampling frequency of 1 min~

The object of this part of the analysis is to compare the values ot

various hourly quantities obtained by using the S=(6 sec)”! data (all o;)
to the values obtained by using the $=1 min~! data (the ¢?k).
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Let Sy(X;) be some statistical process that operates on the set of data
points Xj for the sampling period tT. For example, St(X;) could represent an
hourly average of the X;, in which case:

1 N
‘St(xi) = 5 hr (x;) N Z X
1=1
where:
N =

the number of X; in 1 hr.

Then define the following operations on the meteorological data, and let
the variables indicated represent the desired hourly quantities:

® = 8] hr (#i) = value obtained from the statistical
process S; using the $=(6 sec)”l data ,
during a l-hr sampling interval (1 =1 hr).
} 0? = S{ hr (¢§k) = value obtained from the statistical process

St using the S$=1 min~! data in the jth
subset during a l-hr sampling interval.

To show the independence of §] },.(X;) on sampling frequency S, one must
compare the value ¢ (the hourly quantity computed from $=(6 sec)~l data) to
the 0? values (the hourly quantity comguted from each of the =1 min~! data
subsets). But because there are ten 9% values (one for each subset o1 %=} ‘
min~} data), it is convenient to define some method for cnmparing these values ‘»
without having to look at each 0?. However, since cach subset ®3k h.=
the same chance ot being selected as a unique set of minute-averaged data
(assuming a random start time for data collection), all ¢% values should be
considered when comparisons with ¢ are made. Thus it is reasonable to deline
"

a "standard deviation" that measurevs the distribution ot the 97 values around

]
2

the % value:

10
1 * 2 |1/2
3(8) = | — . -~ ¢ (=11}
) 5 z ( ] )
j=1
where
0(X) = the standard deviation of the O?'s arvand the valoe X,
A low value for o(¢) would imply that the hou by juant it o« Compnted Trom
the $=1 min~! data (%) and the $=(6 secd~! data (&« nearls the Game, and

therefore, that the operation §) he(Xi) 1s 1ndependent ot the averaping e
of the data X;.

. oA
une may further detine the mean value ot the $)'s
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L { 1¢ .
o*=-1-0- E oj. (H-2)
J=1

As a measure of how well the value 0% represents the individual quantities oj,
use the standard deviation:

—_ 10 o172
o) = |5 T (o - e Cl (H-3)
i=1

In cases where S defines an arithmetic average, ¢ will be exactly cagual
to ¢*, For other processes, however ¢* can be used as a representative value
for the individual ¢§'s and may differ from the value ¢,

As an example of this approach, suppose that S;(X;) represents the hourly
average of X;, and that the ¢; are the rapid scan measurements of wind speed.

Then
®; = WS;
* - *
°jk = WSjk
, 600
® =ws =5 (WS) = === 2 ws,,
i=1
O =St =S, (s ) = o st
POTS T S e' ) T 6o jk?
k=1
— 10 . 2172
0(e) = o(WS) = |+ T (WS - we)? ,
10 ]
=1
L , 1o
¢*x = WS* = — WS¥, and
10 j
j=1
10
— —_ 1 — 2112
= k) = * . WS*
o(o*) = g(WS*) T z wsj WS*) .
i=1

Or suppose that S¢(X;) represents the hourly standard deviation of the
wind direction, ago, Then:
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If a computed quantity ¢ (such as WS, WD, 0dg) is independent of the
ling frequency S (at least to the extent of S being either (6 sec)”l or
n~1l), then one would expect that 0(®) will have a low value, indicating

* «
the Oj's are very close in value to ¢,

Let V; represent evach individual wind-speed measurement and let 8 repre-
edach individual wind-direction measurement. Then, the equatlons actually
to compute each of the hourly quantities are as follows:

average wind speeds:

WS 5 z vl‘ (H-4)

1=

average wind directjon

WD o= tan : ) (H-5)

[




vector mean wind speed:

v |, XN 2 N 2 |1/2 )
VMWS % (Z Vi smei> + <2 vi c058i) , and (H-o
i=1 i=1
vect »~ mean wind dire-tion:
r- -
N
z Vising;
-11 1=1
VMWD = tan ~ |- (H~7)
z Vicosbj
i=1

The standard deviation is defined by:

1 ¥ 2 |12
N T ¥ - X ‘
i=1

In computing the standard deviations of the above quantities one shuuld note
that for wind directions the smallest angle between X; and X is used; that is
X; ~ X is always less than or equal to 7 radians.

»

The results of these calculations for the 17 hr of rapid scan meteoro-
logical data are shown in Tables H-1 through H-6.* The important thing to
notice in these tables is the low value of 0(¢) in most cases -- implving good
agreement between the ¢ and o% values. In the case of the hourly average
wind direction WD, the largest value of o(WD) one encounters is 2.4°. For
hourly VMWD, the maximum o(VMWD) is 2.2°., Both values are well within the
range of instrument error. For WS the largest percentage deviation (c(0g)/2 x
100%) is 3% and for VMWS is 4%, but most values of g(®) are less than or equal
to % of the value of ¢ itself. 1In the case of og, the relative values of
o{ny) are larger, ranging between 1 and 127% but with over 1/2 of the values at
er below 6%, Therefore, the value one computes for a quantity during a given
hour will not depend greatly on whether the data used for the computations was
taken at six-second intervals or one-min intervals during that hour.

In addition, from the values of the standard deviation of a(®*), it is
apparent that the values computed from the S=1 min~l data subsets (43) do not
ditter widely from their mean, This lack of spread implies that ¢* 1s rapre-
sentative of the individual ¢¥ and that the starting time of the first minute
1s not important -- any set o% minute-averaged data recorded during an hour is
just as valid for computational purposes as any other set that starts ar a
different time.

So 1t is apparent that any minute-averaged data, regardless of the
starting point during an hour, is just as acceptable for use in computing

*Tables and figures appear consecutively at the end of this appendix.
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hourly quantities as data taken with a higher scan rate, at least down to

S = (6 sec)”l. Hence, if computations are to be done only for l-hr sampling
periods, nothing substantial is gained by using a scan interval of 6 sec
instead of 1 min.

In the same manner, hourly average pollutant concentrations can be
<hecked for dependence on the scan interval S, Along with the meteorological
data, NO and NOy were recorded at 6-sec intervals during the 17 hr on days
145, 146 and 147,

Tables H-7 and H-8 contain the results of the same calculations using
this NO and NOy, data. Again, notice the good agreement indicated by the low
values of o(¢) for most hours. For NOy, the value of o(NOy) is never more
than 27 of the value for EBX itself. The values for o(NO) are relatively
larger, ranging from | to 12%Z of the value of NO., For most hours, however,
the ratio is under 3%.

Therefore, as in the case for the hourly meteorological quantities, data
*aken with a scan interval of one minute as opposed to six seconds seems to
waxe very little difference in the values computed for the hourly average
-cnlentration.,

3. THE EFFECT OF SCAN RATE ON THE AVERAGE VERTICAL WIND SPEED AND THE
STANDARD DEVIATION

Let W represent the vertical velocity of the air as measured by a verti-
cal propeller. The data used to compute W (the average vertical wind speed)
and oy (the standard deviation of the vertical wind speed) comes from five
hours of measurements taken at various sampling frequencies. The notation
used here is the same as used in the previous section, with the exception that
now there is more than one rapid sampling rate. However, the object still is
to compare the results obtained using data with a short-scan interval (the

ompuced quantity denoted by ®) to the results obtained using $=1 min~! data
(the quantities denoted by 0;).

As before, the S=1 min~! data is obtained by selecting points from tne
raptd--scan data at l-min intervals. Because the shortest scan interval varies
for different hours there will be a different number of subsets of minute-
interval data in each case. In general, for this minute-interval data ®§k’
i=t, 2, ..., 60s, where S is the sampling frequency. The use of the standard
deviation (@) to compare the ¢% values to ¢ is very helpful here because
24$) accounts for the different numbers of 0; values.

Tables H-9 and H~10 show the values calculated for oy and W. A sampling
period of 1 hr is used here, and, as in the last section, the relation between
$ and the 6? is emphasized. In this case, however, notice that the agree-
ment between the ¢ values and the ¢% values is very poor, as indicated by
the large values of o(®). For oy, the values of o(oy) are on_the order ot
10% of the oy value itself. For W, the relative values of o(W) are much

higher, ranging between 13 and 73% of the value for W. Thus, it is obvious
that the scan rate for vertical wind speed data does Influvnce the calculated
womrly quantities, This influence could be due to the large deviat ions
198
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encountered in the vertical wind speed -~ notice that ¢ i always larger than
W. A one-miante-scan interval may not provide enough detail of the W trace
tor use in calculating an hourly quantity that is representative (i.e., one
that 1s independent of the starting time of the first minute). So for verti-

cal wind speeds, a scan rate higher than once per minute 1s desirable.

One other interesting point to notice is the diurnal variations of W.
Of course, no definite conclusions can be drawn from five hourly averages, but
it 1s reassuring to see that the highest values of W occur in the afternoon,
when the temperature lapse rate is maximum; whereas at night and in the morn-
ing, when conditions are more stable, the W values are lower.

4. THE STANDARD DEVIATION OF THE WIND DIRECTION AS A FUNCTION OF
SAMPLING TIME

It has been suggested that the standard deviation of the wind direction,
0y, depends on the sampling time in the following way:

0.2
D (x (H-8)
o (1) \t
8 o o
where:

T, = a reference sampling time,
ao(ro) = standard deviation of the wind direction calculated

with sampling time t,, and
o0g(1) = standard deviation of the wind direction calculated

with sampling time T.

The 17 Lir of rapid-scan meteorological data provide a data base with which to
test this equation, since, even for short sampling times, there will still be
a suitable number of data points available for the calculations of og.

Fauation (H-8) will be tested for three sampling times: t = 3 min,
10 min, and ! hr. In all comparisons, t is taken as the shorter sampling
time. However, to compare 0g(1) and og(t1,), the average of the og(1)'s
during the longer sampling period 7, is used as the value to be compared
with OO(TO).

Assuming that the form of Eq. (H-8) is correct (i.e., that it is a power
law relation), the exponent can be optimized with respect to our data in order
to check the agreement. Generalize Eq. (H-8) by using a variable p as the
exponent :

T p

9 )

T
FRCI (T’) (H-9)
8 o o)

Taking the log of both sides, rewrite Eq. (H-9) as:
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8" o

p= . (H-10)
log ‘-T—-i
[s]

For each set of calculated og's [og(1) and 0g(1,)) a value for p can be
determined. The mean of these values for p, denoted as P, can be used as the
value for the exponent in Eq. (H-9). The standard deviation is then an indi-
cation of how representative p is for different conditions.

In Tables H-11 to H-13 a value for p is calculated for each of the 17 hr
of rapid-scan data using different combinations of sampling times. Note that
the mean values for p determined from data are higher thar the exponent value
used in Eq. (H-8). For t=3 min and 1,=60 min, p=0.265 with a standard devia~
tion of 0,116, For 1=10 min and 1,=60 min, p=0.227 with a standard deviation
of 0.125. For 1=3 min and 1,=10 min, $=0.322 with a standard deviation of
0.134. This last comparison, however, is between the averages of the g
(3 min) values and 0g(10 min) values during each hour.

With such relatively large standard deviations, it is apparent that EKq.
(H-9) is only a first approximation of the relationship between 04 and
sampling time.

Instead of this power law relation, an exact identity can be derived
that relates a og calculated for a given sampling period to the gg's calcu-
lated for a set of shorter sampling periods that lie within the longer period.
Specifically, suppose one has a set of wind direction measurements taken with
a scan interval of s seconds. If the longer sampling interval is denoted by
T, and the shorter sampling interval by tg, then there are exactly J=1/T4
short sampling periods contained in the long interval.

If j is an index that represents the position of the short sampling
period during the longer one and i is an index that represents the position
of a wind direction measurement during the shorter sampling period, then the
individual wind direction measurements can be represented by 6ij, where i=I,
2, ..., T and j=1, 2, ..., J. I is the number of measurements taken during
the short sampling interval tg. The mean wind direction during the longer
sampling period is

1
0r)) = E?JZQU

’
and the mean wind direction during each short sampling period is
8.(t )._l. ze...
] S I 1 1)

The standard deviation of the wind direction for the long and short sampliny
periods is defined as
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LYY - 2|1/e
0y (1) [YF DT et - eij) ] ’
_ 1/2
o(t)=[—lz(6‘(r)—6..)2] .
38 1)

I 1

Bv squaring and expanding the expression for oa(1 ), adding and subitract-
ing the second term, on the right hand side of Eq. (H~11), and substituting
from the other equations, the following relationship can be obtained:

2. 1 2 2 1 E - — 2
= — L - 1-11)
o, (IL) 75 oej (TS) * 3 ; (G(IL) ej(ts)) . (K-11

This is an exact equation that relates the cg's calculated, over several short
sampling periods to a og that would be calculated if these short periods were
combined into one long sampling period.

Using one hour as the long sampling period 1y and 3 and 10 minutes as two
different short sampling peridds tg, values for 8;(1g) and oej(15) can be com-
puted from the rapid-scan, wind direction data uslng the same methods as 1n
Sec. 2. Equation (H-11) can then be used to calculate a value for cg(l hr).
Tables H-14 and H-15 compare the actual hourly og's and the og's predicted by
Eq. (H-11) for short sampling times of 3 and 10 min.

Since Eq. (h-11) is exact, the close agreement between the calculated and
observed oe's are not unexpected. With one exception, the twa values tur 5y
are within 1.5 degrees of each other for the case 1g=3 win and within 0.6
degrees, for the case 1¢=10 min. The exception in both cases is the hour ‘
starting at 0930 on dayv 147 where relatively large differences between the cg
values occur.,

; i All these differences in the og values are probably due to the fact that
| 9 is calculated using Eq. (H-5) of Sec. 2 instead of the linear mean, for @
used in this section to derive Eq. (H-11). The larger deviation occurs during

an hour with low wind speed and a meandering wind direction.

5. MEAN SQUARE EDDY VELOCITIES AND FILTERING OF THE RAPID SCAN DATA

In vrder to define what one means by mean square along-wind and crosswind
eddy velocities or tluctuations, one must first define the mean velocities
from which the instantaneous quantities deviate. In the case of the along-
wind component, the instantaneous velocity, u;, 1s Just the sum U + u;, where
i is the mean or low frequency wind component and u; is the eddy or high
frequency wind component.

At the time of the ith sampling, let the instantaneous wind speed and
direction be given as V{ and 8;, vespectively. (See Fig. H-1)* 1If the "mean"
quantities are given as V and B;, then the along-wind fluctuation is just

wj = Vi - Vjcos0; (H-12a)

*Figures and tables appear consecutively at the end of this appendix.
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wioile the cross-wind fluctuation is just

vy = —visinei (H-120)

whiere:
6, =8, - B -

The mean square eddy velocities are then given by the expressions

— N
2 1 vy 2 -
u N z (Ui) (H-13a)
i=]
2 _ 1 oy 2 - ;
v z (Vi) (H-13b) 3
1=1 L
vhere:
N = the number of events available during
the sampling period of interest.

To obtain the '"mean'" quantities ¥V; and 6;, a number of averaging (or
filtering) techniques can be considered. One method, ~f course, is a
straightforward linear average of the v; and 8; during the sampling period.
The advantages of this scheme are:

1) it sets an upper bound on mean square eddv velocities;

2) it may be most indicative of what is actually happening
to the pollutant; and

3) it is a standard statistical procedure and is easy to
implement and interpret.

Sume of the disadvantages, however, include:

i) The mean value depends strongly on the duration of the
sampling period, which most likely is of arbitrarily
selected length.

- 2) Poor connection with u v w results, especially under
light, variable winds.

To overcome these problems, it is necessary to consider a moving mean for
J{ and ¥;. In this way, large, low frequency fluctuations during the sampling
period do not'introdvcu large deviations in the aloung-wind and cross-wind
velocittes (ug and Vi) because these low frequency compounents become part ot
the moving mean.

One way of obtaining such a moving mean is to borruw the techniques ot
electronic signal filter.ng and actually construct a low-pass filter. When
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the individual 8; and v; are run through the filter, the output is a time
series consisting of the frequency components below the cut-off frequency of
the filter. The higher frequency components will have been removed, and
therefore the output signal is suitable as a "moving mean" in that when it is
subtracted from the complete signal, the remaining values are the true high
frequency turbulence components of the wind speed or wind direction.

Consider the three stage low-pass Butterworth filter of Fig. H-Z, where
the output is taken across resistor Ry. From analysis of the circuit,

given an input voltage V;,(t), the output current 1 through resistor Rs is
governed by the third order differential equation:

a I +b 1 +cl1=4d4d1-+= Vin(t) (H-14)
where:

the dot denotes a derivative with respect to time, and the coefficients have
the following values:

@
|

= R1R5C2C4L3

b = RjCyl3 + R5C4ly (H-15)

[¢]
[]

RjR5Cy9 + RjR5Cs + Lg

a
I

= R} + Rg

To make this filter have a cut-off angular frequency of w. (rad/s) the
values of the components should be set to:*

Ry =1

1
szw—c-

2
L3 =';;
R |
Cqy = ;z
Rg =1

Actually, w. 1s the half-power point on the frequency response curve of the
filter, which means that at w., the output voltage is 71% of its value in the
pass band. Because of the construction of the Butterworth filter, the output
voltayes even in the pass band are 50% of the input voltage. This condition
can bhe corrected by simply doubling the cutput of the filter.

Using the above values for the filter components results in coefficients
tor the diftferential equation of the form:

*See A Handbook on Electrical Filters, White Electromagnetics, Inc
Rockville, Md., 1963,
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A= we3
4

b =

we2 (H~17)

_ 4

c = —

We
d = 2

Thus, the differential Eq. (H-14) becomes:

i—'i. L T +£—~i+21=v. (t) (H~-18)
w 3 w 2 w in
C C C

Vout 1S then obtained from the relation
Vout(t) = I(t)-R5-2 , (H-19)

since the output voltage is developed across resistor Rs and must be doubled
to compensate for the unavoidable attenuation. But because Rg = 1,

Vout(5) = 21(t) (H-20)
where:

1(t) = the solution of the differential Eq. (H-18), and

Vout = the low pass filtered signal using cut~off frequency w..
From steady-state analysis of the filter, the steady-state frequency
response is determined to be

RSAin
Aout = 5 (H~21)
where:
A;n = amplitude of input voltage signal,

Agyt = amplitude of output voltage,
S = llzt|| = (X2 + y2)1/2’

Z = Complex impedance = x + iy,

X = ~bw? + d, and
y = ~awd + cw.
where:
w = the angular frequency of the input signal, and

a,b,c,d are defined in Eqs. (H-15) and (H-17).
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The phase angle of the filter circuit 18 given by:
6 = tan”l ({) . (1i-22)

The steadv-state response of this 3-stage, low-pa.s Butterworth filter is
shown in Fig. H-3 for a cut-off period T. = 10 min. (7. = 2n/w..) Notice
that the filter effectively attenuates the frequency components preater than
w., even though the rolloff is not extremely sharp.

Now, instead of using strictly voltage levels as the input signal to the
filter, use the wind speed and wind direction signals as if they were volt-
ages. The output of the filter will then be the lcw-pass filtered wind speed
and wind direction that is suitable for use as a “moving mean," since it only
includes the low frequency components of the input signal, The advantages of
using a filter tc get a moving mean are:

1) the method tics in more closely with classical
turbulence theory; and

2) the mean follows the low frequency components
of the signal and therefore does not introduce
arbitrarily large deviations into the eddy
velocities.

However, some important disadvantages are:

1) The insight into total pollutant dispersal power
is not as clear as with a fixed mean; and

2) The filter introduces a delay time into the output
signal,

The last point is very important when the eddy velocities are to be
computed, since a matchup must be made between the total signal and the
filtered signal, if their difference is to represent only true deviations ot
the wind speed and wind direction. If the delay time, tgy, introduced by the
filter is known, then the input signal V;,(t) can be matched with the output
signal Vout(t + tg) to get the desired moving average of Vin(L) at time .

Recall that Eq. (H~22) defines the phase angle introduced by the filter
clircuitry:

If t; is the delay time, then at angular frequency w, the phase angle (which
is a function of w) is:

B(w) = (A)Kd. (H—ZB)

Substituting the values for a, b, ¢, and d from kq. (H-17) into the values for
x and y of Eq. (H-21), one obtains:
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-~
x=~4(-‘-”—)2 + 2, and
w
c
w 3 w
() )
c ¢
If v << w. then
X =2,
w
yzé;;"
and
8 = tan~! 2 EL-).
We
Fxpanding this and neglecting higher order terms yields
e::z&_’
Ye
and substituting this into Eq. (H~23) yields
b, = (H-24)
d we
for the cases of wi<w.. Also note that ty can be rewritten using the co- ‘

etficients of the differential equation:

c
td ik (H-25)

This equation gives a simple approximation for ty, but it is strictly
valid only for the frequencies w{<w.. For frequencies greater than w., this
is not a problem because these frequencies will have been filtered out of the
vutput signal., For frequencies around w, where attenuation is not complete,
t is underestimated by Eq. (H-24),

The phase angle 8 at w = w. is
6 = 2,356 radians,
so from Eq. (H~23), which gives the exact value of t4, one obtains:

2.356

We

t -2:
d w

2006 ¢




The approximate Eq. (H-24) would predict

which amounts to an 18% underestimate in ty at w..

For example, notice in Fig. H-4 how the filtered signal of the wind
speeds (adjusted tor ty) contains only the low frequency components of the
- wind speed trace and serves as a moving average for the wind speed.  Also
| notice that the approximation for ty effectively compensates for the delay
time introduced by the filter for almost every {requency component of the
filtered signal.

Filtering the wind direction is more ditficult because of the cut at
360°. So instead of directly filtering the 8; values, sin0®; and cos0; are
filtered separately and then recombined to obtain 6; via the expression:

(Slnei%

Oi = tan (H-26)

(cosei%

where:

f denotes that the filtered values of sing;
and cos0; are used.

This is not strictly a correct procedure, but it is a usctul and simple toech-
nique that gives reasonable results. In Fig. H-5, notice that this method
returns a signal for 51 that corresponds well to what would be expected from
a moving average of the individual 8;. Results of filtering the wind speed
and wind Jdirection data from a different hour are shown in Figs. H=-6 and }-7,

Values for 8; and vi, then, can be obtained by tiltering the 1ndividual
g; and Vi, using this low-pass Butterworth filter. The actual technique nsed
involves numerically solving the Differential Eq. (H-18) with the wind speed
signal (Vi) or the sine and cosine of the wind direction signal (sing; and
cos8;} as the input forcing function Vi (t). The filtered output V,,¢ is then
caleulated from Eq. (H-20). The value for V; is obtained directly in this
way, but 8; must be calculated from Eq. (H=26).

To solve the third-order Differential Eq. (H-18), it must be rewritten as
three first-order differential cquations that are then solved mmerically by
- . the Runge=Kutta method. This technique is desirable for obtaining the tilter
out put because the input tunction Vi,(t) need only be known at certain time
intervals. Hence, a sequence of data points can be used as input to the
numerical method without knowledge of the continuous function these points
represent . Moreover, this method produces a sequence of points as a tiltered
out put that, when adjusted for delay time, can be used as o continnous moving
mean for display purposes (Figs., H-4 through H=7) or tor calculations.,
Equations (K=12a and b) can now be used to calculate the u; and v;.
The mean square eddy velocities (U'Z and v'2) are then calenlated from |os,
(H-13a and b). For a cut-oftf period of 10 min and a sampling time of on
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hour, the u'Z and v'? computed from the 17 hr of rapid-scan meteorological
P 8

data appear in Tables H-16 and H-17. As in previous sections, the computa-
tions are done for both s = (6 sec)~! data and s = | min~! data.

From the large values of 0(¢), it appears that the ¢¥ values are not
necessarily the same as the value for ¢, This factor indicates that averaging
t ime has a noticeable effect on the calculation of u'Z and ;TY; although the
filter cut-off period T, might also have an effect, since, an averaging time
of one minute means that after removal of the moving average, only fluctua-
tions with periods between 1| and 10 min are left. This band is not very
wide, and it may not contain enough information to compute the R.M.S. eddy
velocities.

The selection of the cut-off period for the low-pass filter T. = 10 min
was almost arbitrary, being based on the desire to center T. between the sam-
pling time (v = 1 hr) and the sampling intervals (6 sec and 1 min). In this
way, the filter eliminates fluctuations with periods between 10 min and 6 svc.
These periods can be detected with an averaging time of 6 sec or 1 min and
will contribute to the values for the mean square eddy velocities. Also, T,
is less than 1 hr so that the moving mean follows the fluctuations with
periods between 1 hr and 10 min and does not become much like a fixed mean
rwiiich would happen if Te > 1 hr).

For comparison, Tables H-18 and H-19 show the mean square along wind
CQ—Z) and cross wind ~v'2) eddy velocities computed, using a fixed linear mean
for el and v{. The hourly average wind direction (WD) is used for 6l and the
hourly average wind speed (WS) is used for vj.

Notice that the values for u'Z and v'Z computed with a fixed mean are
higher than those computed using a moving mean. However, the values of o(¢)
are just as large, indicating poorer agreement between the ¢ and OJ values
in the case of u'Z and v'Z than for other hourly quantities.

6. APPROXIMATE =ZQUATIONS RELATING VARIOUS COMPUTED PARAMETEES

Manipulating the equations used to define the hourly quantities WS, WD,
VMWS, VMWD, U'Z,and V'Z leads to some new equations that interrelate some of
these quantities. Before starting, however, it is necessary to derive a
method for determining the correlation between a set of wind speed measure-
ments V; and a set of wind direction measurements 6;. It can be shown that
the agreement between WD and VMWD is an indication of how uncorrelated V;
and 6; are.

From Eq. (H-7) in Section 2:

-~y

z vy smo

-1 =1
VMWD = tan ‘—---——-.

z Vi cosei
i=1

L .
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Thus,

From
compares the

tions.

viws \2
[

VMWD = tan !

if VMWD =
important, because the separation is used many times in the subsequent deriva-

e
WS
and
VMWS
Since V;
VMWS
or

If V{ and ¢ are uncorrelated, then

N N
z Vi z s$1ng §
i=1 i=1 L
N N
z Vi 2 cose ;
Li=1 1=1
[ N
}E sing
~1 | i=1 —
tan -Tr~-~v~~—= wh
z Cusﬁi
Li=1

as defined by Eq. (H-5) of Section 2.

Eﬁ, then Vi and 9; are uncorrelated. This result 1s
Table H-1, notice the closeness between VMWD and WD; if one

differences in VMWD and WD to og, the largest difference as a

percentage of og is found to be 13%, but most values fall below 10%.
A relationship between oy, Wg, and VMWS can be derived as follows:

Given that

[
Zle—
-~ ™

z|—

1 . 2 1 2|1/2
(N ZVi smei> +<_ﬁ ZVi cosei> .
\ 1

i

and g; are uncorrelated

~

—_ 2 e 2
= (ging) + (cosg)

209

(H-217)




l

Lf
86, =0, - ® . (Note that Xgi =0.)
then:
sin8j = sinb cos(A8;) + cosb sin(48;),
and so:

sind =[£ z sinBcos(48.) + cos®sin(48 .)] .
N 1 1

1

Since sin® is an odd function, ng = 0 implies that E:SinABi = 0 also.

1

Hence:

sin® - cos(48),

sin®

Similarly:

cosB = cos® - cos(AB).

Substitution of Eqs. (H-28) and (H-29) into Eq. (H-27) yields

2 _ — -
(!%%§) = (8in8)2 « (cos(86))2 + (cos8)2 - (cos(46))2

= (cos(86))2.

If 48; is small, then use of the small angle approximation gives

(46.)2 (a8, )4 2
(—VL—VE)z = (cos(26))2 = [%E(l - L . L. )]

£ 1 -1 2
1 N Z(Aei) .

1

This equation can be rewritten by using the definition of og:

2
—Vgg 31‘082,
WS

which is valid for small values of 46; and, subsequently, og.

(K-28)

(H-29)

(H-30)




Rewriting Eq. (H-30) one obtains:

WAL LY (H-31)
8 WS
The validity of this equation is shown by Figs. H-8, H-Y, and H-10 where oy
calculated from Eq. (H-31) is plotted against the o3 calculated directly from
the wind direction data. In Fig. H-8, the hourly quantities used are those
computed from the six-second-scan interval data (the quantities denoted by ).
In Fig. H-9, the means of the quantities computed from the one-minute-scan
interval data are used (the gquantities denoted by %), In Fig. H-10, the
individual quantities computed trom the one-minute-scan interval data are used
(the quantities denoted by 03).

Notice that for og values below 40°, Eq. (H-31) predicts a value for og
that corresponds very well to what is actually observed. For og values
smaller than 20°, Eq. (H-31) predicts a value that is within 10% of the
observed og value. For og values of less than 40°, the predictions are good
to within 20%. 1In almost all cases, however, Eq. (H-31) slightly underpre-
dicts the og value, Figure H-10 shows that even the individual ¢¥ values
give good results, and more important, that the scatter of points is along ;
the one-to-one correspondence line. This shows that Eq. (H-31) is applicable
to any set of hourlv averaged quantities computed from minute-interval data.

Manipulating Eqs. (H-4) and (H-7) of Sec. 2 and Eqs. (H-13a) and (H-13b)
of Scc. 5 in other ways leads to some different relationships between these
quantities. Two of the more useful ones are listed here without derivation:

I
v'2 1/2
0y = |5 — 12, and (H-32)
Vo o+ v

W= o2 (1 - g2) (H-33)
where :

V = averape wind speed (WS), and

gy = standard deviation of the wind speed.

These equations use the small angle approximation to simplify expressions with
gg and assume that u'Z and v'Z are computed using a f{ixed, linear mean, as was

done Iin Tables H~-15 and H-16.

In Fig. H~11, oy calculated from Eq. (H~32) is plotted against the
calcnlated directly from the wind direction data. In Fig. H-12, Eq. (BH-33) is
tested in the same manner., For both cases, the ¢ values are used in the cal-
culations. Referring to Fig. H-11, notice that Eq. (H=32) is accurate to
within 10% up to vy values of 20° and is accurate to within 30% up to 40°,
From Fig. H~12, however, 1t is apparent that Eq. (H-33) is valid over only a
very narrow range.  The calculated value for u'4 is within 0% of the actual
value up to 0.2 m’/s? and is accurate to within 40% up to 2.0 m2/s? with one
exception == a point calculated during an hour with very low wind speed falls
well out of the 404 band,
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Fig. H-1. Definition of Coordinates

Fig. H-2. Synthesized Three-Stage,
Butterworth, Low-Pass Prototype
Values of Components Chosen to Give
f_=1.67x10"° Hz or T_ = 10 min
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Fig. H-3.

Frequency Response of 3-Stage Low-Pass Butterworth Filter

213




e d PP LTI
TTTARRE LN
R S e -

LLLITI~
BRI S350

2
2

lllll o
o '!.r..ﬂ..:h...l..‘«ioﬂo&hra.l‘ rm
NSttt szzaaase
: caawe J3eeRc~om-=t
: 2. .,
sypoar--- """

e
O =)

0-0t

0-é 0-9 0b 0z
(S/W) 0334S ONIM

0-0

(MIN)

TIME

Filtered Wind Speed for Day 146, Hour 1650-1750

Fig. H-4,

214

-




360-0

300-0

I

o
.
a8
=)
z
Se
G 81
.IE '
o |
E2h ]
i
|
o ]
> |
|
o ;
Y 2o B %o %o o
TIME (MIN}
Fig, H~5. Filtered Wind Direction for Day 146, Hour 1650-1750 ‘




TIME (MIN)

{S/W] 03345 ONIM

Filtered Wind Speed for Day 145, Hour 1200-1300

Fig. H-6.

216




lllll o
— L SEeLLL S P R R P P R e P It s s prr vt v rvrrse e e e = =
B Fo
Y
T T Y T T e
0-09t 0-008 0-0v2 0-081 0-021 0-09 0-0

{9307 NOILJ3¥I0 ONIM

(MIN]

TIME

Filtered Wind Dircction for Day 145, Hour 1200-1300

Fig. H-7.

217




40.0
1

.0
o

SORT {1 - (VMWS/KWS) un2)
a
o
Q

20.0
1
a

0.0

T B T 1]

0.0 10.0 20.0 0.0 10.0 50.0 60.0 70.0 80.0
SIGMA THETA

Fig. H.8. Calculated Eq. (H-31) versus Observed 0Ug: Clobal Values
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Table H-1. Average Wind Direction (¢ = WD)

Day Hour () o (WD) WD o (WD*)
(deg) (deg) (deg) (deg)

145 1200 213.5 1.6 213.5 1.6

1300 208.9 1.2 208.9 1.2

1400 258.3 1.7 258.3 1.7

1500 268.6 1.6 268.6 1.6

1600 276.8 1.1 276.8 1.1

1700 297.2 0.9 297.2 0.9

1800 331.9 1.1 331.9 1.1

1900 348.6 0.9 348.6 0.9

2000 336.7 0.3 336.7 0.3

2100 337.6 0.2 337.6 0.2

2200 77.4 1.7 17.4 1.7

146 1650 250.7 1.0 250.7 1.0

1750 268.7 0.4 268.7 0.4

1850 302.2 0.3 302.2 0.3

147 0830 141.7 1.1 141.7 1.1

0930 168.9 2.4 168.9 2.4

1030 223.8 2.0 223.8 2.0

Tsble H-2. Vector Mean Wind Direction (& = VMWD)
Day Hour VMWD o (VMWD) VMWD* o (VMWD*)

(deg) (deg) (deg) (deg)

145 1200 212.4 1.5 212.4 1.5

1300 214.0 1.4 214.0 1.4

1400 262.4 1.7 262.4 1.7

1500 267.5 1.5 267.5 1.5

1600 275.3 1.1 275.3 1.1

1700 293.8 0.8 293.8 0.8

1800 330.6 1.2 330.6 1.2

1900 349.1 1.1 349.1 1.1

2000 336.3 0.3 336.3 0.3

2100 337.0 0.2 337.0 0.2

2200 71.1 2.2 71.1 2.2

146 1650 250.6 0.9 250.6 0.9

1750 266.8 0.6 266.8 0.6

1850 301.0 0.4 301.0 0.4

147 0830 140.9 1.1 140.9 1.1

0930 167.3 1.9 167.3 1.9

1030 229.5 1.6 229.5 1.6
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Table H-3.

Standard Deviation of the Wind

Direction (¢ = oe)

Day Hour ) o(og) % a(o.*
(deg)  (deg) (deg) (def)

145 1200 54.3 3.6 54.1 3.6
1300 50.3 1.8 50.3 1.8

1400 51.1 1.6 51.0 1.6

1500 25.3 2.0 25.2 2.0

1600 29.5 2.6 29.4 2.6

1700 30.9 1.2 30.9 1.2

1800 18.3 0.8 18.3 0.8

1900 11.4 1.4 11.2 1.4

2000 5.1 0.4 5.0 0.4

2100 6.4 0.2 6.4 0.2

2200 54.0 0.6 54.0 0.6

146 1650 19.5 1.2 19.4 1.2
1750 23.3 0.7 23.3 0.7

1850 15.0 0.4 14.9 0.4

147 0830 22,2 1.4 22.1 1.4
0930 69.7 2.3 69.6 2.3

1030 42,1 1.1 42.0 1.1

Table H-4. Average Wind Speed (¢ = ﬁg)

Day Hour s c(-ﬁ) ﬁ u(%—'—)
(n/a) (n/s) (m/s) (m/s)

145 1200 2.67 0.09 2.67 0.09
1300 2.55 0.03 2.55 0.03

1400 3.52 0.06 3.52 0.06

1500 3.99 0.06 3.99 0.06

1600 3.57 0.04 3.57 0.04

1700 3.07 0.03 3.07 0.03

1800 3.54 0.04 3.54 0.04

1900 2,61 0.03 2.61 0.03

2000 2.59 0.01 2.59 0.01

2100 2.45 0.01 2.45 0.01

2200 1.41 0.01 1.41 0.01

L46 1650 4. 48 009 A D (VL]
17%) AL (LRI 6.0 [ABNIR}

1850 1.3 0.03 .37 0.03

147 0830 1.97 0.05 1.97 0.05
0930 1.82 0.03 1.82 0.03

1030 2.77 .04 2.17 0. 04
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Table H-5.

Vector Mean Wind Speed (9 = VMWS)

VMWS#

a (VMWS*)

Day Hour VMWS o (VMWS)
(m/s) (m/s) (m/8) (m/8)
145 1200 2.09 0.07 2.09 0.07
1300 2.03 0.04 2.03 0.04
1400 2.95 0.05 2.95 0.05
1500 3.69 0.07 3.70 0.07
1600 3.23 0.05 3.23 0.05
1700 2.67 0.05 2.67 0.05
1800 3.36 0.05 3.36 0.05
1900 2.56 0.03 2.5¢ 0.03
2000 2,58 0.01 2.58 0.01
2100 2,43 0.01 2.43 0.01
2200 0.80 0.01 0.80 0.01
146 1650 4.22 0.10 4.22 0.10
1750 3.76 0.04 3.76 0.04
1850 3.27 0.03 3.27 0.03
147 0830 1.85 0.04 1.85 0.04
0930 1.14 0.04 1.14 0.04
1030 2.17 0.06 2.17 0.06
Table H-6. Standard Deviation of the Table H-7. Hourly Average NO
Wind fpeed (% = ov) (d = NO)
; Day Hour N RIGID) y * 0(3’?) Day Hour NO o (NO) ‘\"0;
! v v v v
| _. “.fﬂﬂwlﬂi_lﬂi“fﬂﬂ (ppb)  (ppb)  (ppb)
! 145 1200 1.44 0.08 1.44  0.08 T T )
: 145 1200 1.60 0.04 1.66
1300 1.40  0.06 1.40  0.06
1300 1.53 n.08 3.53
| 1400 1.79 0.11 1.79 0.11
: 1400 1,68 0.05 3,68
1500 1.20  0.05 1.20 0.05
[ 1500 1.62 0.08 1.6
. 1600 1.44 0.06 1.43 0.06
| 1600 4.13 0.07 4,13
! 1700 1.3 0.07 1.30  0.07
1700 3.40 0.06 3,40
- 1800  0.81 0.02 0.80  0.02
1800 3.52 0.07 3.52
1900 0.47  0.03 0.40  0.03
1900 1.1 0.05 31
. 2000 n.37 0.02 0.37 0.02
2000 1,135 0,03 1.35
2100 0.3? 0.01 0.1 0.01
2100 357 0.03 1.87
2200 n.31 0.01 0.31 0.01
2200 V. 6H 0. 04 3. 68
14w 16%0 1.16 0.08 1.6 0.08
146 1650 1.48 7,05 1.4R
1750 0. 84 0.04 0.84 0.04
1750 0,R8 1. 06 (4. 1)
1850 0.50 0.03 n.51 0.03
1850 0, 7R i ng n.78
147 083 0,72 n.04 0.71 0.04
147 083N 0,715 n.09 0.75
090 0.97 0.04 n.97 0.04
0930 1.13 n.08 1.1
. 10%0 1,20 0.04 1.20 0.04
3 e e e el 1030 1.07 n.07 .07
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Table H-8. Hourly Average N()x (¢ = (NO )
X

Day  Hour NBX o(NBx) F'Ji?)'x»* u(ﬁo;;)
(ppb)  (ppb)  (ppb) (ppb)
145 1206 8.56  0.11  8.56 0.11
1300  8.81  0.07  8.81 0.07
1400 8.98  0.05 8.98 0.05
1500 9.46  0.10  9.46 0.10
1600 10.06  0.07 10.00 0.07
1700 8.5  0.06  8.54 0.06
1800  7.45  0.04  7.45 0.04
1900 8.42  0.06  8.42 0.06
2000 17.79  0.07 17.79 0.07
2100 28.84  0.03  28.84 0.03
2200 26.79 0,07  26.79 0.07
146 1650  5.71  0.13  5.71 0.13
1750 4.21  0.07  4.21 0.07
1850  6.98  0.10  6.98 0.10
147 0830  6.24  0.07  6.24 0.07
0930  6.48  0.06 6,48 0.06
1030 4.77  0.11  4.77 0.11
Table H-9. Standard Deviation of the Verticai
Wind Speed (¢ = oy)
Day Hour S Ow o(ow) oW o (ow™*)
(sec) (m/s) (m/s) (m/s}  (m/s)
144 1200 2.4 0.535 0.055 0.528 0.055
1300 2.4 0.429 0.042 0.423 0.041
1430 3.3 0.372 0.025 0.369 0.025
145 2305 3.0 0.096 0.010 0.095 0.010
146 1130 3.0 0.722 0.052 0.717 0.052
Table H-10. Average Vertical Wind Speed (¢ = W)
Day Hour S w o (W) W a (W)
(sec) (m/s) (m/s) (m/s) (m/s)
144 1200 2.4 0.166 0.064 0.166 J.064
1300 2.4 0.184 0.058 3.184 0.058
1430 3.3 0.209 0.044 0.209 0.044
145 2305 3.0 0.075 0.010 0.075 0.010
146 1130 3.0 0.096 0.071 0.096 0.071
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.
Table H-11., Calculation of p for Sampling
Times of 3 min and 60 min
Day Hour =R (3 min) gp (60 min) P
145 1200 26.903) 54.266 [ANURE T
1300 23.690 50.309 0.251
1400 24,422 51.092 0,246
1500 15.592 25.309 0.162
1600 17.047 29.487 0.182
1790 18.033 30.891 J.nn
1anu 9.061 18, 304 .23
1900 5.493 11.35% n.243
2000 2R 5.054 0,163
2100 2.121 6.407 3364
2200 8.343 54 .046 0.624
146 1650 11.063 19.454 0.188
1750 7.029 23.261 359
1850 4.950 14,954 0.369
147 0830 16.623 22.184 Q0.0u6
na 36 27.929 69.665 0.305
1030 18.854 42.079 0,268
Mean Value for p = (3.265
Standard Deviation = 0.116
Table H-12. Cal:zulation of p for Table H-13. Calculation of p for
Sampling Times of Sampling Times of
10 min and 60 min 3 min and 10 min
Day Hour dg (10 min) cg (60 min) P Day Hour Ui (3 min) 2y (10 mind
145 1200 40.723 54,266 0.160 145 1200 26.903 40,723
1300 35.202 50. 309 0.199 1300 23,690 15,202 h
1400 39. 580 51.092 0.142 1400 26,420 39,980 .
1500 20.367 23.309 0.121 1500 159,992 ). 367 J
1600 20.566 29.487 0.201 1600 17.7097 20,586 0.
1700 26,1337 30.891 0.089 1700 18.031 26,387 n.
1800 12.585% 18.304 0.209 1800 9.061 12,585 O
1900 6.825 11.359 0.284 1200 5.491 6. 825 0.
- 2000 1.178 5.054 0.225 2000 2R3 1.378 ]
2100 1.6'8 6.407 0.319 2100 2121 3.618 0
2200 19.571 54 .046 0.567 2200 8,341 19,571 0.
14k 1650 16.905 19.454 0.078 14h 1650 11.062 16,905 0.
1750 12.3§y 23.261 0.353 1750 7.929 12.357 .
1RO 7.188 14.95%4 0.394 1850 4.4950 7.3R8 a
147 UR 30 19.76R 22.184 0.064 147 0830 16,621 Ju. 708 o]
09 1 Wi bbs £9.665 0.251 09 30 27629 44445 o,
1010 29,405 42.079 0.200 10130 18 854 29,400
Mean Value for p = 0,227 Mean Value for p = (1.322
Standard Neviatfon = 0,120 Standard Deviation = 0. 11
227
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lable =14, Comparison of the Actual
Value Calculated

8} [4] > U
to the o

rom Eq. (H~11) using 1.=3 min

oe(deg.)
Day Hour  Actual Calculated
145 1200 54.3 55.3
1300 50.3 51.8
1400 51.1 52.6
1500  25.3 25.4
1600 29.5 29.5
1700 30.9 1.1
1800  18.3 18.5
1900  11.4 1.5
2000 5.1 5.1
2100 6.4 6.4
2200 54.0 54.2
- 146 1650 19.5 19.5
1750 23.3 23.3
1850 15.0 15.0
147 0830  22.2 22.2
0930 9.7 77.9
1030 42.1 42.2

Table H-15. Comparison of the Actual
¢, to the o Value Caleulated
from Eq. (H~11) usiny 1S=10 mian
% (deg.)
Day Hour  Actual Calculated
145 1200 54,3 54 .9
1300 50.3 50.3
1400 51.1 49.7
1500 25.13 25.3
1600 29.5 29.%
1700 30.9 3.2
1800 18.3 18.3
1900 11.4 11.6
2000 5.1 5.1
2100 6.4 6.4
2200 5 .0 54 .2
146 1650 19.5 19,5
1750 23.3 23.3
1850 15,0 14.9
147 0830 22.2 2.1
0930 69.7 75.7
1030 42.2 42,4

Table B-16. Mean Square Along Wind Eddy Velocity ($ = u'?)

Pay Hour ul? o(ul?) T2a o(aTny
(m2/s2) (n?/82) (m?/02) (m2/82)

145 1200 0.959 0.125 0.898 0.109
1300 0.778 0.097 0.741 0.090

1400 1.440 0.286 1.367 0.276

1500 0.934 0.135 0.849 0.105

1600 0.729 0.102 0.667 0,081

1700 0.576 0.068 0.531 0.051

1800 0.401 0.046 0.377 0.040

1900 0.095 0.031 0.078 0.025

2000 0.026 0.007 0.021 0.004

- 2100 0.921 0.004 0.019 0,004
2200 0.017 0.003 0.015 0.003

146 16350 0.776 0.134 0.697 0.108
1750 0. 1356 0.066 0.305 0.043

18350 0.093 0.015 0.082 0.011

147 0830 g.342 0.065 0.302 0.051
0930 0.454 0.063 0.412 0.046

1030 0.700 0.087 0.640 0.063
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Table H-17.

Mean Square Cross Wind Eddy Velocity (o = y'2)

Hour viz a(;72; 3?5* 0(3?5;)
(n2/82) (w?/8?) (m?2/s?) (n?/8?)
1200 0.764 0.263 0.823 0.256
1300 0.703 0.168 0.711 0.168
1400 1.757 0.208 1.830 0.195
1500 1.026 0.092 1.012 0.091
1600 0.899 0.102 0.853 0.090
1700 0.963 0.180 0.991 0.178
1800 0.308 0.025 0.298 0.023
1900 0.088 0.061 0.081 0.060
2000 0.016 0.005 0.013 0.004
2100 0.007 0.002 0.006 0.001
2200 0.032 0.007 0.035 0.007
1650 0.840 0.124 0.840 0.124
1750 0.310 0.042 0.286 0.035
1850 0.092 0.018 0.080 0.013
0830 0.256 0.036 0.242 0.033
0930 0.345 0.061 0.398 0.030
1030 0.604 0.071- 0.602 0.071

Takle H-18.

Day

145

146

147

1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
1650
1750
1850
0830
09130

-

=T S T ST T R - Y

TN N O D OO - O

1030

1

u' a(u'?)
! (n? /%)
122 0.312
668 0.202
611 0.347
795 (.142
262 0.207
Al8 0.130
691 0.01%6
.15¢ 0.037
L1317 0.012
. 109 0.007
626 0.022
819 a.249
910 0.058
134 0.031
584 0.062
000 0.149
223 0.196
229

s N

N D O D = Cc O T

Mean Square Along Wind Eddy
Computed Using a Fixed Mean

L]
.671
.626
.791
2.296
816
689
158
137
Sy
W65
807
.919
333

Velocity (4




Table H-19. Mean Square Cross Wind Eddy Velocity (¢ = v'?)
Computed Using a Fixed Mean
Day Hour v'Z o(v'?) vk o (v'2%)
(m?/s?) (m?/s2) (m?/s?) (m?/s?)
145 1200 2.066 0.203 2.065 0.203
1300 2.003 0.223 1.999 0.223
1400 2.686 0.239 2.683 0.239
1500 1.197 0.159 1.965 0.159
1600 2.233 0.128 2.235 0.128
1700 2.393 0.326 2.392 0.326
1800 1.184 0.065 1.178 0.065
1900 0.275 0.057 0.273 0.057
2000 0.045 0.008 0.045 0.008
2100 0.073 0.005 0.073 0.005
2200 1.225 0.048 1.224 0.048
146 1650 2.211 0.139 2.210 0.139
1750 2.315 0.149 2.314 0.149
1850 0.633 0.041 0.633 G.041
147 0830 0.383 0.039 0.384 0.039
0930 1.428 0.080 1.430 0.080
1030 2.622 0.180 2
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APPENDY |
PREELIMINARY 1{ME SRERIES ANALYS LY

1. INTRODUCTION

It is often possible to describe complex physical phenomena and mech-
anisms better in the frequency domain than in the time domain. The time
dependent nature of air pollution and meteorological data and the likelihood
of serial correlation in it makes obvious the need for analyzing such data in
terms of its frequency compesition,

Many statistical analysis methods that operate on the data in the
time domain make no use of the time dependency therein. For example, in the
estimation of the frequency or cumulative frequency distributions, the data
are sorted into order, after which the time dependency information is no
longer available., An important property of time series analysis, on the other
hand, is that much of the time dependency in the data is preserved.

The use of time series in the analysis of air pollution monitoring
has been suggested or carried out by several authors including: Barlow
and Singpurwalla,I"l Saltzman,’"2 Marcus,I"3 and Tiao and Hamming ,T=% (o
mention only a few.

Data reduction, harmonic analysis, and filtering of Williams air qualiity
data was performed previously on raw data from the HP9825.1-8 Spectral
analysis was instrumental in identifying certain iInstrumentation problems
that were exhibited by a sawtooth pattern in the raw data. These problems,
which were diagnosed early in the experimental program, were subsequently
corrected.

An extensive treatment of spectral analysis of time series has been
given by Koopmans;I~> time series data analysis and theory are discussed
extensively by Brillinger;I=6 and a bibliography of time series analysis
papers has been given by Wold . I-7

The principal goal of spectrum analysis 1is to decompose the power of
the given time series into its harmonic components, that 1s, to estimate the
power spectrum from the available data. The estimated spectrum can then be
used to gain information about the mechanism that generated the data.
The statistical theory of spectral anlaysis has been based on the hypo-
theses that the underlying process is stationary and Gaussian, that the
process mean is zero, and that the spectrum Is continuous. Some of the
preprocessing operations performed on the data before spectrum analysis is
done (for example, removal of the DC component of the series) are intended to
bring the data into reasonable conformity with these hypotheses.

Two models of spectral analysis have been used hure, univariate and
bivariate. Univariate spectral analysis involves the computation of the power
spectrum or, as it is also called, the spectral density. The power spectrum
1s the Fourler transform of the autocorrelation function. The Fourier trans-
form of a sequence of autocorrelations contains precisely the same infor-
mation found in the original autocorrelations themrclves. The intensity of
the spectrum at any given frequency provides an estimate of the power or
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energy at that frequency. Th. accumulated spectrum is essentially the ftirst
integral of the spectral deasity and can be used to indicate the range of
frequencies that contain a substantial proportion of the total power of the
time series.

Similarities between the spectra of two series, such as peaks at similar
frequencies, may raise the possibility that the series are related. Tu
investigate such possibilities, the cross spectrum of two series muy be
computed. This computation Is an extension of the definition of the spectrum
and is usually estimated by smoothing the cross periodogram; this is performed
in the bivariate spectral analysis of two series. Bivariate spectral analysis
allows for the decomposition of two series into various spectral parameters,
equivalent to descriptive statistics. These include: the estimated spectral
density of each series; the phase function that indicates the relative shift
of harmonic components of the two time series at the same frequency; the
transfer function that indicates the 1linear relationship between the two
series in the same way that regression coefficients relate the linear rela-
tionship between two variables; and the coherence function that provides an
estimate of the frequency-dependent correlation between two series. It is
interesting to note that if the phase angle is a rapidly varying function of
frequency, the estimated coherence can be biased downward to an extent that a
strong coherence will be masked.

In summary, spectral analysis provides a means of analyzing serial
correlations in the data, as well as a method of examining frequency dependent
correlations. It is indispensable when searching for periodicity and gross
variations of power with frequency in the data.

Spectral analyses were performed on a continuous period of one-hour
averages, covering approximately one month, starting August 1, 1976. Missing
data and outliers identified by an interface program to the AQAM data tape
were assigned values via a simple linear interpolation of adjacent values.
Univarijate and bivariate spectral analyses were performed using methods
outlined by Koopmans.I™3 Before spectrum analysis was applied to the data,
the mean (DC component) was removed from the series to bring the data into
conformity with stationarity.

Figure I-1* shows the time series for observed CO at station 2. While
this series appears to exhibit a pronounced 24-hour period, one finds upon
close examination that the daily period has slight relative shifts., Where the
periodicity is 1in fact a combination of several other periodic phenomena,
closer investigation is required. It is felt that the roughly 24-hour periods
are actually beats, and unless the series is filtered, these will not exhibit
themselves in the spectrum as at first anticipated.

Figure 1-2 shows the spectrum for this time series; the peaks at 16-17
hours, 8 hours, and 6 hours, are of interest. The largest peak at approxi-
mately 16 hours is an artifact of the sunrise-sunset period. (Note that
this data was drawn from summer months.) Periodicity rveflected by peaks at
higher frequencies appears to be an artifact of source emissions activity
during the day., It is felt that the higher frequencies at 8 and 6 hours may

*Figures appear consecutively at the end of the appendix.
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be related to aireraft activity.,  The x-axis of the spectrum has been replot-
ted in terms of period but was originally computed as a frequency in terus
ot cycles in units of 1/(2*M*DT), where DT=1 hour, and M is the truocation
parameter that has a value of 100, [he truncation paramcter, also referred
to as the number of lags, controls the smoothing ot the periodogram and
has been chosen approximately equal to 10% of the daca length,

Figure [-3 shows the accumulated spectrum for the €0 series, It 1s
interesting to note that the higher frequencies, above the frequencies related
to diurnal fluctuation, appear to contribute signiticantly to the totai power
of the observed CO series.

Figure 1-4 shows the time series for observed Nuy, at station 2 during
this same period. That the structure of this series Is very similar to the CO
series is confirmed by the locations of the peaks in the spectral density shown
in Fig. I-5. Figure I-6 shows the coherence between the CO and NOy series.
It is iateresting to note that while the peak coherence is associated with the
diurnal cycle, the coherence remains strong at the higher frequencies, sug-
gesting that these two pollutants may be associated with the same set of
sources.

Figure 1-7 shows the time series of aircraft CO emissions on ground
level lines. This emission rate is computed in AQAM on the basis of the
hour-by-hour records of aircraft activity. The spectrum of this series shows
the strong diurnally induced peak at 16 hours along with small enhauncements at
8 and 6 hours where significant peaks were observed In the observed CO
concentration spectrum (Fig. 1-2). The coherence between the spectra of
observed CO councentrations and aircraft CO emission rate also shows peaks
corresponding tc these periodicities; however, the wildly oscillating magni-~
tude of the coherence and accompanying phase (not shown) are suggestive of
computational instabilities possibly being driven by the strong low-frequenvy
peaking in both spectra.

2. CONCLUSIONS AND RECOMMENDATIONS

While the background concentrations due to slrong natural cycles are
sigunificant, harmouics at higher frequencies thought to be associated with
emissions source activity have been identified. The presence of large peaks
in the spectrum, have the effect ol badly biasing estimates in the low end
of the spectrum due to the inevitable side lobe distortion of the spectral
estimates (filter leakage). A quasi difference filter can be used to balance
the spectrum of a time series with a large peak al low frequeacies, The
balancing process is called prewhitening by Blackman and Tukey (1959).1-9
A prewhitening f{ilter can be used to help smooth the larger natural peaks,
improving the resolution of the higher frequency spectra.

Spectral analysis can be used to study the effect of filters used on
the air quality time series and also in the design of such filters. Filters
are used for purposcful modification of a discrete time series. It is
important to understand the operation of the filter, and to know how to select
the "parameters
modi fication.

" of the filter to achieve specific objectives of data
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The spectral analyses presented here illustrate the benefits of analyzing
time-dependent air quality data in the frequency domain. Estimation of
correlation vis a vis the coherence function between two series provides
important insights into complex physical systems generating the data, and
the ability of the AQAM to reproduce features prevalent in the observations,
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