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Abstract

\\\;ﬁ&he possibility is considered that research on intelligence is enter-
ing or is about to enter a time of crisis comparable to that experienced
during the decline of the psychometric paradigm as the primary mcans for
studying intelligence. First, it is suggested that the decline of the
psychometric paradign as the primary means for studying intelligence was
due in part to the failure of users of the paradigm to meef in a highly
successful way four challenges that confronted their research. HNext,

it is shown how, on the surface, users of the information-processing
paradigms currently in favor seem successfully to have met these chal-
lenges. Then, it is shown that, at a deeper level, the level of success
is not as grcat as ft is at a surface level. Finally, conclusions are
drawn in response to the challonges that still seem to be facing psy-

chologists studying intelligence.
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Nothing Fails Like Success:

The Search for an Intelligent Paradigm for Studying Intelligence

I believe the time has come at least to consider the possibility that
research on intelligence is entering or is about to enter a time of crisis
and soul-searching comparable to that experienced during the ninctcon
fifties and sixties, when researchers experienced certain dissatisfacticns
with the psychometric paradigm as the sole or primary means for studying
intelligence, but were not quitec sure of what should replace or supplemant
it. My contention is that at one level--the lcvel that meets the cye upon
a superficial examination of the present condition of intelligence research--
current paradigms for studying intelligence have successfully faced the
problems that factor analysis secemed to face in a less than wholly successful
way, but Lhat at another level--the level that meets the eye upon a deeper
examination of the present condition of intelligence rescarch--current
paradigms are not facing these problems altogether successfully.

My exposition is divided into three parts. In the first, I state what
1 believe to have been four of the major challenges that the psychometric
paradigm for studying intelligence, in gencral, and the factor-analytic
approach, in particular, failed fully to meect. In the second part, I first show
why, at a superficial level, at least, current approaches based upon the
information-processing analysis of intelligent behavior are secuing to
meet thesc challenges; I then show why, at a deeper level, 1 believe all of
these challenges have yet to be confronted head on. In the third and final
part, I discuss what might be dune to meet these challenges. Becoune of the
seemingly negative tone of many carlier parts of the article, I widhi to ¢ pha-
size here that thesce conclusion, vill be optivictic--that although a1 inown

methods have their limitations, int>1ligent wr of & variety of neth o'y can

T
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result in major advances in our knowledge concerning the nature of intelligence.

The Four Challenges and Fuctor Analysis

Factor analysis has been anc continues to be a highly useful tool for
studying intellectual functioning: Nothing ! will say is able or intended
to refute Lhis assertion. But factor analysis, like any other method of
data analysis, is unable to go it alone. I believe that in the casc of
factor analysis, there are four reasons why supplementary methods of
analysis are particularly important in the study of intelligence.

First, as Humphreys pointed out almost two decades ago, factor analy-
sis is a "useful tool in hypothesis formation rather than hypothesis testing”
(Humphreys, 1962, p. 475). Factor analysis is useful in hypothesis foria-
tion because one can go into it with few or cven no ideas about the struc-
ture underlying a set of variables, and come out of it with at least scoro
idea of what this latent structure looks like. 1 believe that nonconflirnatory
factor analysis is not useful in hypothesis testing, however, beceuse the in-
ferential machinery supporting it is so weak.l There have been, of course,
prominent investigators who have token and still would take issue with this
point of view. Burt (despite his apparent proclivity towar "assisting" his
data, a competent factor analyst nevertheless) argued that factor analrsis should
be regarded "not as a source of hypotheses, but merely as a method of conparing,
confirming or refuting altcrnative hypothescs initially suggested by nonsta-
tistical arquments or evidence" (Burt, 1970, p. 17). More recently, Carroll
(in press) has argued that “the machinery of factor analysis need not !
dependent on any hypotheses adopted in advance of the analysis, acaally
it affords a way of testing those hypotheses," a way that Cavroll belioves
to be "appropriate and sufficiontly objective.” But I cannct thint o7 o sinsle
plausible p-ychological hypothewis whose validity has been core o ive Ty

tested and established (or disestalliched) through the use of
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(nonconfirmatory) factorial methods, despite the fact that these methods

have been around for three-quarters of a century. Consider, for example, B
the very basic question of whether there is a general factor in intelli-
gence. Almost eighty years after the first presentation of Spearzan’s

(1904) two-factor theory, has anyone answered through factorial means

the question of whether or not a generai factor exists? The contents of
a set of 16 commentaries on an article I recently wrote (Sternberg, in
press-¢) make it clear that no one has: Investigators disagree as much now

as they did at the turn of the century as to whether to interpret factorial

evidence as supporting or refuting the existence of a general factor.

Because of the weakness of its inferential machinery, factor analysis
has, in a sense, failed because it has been too successful in supporting, or
at least in failing to disconfira, too many alternative models of intelligence.
Horn (19€7; Horn & Knapp, 1973) has suggested that Guilford's (1967) theory, in
particular, is exceedingly difficult to disconfirm because of the way in which
procrustean rotation is used. I have gone further in suggesting that
none of the factorial theories are'disconfirmab1e, because in najor
respects, all of them are correct (Sternberg, 1980a VI They highlight
different aspects of inteliligence, all of which can be mapped into informa-
tion-processing terms. On the positive side, therefore, the thceories

have provided a richly variegated account of human intelligence; on the ’ '

negative side, however, I do not see how intelligent use of factorial
methods can fail to yield a legitimate theory. But science in goreral,

and psychology in particular, progress at Tcast in part by tentetively

.

accepting certain accounts of phenomeona, and by tentatively rejocting orhor .

factor analysis has left us little, if anything, Lo reject, Wnat plas.iid
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theories of intelligence have heen disconfirmed by factor analysis? My
contention is that not only are the major alternative factorial thearies
mathenatically tenable; they are psychologically tenable as well. The
method might therefore be viewed as having failed, in practice, because
it has been too successful!
Second, factor analysis has never secmed to be a technique of choice

if one's goal is to identify the processes that constitute intelligent be-

B

havior. Factor analysis has dealt primarily with products rather than

V.._.__‘_.A
T

with processes. Even in recent work using confirmatory methods (e.g.,

-_,_“.

Frederiksen, 1980), identification of processes has bheen through standard :Q
information-processin§ techniques, such as the subtraction method und

the additive-factor method. Confirmatory analysis, e.qg., ana]ysis'of

covariance structures (Joreskog, 1970), has been used to isolate ceuiion

s;urces of individual differences in execulion of these processcs {wiich cculd in-
clude as well as common processes, common representations of inforuation,

common input modalities, comnon psychological units of analysis, ctc.).

Perhaps polentially, factor analysis might have told us or still might

Leil us more about information processing than it has. The past cvidence,
however, suggests that it is not a useful écchnique for separating process

from other sources of individual differences, such as content. In Thurstoni's -5

(1938) theory, for example, the distinction between process and contont is

not clear. The one theory in which the distinction is very clecar s

Guilford's, but I suspect this rcflects more Guilford's -realive concepiualii-

zation of intelligence than the results of factor analyses perforiad on

Guilford's or others' data (scc the papers by Horn cited carlier). The

fact of the matter is that at least until now, factor analysis haw not heen L

at its best in clucidating the processes constituting intelligeat poafor ance. l
Third, by the end of the sixties, it scescd as though nongoaf e oy ahﬁlig:a %

had told u« protty voch what 00 was qoing to Lol us aboat the n tare of i L

- — ‘B

——— Ty - N . . o
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telligence. This view is not a negative assessment of the cumulative con-
tribution of factor analysis; rather, it rcpresents a belief that after
three-quarters of a century, nonconfirmatory versions of the technique,
at least as they have been used in the past for the analysis of IQ-test
items, have pretty much been milked dry. Carroll ( 1980 ) has suggested
that

factor analysis is ndt at all as ‘indcterminate' as it is oftern

depicted to be, and as it was in fact depicted by Sternberg in

his book (1977). With well-designed studies, the principles

of simple structure can pretty well dictate the final solution.

Parsimony is the essential principle underlying the idea of

simple structure; it says that one wants to account for 2 given

variable with the minimal number of factors--often with only

one factor.
I do not agree with Carroll that the issue of a preferrcd rotation is dic-
tated by anything, other than the mathematical constraints of rotation,
which allow an infinity of valid rotations rather than a single one. I
also consider parsimony to be only one of a number of criteria one should
use in assessing the value of a factorial theory, or any otlier kind of
theory, for that matter.(See Sternberg, 1977, Chapter 5, for a discussion
of some other criteria--completeness, specificity, generality, plausibility--
that matter as well.) And certainly, the issue of a preferred rotation
(1ike, it seems, many other issucs pertaining to factor analysis) rcoains a
matter of debate. Contcmporary factor theorists other than Carvoll {(o.g.,
Cattell, 1971; Guilford, 1967; Horn, 1968; Snow, 1978; Vernon, 1971: to
name a few) continue Lo use solutions other ithan simple-structure cnes in
their thecorizing about intelligence. But if the issue of a "corrc t" vo-

tation had been decided, then T vould be oven nore convinced thot trodi-
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tional factorial techniques have not recently been telling us a great deal
new about the nature of intelligence: I don't bhelieve we've learncd a
great deal more about the simple-structure nature of intelligence than
we knew from Thurstone's early investigations of it (e.g., Thurstone, 193g)!
I am not stating a belief that simple-structure solutions do not provide
‘ us with useful information about intelligence. To the contrary, I believe

that these solutions, and others as well, provide us with a great deal of

useful information (see Sternberg, 1980a , in press-¢). But 1 do not
see that with the coming of the nineteen eighties, they are likely to pro-
vide us with much new information, unless they are applied to new materials
or otherwise applied in new ways.

Fourth and finally, I believe that by the end of the nineteer sixtics,
factor-analytically derived theories were being perceived as less infor-a-

tive than might have been hoped with regard to their implications for instruc-

tion, in particular, instruction in intelligent information proccséing. Pre-
sumably, these theories were less helpful in this regard than one wmight
have hoped because they did not make clear just what it is that should be
trained. Obviously, one could train subjects in their perforiance on the
items that compose the factors. But although the theories may delinit
the class of items to be trained, they do not indicate how to train por-
formance on these items. Instead of decomposing the items into s aller,

! more concrete and potentially trainable units, they velate the itoon to
factors that are larger, more abstract, and probably less trainotle than
the items. It is easicer to sce, . for example, how one might train enaloegy
performance than it is to see how one might train perforrincs on o Tootor
of "reasovning" or of "gencral intelligence.”  One possible excer'ion o

this generalization (and there may well he othors) i Guilfordts {1+.7)

-~ . R LA ST T AU
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theory, where the factors seem to specify fairly elementary processes, con- ' H
tents, and products. Here, oddly enough, the problem might not be in the

paucity of implications for training, but in their plethora: There are

120 abilities postulated in the model.

The Four Challenges and Information-processing Analysis

Mn Optimistic View

At first inspection, contemporary information-processing approaches
to intelligence seem to be doing admirably in meeting squarely the chal-
lenges factor analysis met less than adequately. Indeed, contemporary
approaches to the study of intelligence were formulated at least in part
to mitigate these and other apparent "inadequacies" of factor analysis
used in the absence of converging methods of analysis.

First, the methods of data analysis used in information-processing
investigations of intelligence are highly useful in hypothesis testing
(although probably less useful in hypothesis formation). Although the
major statistical methods used in such investigations--analysis of vari-
ance and regression--are based upon the same general linear model upon
which factor analysis is based, inferential statistics for the former
two methods are much more highly developed than they are for factor analy-
sis. Onc could, of course, argue over the potentials for hypothesis testing
of factor analysis as opposed to analysis of variance or multiple regression.
But to a large extent, the "proof of the pudding is in the tasting," and even
a perfunctory review of the two literatures will reveal a much grcater em-
phasis upon, and more successful use of, hypothesis testing in the informatic: -

processing literature than in the factor-analvtic one. In one kind of

information-processing analysis, computer simulation, the use of inferential
statistics is often at a minimum. But even here, strict hypothesis testing
is possible, albeit hypothesis t{esting of a different kind: The <ivalatar

Y
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can test whether his or her program is a sufficient accound of bebavior sizgl,
by seeing whether the program (a) runs and (b) produces the desired pattern
of responses. And these, after all, are the tests that the simulator is
interested in demonstrating that his or her program can pass. Reviews and
examples of the kinds of inferential tests that can be performed in the !
analysis of human-subject data collected via the information-processing
approach can be found in Sternborg (1977, 1978, 1980b).

Second, information-processing techniques such as the subtraction

method and the additive-factor wethod (see Pachella, 1974, for a recadable

description of thesc two methods) are highly useful in identifring ,

processcs Lhat contribute to intelligent performance. Indeed. these tech-

niques were formulated primarily with this goal in mind. It is often fi

possibie not only to identify these processes, but to identify as well "

the latencies or difficulties of the processes, the stratcgies into which L
the processes combine, the represcentations upon which the processcs act,
and the consistency over time with which the processes are used. I[xamples |
of such analyses can be found in the work of Hunt (Hunt, Frost, & Lunne-

borg, 1973; Hunt, Lunncborg, & Lewis, 1975), Pellegrino and Glascr (1930), R.

Sternberg {1977, 1980b),S. Sternberg (1969), and many others.,

Third, I do not sec any indications that we have exhausted the poten-

tial of the information-processing paradigm to yield new insights into the -

nature of intelligence, nor do 1 sce indications from the literature that

others see this as an impending problem either, To the contrary, it liss

only been during the past decade that inforzetion-processing analy.v. of

intelligent behavior have made a scrious and concerted start (Lith o fow
, ) / - . .

earlicr exceptions; sce, e.g., Gagne, 1987), and all indications wio g to

be that it wil) be quite a while before the paradigm is exhausted dn ity

v e e g g
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ability to yield new and interesling findings. Obviously, there is no
*acid test" of what constitutes a still-productive paradigm. But the sheer
volume of work being done in a large and growing number of different
“laboratorics would seem to attest to the productivity of the paradign in
gencrating what many investigators apparently believe to bhe worthwhile re-
search, In contrast, by the late nineteen sixties, the proportion of researcherc
still doing factorial analyses of inlelligence had dwindled to a Yow
level, after a prolonged period of siow but stcady decline. Some of the
interesting theoretical pursuits currently in progress include attcmpts
to account for intelligent infowrmation processing in a variety of tasks
via a re]atively small number of information-processing components (c.g.,
Carroll, 1976; Hunt, 1978; Jensen, 1979; Pelleqrino & Glaser, 1980; Stern-
berg, 1979); attempts to build computer models that can perform a vide va-
riety of tasks intelligently (e.g., Anderson, 1976; Schank & Abelson, 1977,
Simon & Lea, 1974); and attempts to account for mental retardation in
information-processing terms (e.g., Butterficld & Belmont, 1977; Campicne
& Brown, 1978).

Fourth and finally, information-processing accourts of intelligent
performance seem to provide implications for and be conducive to training
because they decompose tasks inlo component procesces that scem to be (at
Teast in some cases) of a level of complexity that is compatible with in-
structional attempts. Training of intelligent performance has leaned heavily
and directly upon the information-processing theories from which the training
has been derived, and has been done successfully in a nuiber of donins,
including lTearning (e.q., Belmont & Butterficld, 1971 Campione & Lrewn,
197 ), reasoning {e.g., Feuerstcein, 1979; Holzran, Glaser, & Pellecrine, 1576:
Sternborg & Weil, 1920), number «Lills (e.q., Resnick & Tord, in prena) ) gn

problem solving (e.qg., Siegler, 1975).
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To conclude this section, on one view, information-processing analyses
have been highly successful in mceting challenges that factorial rethods
have met with only partial success. But there is at least one other
point of view.

A Pessimistic View

There is another side to the information-processing story, ane
that may lead to a more pessimistic assesswent of the current state of the
information-processing paradign for studying intelligence. The pessimis-
tic view is not inconsistent with the optimistic one: It is possible
to be both optimistic and pessimistic simultaneously, depending upcn the
lev:l of analysis onc conducts. Consider once again the "four challenges.”

First, although specific information-processing theories are usually
disconfirmabie (see, e.g., Sternberg, 1977, 1980b) s the various subparadigns
that gencrate these theories are nol disconfirmable; moreover, they have
generally been posed in ways that make it very hard to assess whether
they are succeeding or failing. Consider some of the major inforwation-
processing subparadigms currently being used, and why 1 am afraid they
can be "assured” of continued success.’

One  subparadigm is what Pellegrino and Glaser (1979) have referred to
as the cognitive-correlates approach. In this paradign, introduc . by
Hunt, Frost, and Lunncborg (1973}, parameters from rather simnle infor-a-
tion-processing tasks of the kind used in the cognitive psychologint's
laboratory, e.g., the S. Sternberg (1969) iiciory-scanning task and e
Posner-Mitchell (1967) letter-comparison task, are correleted with <corer
from standardized psychomelric teots of mental ability. Hunt et ol
computed theqe corrclations, and found them arnerally to be at the level

of what Mischel (1969) has called "personality coefficientn": 1ot of

r
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the corrclations are at the .30 level. How does one interpret corvelations

of this order of magnitude? Micchel (1968), noting the fact that clinost

anything in the personality literature corrclated .30 with anything else,

took a rather dim view of the progress that had been made toward under-

standing the nature of personality. He pointed to the Titerature on
intellectual abilities as a bright spot, howover, because correlotiuns
in that literature were generally higher.  fut Hunt and his colleaqgues
did not share Mischel's chagrin, perhaps because researchers in the

field of intelligence have not had to confront as dircctly as have re-

scarchers in the ficld of personality what scems to be a basic fact--

that within a given domain such as personalily or ability measurc-int,

'

most concurrent test scores correlate at about the .30 level with cach
other. Hunt and his colleagues were sanquine, and it is worthwhile to :
quote thea at length: :

The gencral psychologist will have not~d that while we have

shown significant results, we have not shown strong correla- :

tions. Indeed, our initial studies can be criticized on the

grounds that we have shewn a large nu bor of moderate coerela-

tions, rather than having c¢lucidated any one relationship in

greater detail.  Our data, then, may Lo noere suggestive than

conclusive. One of our original point-, however, was that -

low positive correlations are of interoant. Although it sedr ]

reasonable on ¢ priori qround. to expect that the study of i

individual differences in coanition woeoid locate the save '

critical underlying varizblc. of hunan orforaance that woa!

be revealed by an experinent:l approach tu cognition, thio,

in fact, has not happened.  Poychemaotric. and coguitive -

chology appeur to be currently sharing information atoat = an,

but by ro means do they curlicate o other. At Teant, v

sec no other way to account for the pittern of cur recult:

(pp. 114-115)

M
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Levels of correlations between cognitive tasks of the kind studied

by Hunt and his colleagues and psychometric tests were at similar levels .

in subsequent studies (see, e.g., Hunt, Lunneborg, & Lewis, 1975), al-
though Hunt (1978) showed that with much wider ranges of ability levels

(e.g., studies including retarded individuals), it is possible to boost

these correlations, as would be expected from the increase in individual-
diffcerence variation caused by the expansion of range. The question
onc must pose regarding the "personality coefficients" Hunt has obtained
in the majority of his studies is whether there is any set of plausible i
results that would differ from those Hunt obtained. On the one hand, ’
it seens unlikely that the relatively low-level processing rcquired by t
simple tasks such as comparing the physical appearance or names of lellore
would yield high correlations with relatively high-level tasks 1ike ]
complex algebra word problems. Indecd, a long-wtanding literature com-
paring the approaches of Galton {low-level tasks) and Binet (hiati-Tevel
tasks) prepared us for the extreme unlikelihood of such an event. fn
the other hand, it seems unlikely that the cognitive tasks and psyco-
metric tests would be wholly uncorrelated or only trivially corvelated.
Complex problen. such as algcbra word problems or verbal analejics nust
drav at least to sosie extent on the perceptual and memory proce nos that
are salient in the lower-level tasks.  Although thewe processo. ave of i3
much Yess Amportunce in the higher-Tevel tusks, they cannot be orasnsed
altogether, and to the extent that the, arc sources of individosl dif-
ferences, they will result in ot least sowe corrvelation betwien the cog-
nitive tasks and the psychone!ric tests,

Tu conclude our discunsion of the comnitive-correlates ap 0 chy it

is not clear what set of plausible culion s weuld be inconsicton' with th.
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utility of the cognitive-correlates approach, at least given Hunt, Frost,
and Lunneborg’'s view of what constitutes success of the approach: Correla-
tions that can be interpreted as "moderate" include a very wide range of
values, and moreover, most cognitive measures are correlated at a "modcrate"
level with cach other. These moderate correlations tell us nothing about T
directions of causal relationships, although one might interpret Hunt et al,
(1975) as inferring from such correlations that speed of access to codes in

working memory is to some extent causative of individual differcnces in verbal

ability. Equally consistent with these data would be the possibility that
high verbal ability leads to quick access, or that both high verbal ability
and quick access are dependent upon sume third variable,
Suppose high rather than moderate correlations are obtained in a cognitive-

correlates study. What can one then conclude? Unless there is a strong theory

underlying the newly discovered relationship, probably not much. [ have scen

numerous cases in which the high correlations represent nothing more than the

fact that the predictors and criterion or criteria are very highly similar to

each other, sometimes even on their face.

A second subparadign is what Pellegrino and Glaser (1979) have called

the cognitive-components approach. In this approach, investigators analyze

complex tasks such as those actually found on intelligence tests, secking to ' f
decompose performance on these tasks into elementary constituents of sore kind,

usually componcnt processes. In this approach, the goal is to account for

as much of the variation between stimulus types as possible, usually using P
either responsc time, response choice, or error rate as a dependent vaoriable.
Numerous tests of model fit can be perforned (snee Sternberg, 1272), so *‘hal one ?
does not run into the problem of trying to decide what "moderatc" level of fit

to be happy with. Ideally, one wants as high a deqree of model it as is nhos-

sible, given the reliability of the data.

N
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In this subparadigm, disconfirmation of specific models of inforimation

processing is both possible and likely: Very few, if any, models are "true"
in the sense that they specify veridically just what subjects do. Moreover,
it is possible to reject alternative models, and to select the best one on

a tentative basis. Although it may not be a "true" model, one can accept

it as the best of the available models until a better model is found. But
the experimental and quantitative rigor of the method hide what I believe

to be cause for at least some concern. The approach in itself is not

much more disconfirmable than is the cognitive-correlates approach: 1It,
too, cannot fail if used to full advantage.

The cognitive-components approach requires more prior conceptualization
and quantitatiye sophistication for its use than does the cognitive-correlates
approach. The investigator must go in with a prior information-processing rodel
that he or she has‘quantificd or simulated on a computer, and can thus test for
its validity. But if the investigator is able to do these things, then pust
experience indicates that there is almost always some componential mede?! that wil’
provide a very good fit to the data. Indeed, there is usually a lincar
mode} that will do so, since the predictions of linear models usually accerd
well with the predictions of nr~linear ones. Thus, given sufficient
cleverness on the part of the investigator in manipulating independent
variables that are sources of solution difficulty, and in formulating
a model for how these sources combine to yield the total difficulty of
the item type being studied, past experience suqqests that the inves-
tigator is highly likely to succeed in modeling task perforianie. O0f

course, these arc big "givens," and there may be many tasks that do
not seem susceptible to this kind of modeling. PBut therc seewm to bhe
enouqgh tasks that are susceptible to this kind of wodeling to heop inves-

tigators busy for quite a while. With enough parceeters, of couroe, “u oo s
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can be guarantecd, but previous modeling attempts in the literature sug-

gest that most r: tardeecan do quite well even with a fairly modest number E
of parameters. €4 ¢ynif the model cannot be rejected relative to the |
true model, one has no guarantee that the preferred model is %}
the true model, since alternative models may all predict a given set of
data with 1ittle or no departure of observed from predicted values
{sce, e.g., Carpenter & Just, 1975; Clark & Chase, 1972).

A third subparadigm is what might be called a training approach.
In this approach, one starts

with a dctailed task analysis of a cognitive endeavor of par-

ticular interest to the theorist. If the analysis is thorough

enough, it should be possible to instruct an immature learner
{or a computer) to perform well on that task. If the instruc-

. tion (or program) does not result in an appropriate type or
level of performance, one 1ikely cause is that the theory is
not specificd in sufficient detail. Ideally, the way in which
performance deviates from optimality will provide more specific
hints about the ways in which the theory nceds elaboration....
Finally, the point where training ceases to be effective is of
central importance to the development of a theory of intelli-

gence. The underlying assumption is that as the difficultly of
instructing some important cosmponent increases, i.e., * e comn- . |
ponent boqins to appear impervious to training, we would argue
that the centrality of that component to intelligence also in-

creases.  (Campione, Brown, & Ferrara, in press)

This approach, which has been used by Campione and Brown (1970), Belmont
and Cutterficld (1971), and othcrs, can be helpful in telling us what
aspects of cognitive functioning are trainable with reasonable amounts
of effort, and what kinds of functioning resist training. It con also

be helpful sheerly at a practical level in dmproving people's cognitive
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performance. But as an approach to helping us find out the nature of in- ;E
} telligence, I am concerned that it, Tike the other approaches, cannot fail:
Failure in training does not really help us much in disconfirming a theory
of intelligence. Unfortunately, even success in training is at best am-

: biguous in its interpretation.

Suppose, first, that one is unable to train subjects in a given

sample of a population either to improve their proficiency in executling
: a postulated component of a theory of intelligence, or that one is unable

to train them to use the componentat all. What can one conclude? There

e T

seem to be at least four highly plausible alternative interpretations of

this outcome. The first is that the component is simply not a component

of intelligence--that one cannot train it because it is not a natural
part of a functioning cognitive system. A second interpretation is that r
the component is an aspect of intelligence, but that it is what Campione, ;?
Brown, and Ferrara refer to as "impervious to traininb." Not all intel-
ligent acts need be accessible or even available to consciousncss. For i

example, part of intelligent functioning is the generation of words to P

P I

represent one's thoughts, although it is difficult to imagine how onc

4 . could train a skill like this that is so inaccessible to consciousness.

A third interpretation is that the component is an aspect of intelliaunce

and is in fact trainable, but that the training methods used are inade-

quate. One can never know for sure that a failure to train sulijects suc-

cessfully is nothing more than a reflection of one's failure Lo devise
training proccdures that work. A fourth-interpretation is that the cga- '
ponent is an aspect of intelligence and that it is trainable, bu* not o i

the population being used in a given study. Tor example, Campione, Lrown,
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Belmont, Butterfield, and others have done most of their training work in
populations of mentally retarded subjects. Could one reasonably conclude
that failure to train a component process in such a population is an
indication that the component is not an aspect of intelligence? One might
equally well argue that its untrainability in such a population shows that
the component is indeed an aspect of intelligence. To summarize, the
interpretation of a failure in training is quite equivocal.

Suppose instead that one is able to train subjects in a given sample
of a population either to improve their execution of a component or to
execute the component at all. What, then, can one conclude? Unfortunately,
not much. First, consider one intirpretation of a component's being "im-
pervious to training." In the passage from Canpione, Brown, and Ferrara
cited earlier, it is stated that "as the difficulty of instructing some
important component increases,...the centrality of that component to intel-
ligence also increases." But this statement implies that the more success-
ful one is in training a component of intelligence, the less successful one
is in demonstrating the centrality of that component to one's theory of
intelligence, and vice versa. In other words, to succeed (in training) is
to fail (in demonstrating theoretical importance of the component). If
there was ever a prototypical example of nothing failing like success,
certainly this is it! Second, sometines subjects can be taught to perform
tasks in ways that they almost never would perform them spontencously;
other times, they cannot be trained to perform the tasks in ways that they
would have no trouble in using spontancously. In linear syllogistic reason-
ing, for example, one can rather casily train subjects to use an algorithnic
model that they would almost never use spontancously; but it is extremely

difficult to train them to use the mixture strateqy that most subjocts use
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spontaneously {Sternberg & Weil, 1980). HWould one want to claim that suc-
cess in training the algorithizic model but not the mixed model indicates
that the mixed model is not as good a source of information about the
nature of intelligence, o vice versa? Certainly not, because in training
strategies for analogical reasoning, the opposite pattern holds: It is quite
easy to train the strategy subjects use spontaneously, but quite difficult
to train the strategies subjects do not normally use (Sternberg & Ketvon,
Note 1; see also Sternberg, Ketron, & Powell, in press). One can only conclude
that the trainability of a set of components {a strategy) bears no clear
relation to the nature of intelligence. Third, even if one does succced
in training a component or strategy, une has no guarantee that the component
or strategy represents part of what one should call intelligent performance,
The fact that a component can (or cannot) be trained does not in itself
indicate whether that componeni is a part of intelligence as opposed to, for
example, Tower-level perception. The identification of the componcnt as one
aspect of intelligence must come from elsewhere (prior theory, correlations
with other measures, or whatever), which brings one back to the qucstion that
one started with, namely, how docs one identify the components that constitute
aspects of intelligent performance?

I have reviewed three of the major information-processing subparadigms
for understanding the nature of intelligence, and have concluded that in
at least one respect, they face the same difficulty as factor analysis.
The difficulty is better disguiscd, but may be viewed as all the mwove
pernicious because of its unobviousness. The problem is that in at least one
sense, each subparadign cannot bul succeed in meeting the goals its users and
even many of its critics have et for it, and nence, in at least

one sensc, it cannot fail. I will claim next that inforation-
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processing approaches share other problems of factor analysis, although,
again, in an unobvinus way. Consider now thc "second" challenge.

Second, there can be no doult that information-processing approaches
have fulfilled their promise of identifying component processes in intelli-
gent performance (see, e.g., Hunt, 1978; Mulholland, Pellegrino, & Glaser,
1980; Sternberg, 1977, 1830c). But certain problems lurk bencath the
surface: Our success no longer seems as "successful" as we had once hoved
it would scem.

One goal of information-processing analysis was to identify a unit
of analysis that would in some sense be basic--a unit, for example, in
terms of which individual differe:ces in factor scores could be under-
stood (Carroll, 1976; Sternberg, 1977). The hope was that the cciponent
process would serve as such a unit, and ultimately provide a "ccurcn currency”
for the exchange of views regarding the basic nature of intelligence. But it
has become increasingly clear that we really have no way of determining
constitutes a basic unit, nor are we, I suspect, even clcar as to just what we
mean by a basic unit. For example, we have no way at the present time of kncwing
whether the factor or the component is the more basic unit. People scem to tale
all possible positions. Carroll ( 19830 ) now seems to claim that the factor
is the more basic unit, and that it is respoensible for individucl differences
in components; I previousiy claimed that the component was the rore basic unit,
and that it was responsible for generating individual differences in
factors (Sternberg, 1977). 1 now believe that the question is not a meaning-
ful one in our present state of knowledge (Sternberg, 1980q ). We are
no better able to say which unit is more basic than we are able to oy
which cave first, the chicken or the eqq. Fuctor scores can be reares<ced
on cowponent scores; corponent scores can bo yreogreaced on factor ooree,

What exp o rvicental or mathematical operation would enahle us to clag it
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any confidence that one unit is more basic than the other?

A second goal of information-processing analysis was to tell us how
subjects solve complex problens requiring intelligent performance. At
one level, information-processing analysis has told us that, !¢ can say,
at least to some order of approximation, that solution of analogics re-
quires the execution of operations such as encoding, inference, applica-
tion, and the 1like, or that solution of linear syllogisms requircs cxecu-
tion of operations such as premise reading, processing of markcd adjec-
tives, combination of terms into a visualized spatial array, and the like
(see Sternberg, 1977, 1980b). But as Pellegrino and Lyon (1979), among
othrrs, have pointed out, the components identified in my and others'
"componential" analyses are black boxes. Some of the information we
would be most interested in would come from our figuring out what mental
events occur during encoding, inference, premise reading, and so on.

In other words, how does a person do these things? Onc approach to this
problem is to decompose information-processing performance into smaller

components or subcomponents than the ones we have used. Such an approach

at least reduces the magnitude of the problem. To date, we have no evidence

that it is capable of eliminating the problem altogether.

A thfrd goal of information-processing analysis was to tell us what
intelligent performance consists of. But we need to ask ourselves whether
the processes we are identifying are ones that we can confidently identify
as sources of individual differences in interesting kinds of intelligent

performance that occur in the rcel world, such as making a carcer choice,
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performing well in one's carcer, deciding how to schedule one's time to
maximize one's operating efficiency, and so on. 1 have serious doubts
that the kinds of processes being identified in cognitive-correlate

analysis are on the right track. Speed of naming two letters as “"same"

or "different" does seem to me quite removed from ordinary conceptions

of intelligent performance or its antecedents. 1 have more confidence
that the kinds of processes being identified in cognitive-component
analysis are on the right track. For example, I am prepared to believe
that “inference" is an integral part of intelligent functioning in the
real world. I am much less ready to believe, however, that "inference"

of the kind used in solving analogy test items is the same as, or closely related
to, say, inference in seéing relations between two important historical
events, or between two economic indicators. We have what I perceive to

be a "levels of processing" problem. There is a large gap between the
levels of inference uscd in laboratory or psychometric tasks and the
levels used in more consequential kinds of reasoning performance. And the
difference in levels may be of a qualitative as well as of a quantitative
nature. Although there have been reasoncbly successful attempts to show
that the parameters named in the same way across different laboratory
information-processing tasks are correspondent (Chiang & Atkinson, 1976;

Sternberg & Gardner,in press);there have been no attempts to relate

these parameters to performance in real-world performance.
I have claimed that although information-processing analysis has

identified processes of task performance, this identification has not proven [

to be the panacea many people hoped it would be, Many of the questions {’
we would like answered about couponent processes still remain.  And other E
t

problems remain for the inforwation-procecsing approach as well,
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Third, on the face of things, the information-processing paradigm
would certainly not seem to have been exhausted. But we must ask ourselves
exactly what it means for a paradigm to be exhausted. Is it, for example,
conventional factor analysis that has been (in the opinion of some, at
least) exhausted in the factorial paradigm or is it the types of uses
to which we have put conventional factor analysis? 1 suspect that the
latter is the case. We pretty much ran out of tasks to factor analyze i
or that we cared to factor analyze, and it wasn't clear where to go from j
where we were with factor analysis. The critical question concerns not ;
so much the technique itself as the use to which the technique is to be |
put to continué to yield interesting new information about the nature of '
intelligence. . ’
We have not yet run out of tasks upon which to conduct information-
processing analyses. We have yet to see {convincing) process models of
anagram performance, remote associates performance, counting of cubes
from a three-dimensional surface represented in two dimensions, elc.
The question we must ask, though, 55 that of what is to be gaincd from
isolating component processes from still more tasks like the ones we
have analyzed? A number of studies have been done in which component
process scores from cognitive tasks have been correlated with scores .f

from psychometric ability tests (e.g., Hunt et al., 1973, 1975; Sternberg,

1977, 1980b). As noted earlicr, the corrclalions between scores on these

tasks and scores on psychometric ability teats have been Yess than impres-
sive. But these psychometric testls have only been proxics for the criteria ‘
we really do or at least should care about--nanely, performances in real-

world tasks. Although cognitive process scores have not, to my tneeledoe,
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been correlated with performance such as school grades, supervisery or
peer ratings, income, or whatever "real-world" criteria one would like,
L 1 am inclined to believe that almost inevitably, these correlations would

be lower than those that have been obtained with psychometric tests.

Such reduced correlations would stem not only from the reduced reliabili-
ties of the criterion measures, I believe, but also from the reduced com-
plexity of the cognitive components relative to the composite psychometric
tests that have until now served as the predictors of real-world per-
formance. Past experience in research on intelligence has shown to almost
everyone's satisfaction that higher predictive validities for complex out-
cor.s arc almost always associated with grcater complexities in predictors,
Indeed, increasing the reliability of a predictor by simplifying its struc-
ture often results in a decrease rather than an increase in predictive
validity. MWe must therefore ask ourselves whether still more information-
processing analyscs of the kinds of tasks we have studied are likely to
turn things around. 1 suspect they are not. We need new kinds of tasks.
Fourth, consider again the issue of training component information
processes. There can be 1ittle doubt that some training of cognitive
processes is both possible and feasible (sce, e.g., Borkowski & Cavanaugh,
1979; Feuerstein, 1979; Holzman, Glaser, & Pellegrino, 1976). Although
evidence supporting the durability and generalizability of such training

is still meager, we have cause to be at least modestly optimistic re-

in press). 1 belicve it important that these training efforts continue,
because in terms of theoretically-based programs, training of cagnitive
skills i pretty much our best option now, even if at times these cognitive

skills are nore narrow than ideally we'd like. Cventually, though, T think

garding the feasibility of training some cognitive skills (Brown & Campione,
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it important that we supplement these training programs with training in
real-vorld problem solving and decision making of the kinds necded for
important events in one's life. Ultimately, the real-world behaviors
rather than their proxies are what we are interested in, and we can at
least hope that any training effects we can get through the proxies will
be strengthened by direct training of the real-world bechaviors that we
hope to affect.
Conclusions

I have argued that the present state of research on intelligence
could be conceived of as on the borderline of a crisis period: Cenven-
tional factor-analytic rescarch on intelligence has been less wnan success-
ful in meeting four cha]lengés that confront intelligence rescarch; al-
though on the surface, information-processing rescarch has been guite
a bit more successful in meeting these challenges, at a deeper luvel,
these approaches, too, have bcen less successful than one might wich,
What conclusions can be drawn from the review? 1 believe there ave
at least threc reasonable ones.

First, we should be wary of a trend in intelligence rescarch to re-
ject old approaches (or new competitive ones) to studying intellijence
in favor of our own preferrcd ones. In the initial burst of enthu.iasm
that accompanies the success of a new methodology, there is an under-
standable tendency to view the new methodology as a panacea for the
problems of old or new competitive methodologics. There is also a tendency
to attempt to sell a new method not only on its virtues, but on the al-
Teged limitations of its competitors., Thus, we have been treated to
disquisitions on why coqnitive-components ana]}sis is to be preofereed

over factor analysis {(Sternberg, 1977) or cognitive-correlates analy s
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(Peliegrino & Glaser, 1979); on why analysis of covariance structures
(Frederiksen, in press) or latent trait analysis (Whitely, 1950) is to
be preferred over cognitive-components analysis; or on why, if one's
goal is to isolate "latent abilities," traditional factor analysis is
to be preferred over these and other alternatives (Carroll, in press;
Guilford, in press). 1 am inclined to believe, however, that all of
the methods now available have overlapping strengths and weakncsses,
The best strategy to follow is to attempt to show in what respects
different methodologies lead to the same conclusions in some respects
and different conclusions in others regarding the nature of intelligence.
I also be]ieve'that various methods in fact show striking convergences
in the generalizations to which they lead us about the nature of intelli-
gence (Sternberg, 1980a, in press-b, in press-c)s g belief I chall discuss
further shortly.

Second, I think we need to think more about the criteria we wish to
use in evaluating the relative successes of various approaches to studying
intelligence. One could draw the conclusion from this review--wrongly,

I believe--that none of the methods are very useful because they are flawed
in so many respects. A more valid conclusion, I believe, would be that
probably all of the methods that have been used can lead to important in-
sights or to dull ones. Advocates of one approach can often turn around
the arguments being leveled against their approach by advocates of another
appfoach to apply to that other approach., The value of a contribution
seems to lie in how creatively and insightfully a given method is used by
an investigator, rather than in the method itself, What seems fo ratter
most is not what method is uscd, but how it is used. Altempts to arque

for or aqainst methods, in the abstract, seem not to be tervibly {ruitful.

—_—
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A better use of tiwe might bLe in arguing about ways in which onc or nore
methods might be put to more productive use by psychologists inturested in
using the method, in etfect, to think of method-investigator intoractions,
If no better use can be found for a method at a given time, it should by
all means be put into cold storage until, nerhaps at some later tine, a
better use is thought of for it.

Thivd, we need to remember the oft-vrepeated admonition that the validity
of a theory can he adequately tected only through the use of converying opera-
tions (Garner, lake, & Eriksen, 1956). Any one method for studying u psy-
chological phenomenon is incomplete in some respects, and inadequaic in others.
But if the same phencmenon appears almost without reqgard to the method thet is
used to uncover or analyze it,Athen one's confidence in the validity of the
phenomenon is increased.  Although each of the methods 1 have reviewed has in-
adequacies, the usce of a combination of methods (including, of ceur,e, ones not
revicwed here) can provide a powerful demonstration of a phenomenon of interest.

Finally, I think we need to consider more carefully our choice of tasks
in studying intelligent behavior. A common theme running throughout this arti-
cle has been that in studying sometimes remote proxies for interesting real-
world behaviors, thore has been some loss in the real-world significance of the
outcomes. I would not take the position of Cole (Note 2) that the rosulty of
these studies have been misleading., Rather, they have been incomplete. ] would

like to see our laboratory studiss of intelligence supplemented with {tut by ro

means replaced by) studices of real-world behaviors or simulations of such bohaviors.

The behaviors studicd should be consequential ones, such as choosing a college, a
carcer, or a mite, or deciding vhether or not to pursue major suvgiory,  Such vord
has already been undertaben by <everal dinvenliqgators, Frederiboen (1000, 1606,

frederit o n, Saundore., & Wand, 1957) has heen a pioncer in this veopct in his
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direction-setting studies of the in-basket technique and in his investioaticns
of creative hypothesis formation and evaluation in scientific thinking (Frederik-
sen & Evans, 1974). Hayes-Roth and Hayes-Roth (1979) have proposed a theory of
real-world kinds of planning, such as the order in which one plans to curry cut
a scquence of daily errands, and Goldin and Hayes-Roth (Note 3) have found sys-
tematic individual differences in the nature of the planning process.  Our cun
recent vesecarch has bequn to take a more practical bent as well. Rick Haguer
and I arc investigating the kinds of practical skills and knowledqe of value
systems people in everyday life and in professions such as law and psycholery
need to get ahcad in their respective pursuits, e.q., how people decide what
activities are worth doing in Timitca amounts of time, and how they budget thzir
tine according to the-value théy place on each activity. Craig Smith and I are
investigating the construct of social intelligence, following in the fool«tops
of Archer (1980) and Rosenthal, Hall, DiMatteo, Roqers, and Archer (1979}, &r-cng
others, in examining how people decode implicit comaunication, such as the rnenveri:’
cues people emit in expressing approval or disapproval. We are interested in izo-
lating components of social inte]]igénce, if they exist, and in relating then to
each other and to components of cognitive intelligence.

Laboratory research has becen, and 1 believe, will continue to be, uwcful in
isolating various aspects of intelligent performance. A recent and particula-ly
promising development has been in the investigation of knowledge repreosentations
in people of various levels of expertise who are engaged in solving comiploe rotle
such as those found in physics (Larkin, McDermott, Simon, & Simcn, 10005 Chi,
Feltovich, & Glaser, Note 4) and geomctry (Gireecno, 1976). My rescarch and 5 at
of others {e.g., Hogaboan & Pellegrino, 1978) leads me to belicve thet o purtic-
ularly promising route to purcue in the study of inbnratory tachs will b vt

of what 1 have called nonentrenched i e novel, tachs (Stevvt oy, dn e o)
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Performance on such tasks seems to be substantially more highly correlated with
performance on psychometric tests than performance on more standard laborztory
tasks is correlated with performance on the tests. 1 agree with Cole (hcte 3)

and Neisser (1976), however, that we need to pay more attention to macroscopic

aspects of information processing that are sometimes overlooked in laboratory

L task analysis. At the present time, our knowledge of high-level performance

in real-world tasks is meager. But if our goal in research on intelligence is x

to understand intelligence as successful adaptation to and purposive action 4
in one's real-world environment, knowledge about such relations would seem to t'

be essential.

»
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Footnotes

Preparation of this article was supported by Contract NOCC1472CC025
from the Office of Naval Rescarch to Robert J. Sternberg. I am grateful
to Janet Powell for comments on an earlicr version of the manuscript.
Requests for reprints should be sent to Robert J. Sternberg, Depertiont
of Psychology, Yale University, Box 11A Yale Station, New Haven,

Connecticut 06520.

1 . .
By nonconfirmatory methods, I mean those methods of factor anilysis

that do not use maximum-likelihood estimation procedures to test the
validity of a prior structural model. Confirmatory methods have cowe intc
widespread use only during the past decade or so (sce, e.q., Joreshog, 1970).

These methods, I believe, can be highly useful in hypothesis tesiing,

-

F 2The distinguishability of alternative subparadigms is often hazy,

i especially since it is possibio to combinc subparadigus within a single

study. Hence, some of the criticisms directed at use of one particular
paradigm may apply to another in certain instances, whereas others of the

Z,iticisms directed at that paradigm may not apply at all in certein instantes.
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AMex:niri ., VLo 2002

Dr. Joooph Ward
u,s. froy Feseorct Tngtitutse
5071 Fionut swer fvent»

LT

Alex.iri:, Vi e

vope 4

Mr Ferce

A{r University Librory
AUL/LSE  78/843%
Maxw:ll AFB, AL 36112

Dr. Farl A, Alluisi
HO, AFHRL (AFCC
Frocks AFE, TX 732315

Dr. Genevieve Haddad
Prcorin lanager

Life Sciences Directcrate
AFOSR

Bclling AFB, DC 20232

Dr. Rensld G, Hughes
AFHRL/OTR
Villinas AFB, AZ 25224

Dr., hess L. Fergen (AFLRL/LR)
Viright -.Patterscn ASR
Ohic 45433

Or. talecclm Ree
AFHRL/Y'P
freccks AFB, TX 78235

Dr. Marty Reckway
Trc¢tinical Directer
AFPRLY)

willioas AFB, AZ 658224

S0 TCETW/TTGH Step =2
Sasppard AFB, TX 763511
Joal S Theryp, Maj. . USAF
L:7 “cionces Dircotercte
LEoen

Wllirs AFL, DC 22752
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Marines

H. William Greenup
Fducalticn Adviscr (E021)
Educaticn Center, MCDEC
Quanticc, VA 22134

Headqu~rters, U, S. Mzrine Ccrps
Ccde MPI-20
Washingtcen, DC 20290

Special Assistint for Marine
Ccrps Matters

Code 107%

Of fice cf MNaval Rescarch

800 N. Quinzcy St,

Arlington, VA 22217

DR. A.L. SLAFKOSK

SCIENTIFIC ADVISCR (CCDE RD-1)
HQ, U.3. I'AETUHE CORPS
WASHTINGTON, DC 20350

CoastGuurd

Chicef, Psychclecgicul Loserch Lranch
U. S. Coust Guard (u-p-1/2/TPL2)
Washingten, CC 20093

Mr. Thcmas AL Marnm

U. S. Ccast Guard Incntituie
P. O. Substoticn 15
Oklahema City, OK 731E0
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Other DD

12 Defense Tecknical Infermaticn Center
Camercn Staticn, Bldpy §
AMlexendria, YA 22314
frtn: TC

1 D+, Dexter Flotcher
APVANCED RFECEARCY PRQJECTS AGENCY
10200 JTILSCH SLvD.
ARLTUGTON, vA 22200

! litary Assistant for Training and
Perscrncl Technclety
Offic> ¢f t4e Undrr focretary cf Pefonse
fer Besenrely & Enpineering
Fcen 3ID127, The Pentazcn
Washingten, DC 20320

Prge H

Civil Cevt

Dr. Susan Chiprizn
Learning and Develcopnent

Naticnal Institute cf [iuzaticn

1200 10th Street NI
Woshingten, DCo 2020%

Dr, Joseph L. Lipscn

cprn v _ 477

e b e Su

Natrensl Scilence Focunidaticn
Washinsten, BC 200650

Willyam J. telaurin
Pu. 61, Interncl Fovonue
2721 Jefferscn Navis Yiohw
frliingten, VA 22200

r. frdrew R, tclnor
Science BEducation ey,

st 1 Pesearct,
Nalicnl Science Foundation
Weshingten, DC 20540

Perscnnel RiXD Contor

Office ¢f Perscunel PMunalment

1670 £ Street MU
Voshiugten, DC 20415

Nr. N Uallece Saniice
Prcor.a Direccter

Manpower Researcn ot fivicory
Smithuonian Insct it son

501 lorth Fivt Ovreoo
Mexiniria, VA Jooar

Or . Froak Withrcouw

Vo L 0ffice ¢f Yl vian

HZe trylind fve, Ul
werhiiten, DCOSvE0D
Trooooph Ll Youno, Tiraoiter
Ty Copnat v RSN
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R A e o




YALS/ STERNBERG Ncvember U4, 1440

Nen Gevt

1 Dr, Jehn R, Anderscn
Department of Psycholcay
Carnegie !lcllen University
Pittsburgh, PA 15213

1 Andersen, Themas Y., Pu.D.
Center fcr the Jtuly of Pa2uding
174 Children's FRescarch Conter
51 Gerty Drive
Champiagn, Il A1R20

1 Dr. John Annatt
Department of Psychcleg
' University ¢f Varwick
Ccventry CV4 7A
; ENGLAND

1 DR. MICHAEL AT.ICOD
SCIENCE APPLTYCATIONS INSTITUTE
40 DEKVER TECH. CENTER WES
7935 E. PRENTICE AVERKUE
ENGLEWCCD, CO 50110

1 1 psychclcpical research unit
Dept. cf D:fense (Arny Office)
Campbell Fark Offices
Canberra ACT 2670, Australia

1 Dr. Alan Paddeley
Medical Pasearch Ccuncil
Applied Psychclezy Unit
15 Chuucer Rend
Cambridge CR2 2EF
ENGLAND

1 Dr. Patricia PBRagyett
Depar*tment ¢f Psvehclery
Universily c¢f Denver
University Park
Denver, Co° 507083

1 Hr Avrcn Farr
Department ¢f Ccnputer Science
Stunford lUniversity
Stanferd, CA ou>0s

Clme ey Wb v,

Puge 7

ben Govt

Dr. Jaclsscn Faatty
Department cf Psyciclely
University cf Califcrnia
Les Angeles, CA aC024

Dr. Isaac Eejar
Educsticnal Testing Cervice
Princetcn, MNJ 034cn

Dr. Nichclas A. Ecnd
Dept. of Psychclceyny
Sacramentc State Ccllege
600 Jay Strect
Secramentc, CA 95310

Dr. Lyle Bcurne
Department ¢of Psychclcay
University c¢f Cclcradc
Boulder, CO 30309

Dr. Rcbert Frennan

American Ccllege Tcsting Pregrams
P. O. Box 168

Icwa City, IA 52240

Dr. Jchn S. Prown

YEROX Palc Altc Pescarch Center
3333 Ccycte Reced

Palc Altc, CA GU3CH

Dr. Bruce Fuchanan

Pepartment of Cemputor Science
Stanferd University

Stimferd, CA 04305

DR. C. VICTON BUNDERS:!
WICAT THC.

UNIVERCITY PLAZA, SUITH 10
1150 3C. STATE :T.

ORCY, UT 84057

Dr. Pat Carpenter

fepariment of Psyctolery

Carnegin-Mollen Unilversivy

Pitisburgh, PA 1677 f
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Ncn Gevt

1 br. John L. Currcii
Psychcmetric Lab
Univ, of Ne. Carclina
Davie Hall 213

Chapel Hill, IC 27514

1 Charles !yers Library
Livingstcne House
Livingsicne Rcad
Stratfcrd
Lenden E15 2LJ
ENGLAND

1 Dr. William Chasc
Department of Psychclcegy
Carnegie Mellcn University
Pittsburgh, PA 15212

Dr. Micheline Chi
Learning R & D Center
University of Pittsburgh
2039 2'Hara Street
Pittsburgh, PA 15213

Pr. William Clancey

Department cf Ccmputer Scionce
Ctanferd University

Stanferd, CA QU305

Dr. Xennetn E. Clark
College cf Erts % Sciences
University cf hcoraster
River Campus "“i“icn
Rcchester, NY 14427

Dr. Necrman Cliff

Pept. cf Psychclcy

Univ, of Sc, Culifcrni
Univeorsity Park

Les tngrles, CA Q0007

Dr. Allan I'. Ccllins

Pclt Teranak & tewann, Inc,
50 liculten Str L
Canmbridpe, M 02127

Page 3

Hen “icvtl

Dr, Lynn A. Cccper

LRIX

University of Pittoburah
3937 O'dara Stre-t
Pittsburzh, PA 15217

Dr. toredith . Cr.owfcrd

Aicrican Psychclce1 il Asscclnticn
1200 17th Shtrest, N,

Washingten, OC 77 7

Dr. Yerr-wh T, (rcze
Ancoap s Felenton, Inc

~ LRV . ~

Sants Porobara, 70007

Dr, bBeaonus! Toroian
Pepurtoent of o, fcleny
University ¢f 1l:nois
Chaenpoian, IL A1

Pr. Hubert Dreyfus
Department cf Pnilcscphy
University cf Califcernia
Rerkely, CA 9Qu720

LCOL J. C. Eggenberser

DIRECTIRATE OF PERSOMMEL APPLIED BFSZat
NATINUAL DEFENCE 17

101 COLOMEL BY PRIVE

OTTA'YIA, CANADA V17 0¥2

ERIC F.cility-Acquisiticns
yaz2 wgby Avenc

Bothogte, MO Z7 000

Dr. . Feligenba:

Pepart-mt ~f 70 o Tivenec
RUBIT R S
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Nen Govt

Dr. Edwin A. Fleishmen

Advenced Reszarch Rescurces COrgan,
Suite 7200

4330 East Vest Highuay

Washingtcn, DC 20014

Dr., Jchn R. Frederilsen
Bolt Beranek % Newman
50 Mculten Street
Cambridge, M& 02133

Dr. Alinda Friedman
Department cf Psychclegy
University cf Alberts
Edmcntcen, Alberta

CANADA T6G 2EG

Dr. R. Edward Gziselman

Department c¢f Psychclcgy
University cf California
Lcs Angeles, CA 9n02Y

DR. ROBERT GLASER

LRRC

UNIVERSITY OF PITTSBURGH
3939 O'HARA STREET
PITTSRBURGH, Pa 15213

Dr. Marvin D, Glock
217 Stcone Hall
Cornell University
Ithaca, NY 14E52

br. Daniel Gepher

Industrial % Management Engineering
Technion-Tsrazl Institute cf Technclegy
Haifa

ISRAEL

DR. JARNIES G. GREEND

LRDC

UNTVERSITY OF PITTSBURGCH
3939 O'HARA CTREST
PITTSRURGH, PA 15213

Dr. Ron Eambleton

Scheel cf Fduzaticn
University of !issechusetts
Amberst, A 01002

Page 9

Nen Govi

Dr, Harcld Hawkins
Department c¢f Psyenclegy
University c¢f Oregcn
Fugene OR 974C3

Dr. Barbara Hayes-Rcth
The Rand Corpcraticn
1700 “ain Street

Santa Monica, CA 90406

Dr. Frederick Hayes-Rcth
The Fand Cerporeticn
1701 Main Street

Santa Monica, CA Q0400

Dr. James K. Hoffmen
Depuartment of Psychclcay
University cf lelawzre
llewark, DE 19711

Glenda Greenwald, E4.

"Humen Intelligence Hewsletter"
P. 0. Bcx 1163

Birmingham, NI 43012

Dr. Llcyd lunphreys
Department ¢f Psychclceny
University cf Illincis
Chsmpaign, IL 61820

Library

HuaLRC/Vestern DRivisien
27A57 Berwick Drive
Charmel, CA Q3521

Cr. Farl Hunt

Dept. ¢f Psychelegy
University cf Vashinoien
Seattle, WA GH10S

Dr. Steven V., Keele
Lept. cf Psycicley
University ¢f Crosen
Cupeae, OR 9740¢

Dr. Walter Kintsch
Dopartnent of Psycleleny
University c¢f Ccleraic
feulder, CO RCH02

i
1
i
]
'



YALL/STERNRERG Neveaber 4, 1070 Faot v

Nen Govt ten Govy

,‘.,_w,.m w‘
]
|

—

1 Dr., Dwid Yieras 1 Dr. Dcuild A terman !
Departrient ¢f Poychclegy Depl. ¢f Psyctelcty C-209
University ot Arizona Univ., ¢f Califcrnin, San Diesc

Tuscen, AZ 25721 La Jzlla, Ch 92093

1 Dr. Stephen “osslyn 1 Dr. !'vlvin R. lcvick
Harverd tniversivy %6 Lindquist Center fcr Measurment
Departnent of Poyciclcoy University cf Icwn

I3 ¥irklond Streot Icv~ City, IA 82242
crabiridze, HA 02173
1 Dr. J.sse Orlansky

] Mr. Narlin Krczger Institute foer Defense Analyses
1117 Vie Goletn H0d Arny MNavy Drive
Pilcs Verdes Estates, CA 00274 Arlingten, VA 22202 :
i

1 Dr. Jill Larkin 1 Dr. S~oyncur A, Papurt

Deportment of Psychclepy Massachusetts Institute ¢f Technclegy
Carnvoic Mallen University Artificial Intcliirence Lab
Pittsburgh, Py 15212 545 Technclcoy Cqunre
Canbridge, HA C217¢ '
1 Dr. Alcn Leszcld '
Leara.ant R&D Center 1 Dr. James A, Poulsen
University cf Pittsburgh Pertlind Stute Usiversily

Pittshuregh, PA 15250 P.O. Fcx 751
Pertland, OR °7207
1 Dr. Charles Lowvis
Facult«~it Sccinle Vetonschappen 1 MR, LUIGT PETRULLD
Ri jusuniversit~it Greningen 2431 M, EDGEWOND DTREET
Oude feteringestirant ARLINGTCN, VA 22277
Grouingen
NETHERLAYDS 1 Dr. tiartha Pclscn
Department ¢f Psycloleuy
1 Dr. Jumes Lunsien University ¢f Cclcer-ic
Nepartinent of Payeacledy Bculder, CO 30302
Univerasity of Verlern Australin
Nedlands W, AL LOTS 1 DR. PETER POLSON
AUSTRALTA DEPT. OF PSYCHOLOAY
UNTIVERSITY OF COLOLADRO
1 Dr. tark “iller BOULDER, CC 20304
Cenput or Gcience Labcratcery

Texos Instruns s, ne. 1 Pr. Steven E, Pcltrocs
Mol Sratien 271, PLOL Eox 225936 Dopartnent of Psyoia Yoy
Drllas, T¥X 7600¢ University cf "weaver

Ponver ,CO EO207
1 Dr, Sl1len NMunrc

Pobevicrael Tectne'e,y Laberateries 1 PR, DIAKE . BAMOvYLER
1295 Yleng Ave., Fourth Fleer RV BESEARCH & Y. V0 UnoIG |
Rederic Poeaeh, CF 93277 3TN ORIDGELCNT porvs !

teLiBu, CA gn2in
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Mcn Gevt

MINRAT M. L. RAUCH

P Il N

FOADESMINISTERTIN BER VERTEIDIGUNG
POSTFACH 1328

D-53 BOUN 1, GERMANY

Dr, Mark D. Reckase

Fducaticnal Psychclcagy Dept.
University of Misscuri-Ceclumbio
4 Hill Hall

Cclumbia, MO 65211

Dr, Fred Reif

SESAME

c/c Physics Department
University cf Califcrnia
Rerkely, CA Q4720

Dr. Andrew M. HKose

American Institutes fcr Rosearch
1055 Themas Jefforsen St. N
tashingten, DC 2007

Dr. Ernst Z. Rcthkepf
Bell Laberateries

600 Mountain fvenue
Yurray Hill, t'J o7o74

PRCF, FUMIKO SAMEJIMA
DEPT. OF PSYCHCOLOGY
UNIVERSITY COF TENNEGSEE
KHOYVILLE, TN 27916

Dr. Irwin Strascn
Deportment of Psyzlelegy
hhiversity ¢f ‘.2shindten
Coattle, WA QR10L

DR WALTER OrpNTINER
LEPT. CF POYTONNGY
URTVERTITY 0% TLLYENIS
CHAVIPATSN, 1L n1i20

hr, *1on “checenfeld

De portment, of itnematics
H-milten Cellacte

Clintoen, NY 12:0%

Pupe 1N

Hen Gevt

Conimittee ogn Ccponitive Besearch
% Dr. Lonnie R. fherrod

Sceinl Science Reserrch Council
5065 Third Avenu»

Mew York, NY 10016

Rcbert 2. Siegler
Assceinte Prcfoesscr
Carncgie-lellcn Universitvy
Departrient ¢f Psy:lclcay
Schenley Park

Pittsbursh, PA 16212

Dr. Rcbert Smith

Department cf Conputer Gcience
Rutgers Universitly

New Frunswick, NJ (7903

Dr. Richard incw

Schicecl of Educaticn
Stanfcrd University
Stanferd, CA QU305

DR. ALRERT STEVENS

BOLT BERANEK & UE.LUAN, INC.
50 HCULTCR STREET
CAMBRIDGE, NA  0213%

Dr., Thcmas G, Sticht

PDirertcer, Bosic Sills Divisicon
HUMRR(

300 N, Washingten Siroet
AMlexandria VA 2231y

Pr. David Stcne
ED 226

suny, Albany
Albony, NY 12222

PR, PATRICK SUppi:y

INGTITOTE FOR QAT ATICPL STUDTEY

THE SOCTAL sovpicys
STAICRD UNIVEEDTTY
STARVFORD, CA Qi 0
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Non Gevt

Dr. Hariharan Swaminathan
Laboratcry c¢f Psychcmetric and
Evaluaticn PRascarch

Scheol cf Educaticn
University c¢f Uassachusetts
Amherst, 1A 01003

Dr. Kikumi Tatsucka

Ccmputer Lased Fducaticn Research
Labcratcry

252 Engineering Research Labcratcry

University cf Illincis

Urbana, IL 61301

Dr. David Thissen
Department ¢f Psychclegy
University cf Kansas
Lawrence, KS £60i4

Dr. John Thcmas

IBM Thcrmas J. Vatscn Research Center
P.0. Pcx 21R

Yorktcwn Heights, NY 10598

DR. PERRY THORNDY!E

THE RAND CORPORATTIOM
1700 MAIN STREET

SANTA NONICA, CA 90U74

Dr. Dcuzlas Tcwvne

Univ. ¢f Sc. Californin
Behavicral Technclcay Labs
1845 S, Elena Ave,

Redcndc Peach, CA 0277

Dr. J. thlzcner
Perceptrcnics, Inc.,

5271 Variel Avenue
Vocdlend Hills, CA 013604

Dr. Penten J. Underwccd
Dept. ¢f Psychclcoy
Merthwestern University
Evanstcn, IL A0201

Dr. Willi~m R. Utial
University ¢f tichiynn
Institute fcr Tceirl Reseurch
Ann Arber, 1T u8106

2

Page 12

Nen Gevi

Dr. Houard Wainer

Purcau cf Sccinl SCience Research
1990 M Street, N. W,

Washingten, DC 20035

Dr. Phyllis Weaver
Graduate Scheol ¢f Fducaticn
Harverd University
200 Larson Hall, Appion Way
Cambridjpe, MA 02138

Dr. David J. Veiss

N660 Ellictt Hall
University ¢f tinnescta
75 E. River Road
Minneapclis, N 55455

Dr. Keith T, Wesccurt
Infcrmaticn Sciences Dept,
The Rand Corperaticn

1700 *Main St.

Santa Mcnica, CA QQUQF

DR. SUSAMN E, WHITELY
PSYCEOLOGY DEPARTMINT
UNIVERSITY OF KALSAS
LAVEENCE, KANZAS 66044

Dr. Christcpher \ickens
Depertnent ¢f Psychelcey
University cf Illincis
Chumpaign, IL 61820

Dr. J. Arthur Vccdward
Departnent ¢f Psyciclicyy
University ¢f Califcrni:
Lecs fngcles, CA 90024
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